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1 The system of parts of speech
in modern Chinese

1.1 Commonality of parts of speech and their different levels

Words of different parts of speech have their own characters to differ from one
another, but this is not to say that they have nothing in common (Zhu Dexi,
1985a). In terms of grammatical function, the commonality of parts of speech are
reflected in two aspects: First, different parts of speech can have same grammati-
cal functions, such as verbs and adjectives functioning as predicates being fol-
lowed by compliments, as well as being modified by adverbial modifiers. Second,
different parts of speech possess commonality in some more abstract grammatical
functions. For example, though with greatly different functions, verbs, adjectives,
nouns and quantifiers can function as syntactic constituents, due to which the
commonality is proved to exist among them and further differs them from prepo-
sitions, conjunctions, modal particles and auxiliary words.

Because of the commonality of different parts of speech, basic ones can be
included into bigger categories, such as verbs, adjectives and state words as
predicates, and nouns, time words, locational words, locatives and quantifiers
as nominals. That is to say, certain basic parts of speech are classified into a big
category with different levels, which is adopted as a principle in this book, Stud-
ies on Parts of Speech in Modern Chinese. This classification can not only fully
embody the relationship and systematicness among different parts of speech,
but also identify the position of a certain part of speech in the whole system
as well. Classifying basic parts of speech is the first important step in the clas-
sification of parts of speech, but further classifying big categories that contain
different levels does matter actually. Therefore, the classification of parts of
speech can be carried out from top to bottom, according to the hierarchy of parts
of speech.

The big category is mainly related with abstract grammatical functions but not
directly with their common distributions in a sentence. For example, nouns and
verbs can be classified into the big category of kernel words because they are of
the more generalised function of being main constituents, instead of function-
ing as subjects, for some verbs can be subjects, such as “Z[qu](go)” and “F 3]
[xué xi](study)”, and some cannot, such as “&[shi](yes)” and “Z T [déng yi] (be
equal to)”.
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The parts of speech in the same category share the commonality, which doesn’t
mean their grammatical functions are completely identical. Therefore, the basic
parts of speech can be classified into sub-categories further. For example, verbs
can be classified into transitive verbs and intransitive ones, according to whether
they are followed by real objects.

1.2 Generalisation level of grammatical functions
and the hierarchy of parts of speech

Degrees of the generalisation level of grammatical functions agree with how big
these categories are.

As mentioned previously, big categories are classified according to their
grammatical functions with different generalisation levels. Therefore, in
order to display the hierarchy of parts of speech clearly, the upper level in
one big category needs to be more general enough to cover the lower one, as
shown in following figure on the criteria of the classification of big categories
(Figure 1.1):

combining with other elements

[ compound word] + | - [autonomous word]

serving as syntactic constituent

[ notional word] + | - [function word]

serving as main constituent

[core word] +| - [modifier]

serving as predicate constituent”

[ predicate] + - [nominal]

predicate nominal  modifier function word interjection

Figure 1.1 The criteria of the classification of the big categories

* Predicate constituents are of predicate property, mainly including/4~[bu](not) ~ | #%[méi](no) ~ | 1R
[hén](very) ~ | ~ < object > | ~ < complement > |
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The principles should be followed in classifying big categories.

II

I

v

There should be an inclusion relation! between a certain upper level and its
lower one (Shi Anshi, 1980), which is taken as the criterion of classifying
four big categories of parts of speech in this book. For example:

Compounding with other constituents <syntactic constituent> <main
constituent> < predicate constituent >

The grammatical functions at the smallest generalisation level® cannot be
separated further, as distinctive features of different big categories for the
sake of ensuring that all parts of speech in a certain big category share enough
commonalities. For example, the words functioning as subjects, predicates,
objects, headwords and attributes used to be classified as notional words,
including distinctive words only as attributes, while adverbs as adverbials
used to be classified as function words. In fact, both of attributes and adver-
bials are modifiers at the smallest generalisation level.> Therefore, if these
grammatical functions were separated as the distinctive features between
notional words and function words, it would break principle two, for the
inside commonality of function words would not be clear enough to be
identified.

The order of the generalisation levels of grammatical functions cannot be
broken through bypassing a level. For example, if “<main constituent>" was
taken as a classifying criterion for the second level instead of the third level, it
could meet the first two principles; however, the lack of the level of “syntac-
tic constituent” as the criterion at the higher generalisation level would make
function words and modifiers fall into the same level, which would break the
order of hierarchy as a result.

The classifying criterion of the same level should reflect the same properties
of parts of speech. For example, “{/R[h&n](very)~" and “<attribute>" cannot
be taken as a disjunctive criterion of the same level at the same time.

The classification criteria of these big categories should base on the conven-
tional functions of words, excluding unconventional functions with greater
limitations. Nouns can also be used as predicates but are highly restricted.
Therefore, they are not classified as predicates. Distinctive words, numerals
and numeral-quantifier phrases can function as subjects and objects, but they
are also highly restricted and need transferred reference in syntactic meaning,
which is considered as an unconventional use. So, they are not classified into
nominals. Some adverbs can be used as predicates, such as “fJiEF{J[ni gin
kuai] (quickly), f~[bu] (not)”, which are still heavily restricted and cannot be
predicates for their unconventional use.

1.3 How to choose the criteria of classifying parts of speech

Grammatical functions are the foundation of classifying parts of speech, that is to
say, from these functions, some of them with the same properties are chosen as the
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criteria of classifying parts of speech. Then, how to choose these functions? The
following principles need considering:

I. The completeness principle

This criterion of classifying parts of speech is supposed to be exhausted and
exclusive, depending on which the words that ought to be classified in a category
cannot be excluded, while the ones that ought to be classified in other categories
cannot be included.

There is no relationship of one-to-one correspondence between grammatical
functions and parts of speech. In other words, a certain same grammatical func-
tion for all the words with a certain part of speech cannot be found, nor is there
a certain grammatical function only for a certain part of speech. Therefore, the
chosen grammatical functions need to share a relationship of conjunctive or dis-
junctive, which decides the criteria of classifying parts of speech.

Why do grammatical functions with conjunctive relationships matter so much?
It is because the limitation for some positions of grammar constituents is not very
precise, resulting in the permission of different parts of speech. For example,
nouns, verbs and adjectives can be put in the position of subjects; adjectives and
verbs can appear in ““f[bu](not)~" or “/R[hé&n](very)~". Such situations can-
not embody exclusiveness of the criterion of classifying parts of speech. For those
suitable for the same grammatical position, they possibly differ from one another
in other grammatical functions. For example, both adjectives and some of verbs
are suitable for “fE[hén](very)~", but “/R[hén](very)~<IZ(object)>" is only
suitable for the verbs in the previous structure mentioned above. That is to say,
{R[hén](very)~<ZEZ(object)>" includes verbs but excludes adjectives. Therefore,
“fR[hén](very)~ A\ *({E[hén] ~<EE(object)>)" can distinguish adjectives from
verbs and it can be used to classify adjectives but not verbs.

Why does disjunctive relationship matter for the criteria of classifying parts of
speech as well? Since a single grammatical function universal inside a category
cannot be found, several grammatical functions need relating by a disjunctive rela-
tionship for the sake of identifying the criterion with the commonality inside. For
those grammatical functions that share compatibility, they reflect the same proper-
ties in grammar; therefore, a disjunctive relationship can be related to them. For
example, some adjectives cannot be put in “fE[hén](very)~", and some others
cannot be put in “/E[hén](very)-[bu](not)~". Due to the compatibility between
these two positions, most of those are suitable for both “{E[hé&n](very)~" and “{}
[hén](very)A~[bu](not)~", which proves the same properties of these two gram-
matical positions, and the disjunctive relationship can be related to them as well.

Based on two aspects mentioned above, the criterion of classifying adjective is
“fR[hén](very) K [bi](not) ~ A *(fR[hén](very)~<EZ(object)>)".

There are many Chinese grammar books that have taken “{R[hén](very)~ /\*
~< H.T%(real object)>) as the criterion of classifying adjectives, which doesn’t
strictly satisfy the completeness principle. On one hand, not all adjectives can
be modified by “{E[hén](very)”, such as “&5[jing qi] (prosperous)”, “[iif i [nai
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fan] (patient)” and ““F-#7[ping héng] (balanced)”; on the other hand, not all adjec-
tives cannot be followed by objects, such as “Eift—-k[gao ta y1 téu] (taller than
him a height of a head)” and “3 T —{>[shu le yT g¢] (something is ripe)”. So this
criterion is not of completeness.

Some grammar books have also taken “%{(numeral)~" as the criterion of classi-
fying quantifiers, which doesn’t strictly satisfy the completeness principle, neither.
For example, some nouns can be modified by numerals such as “= 7. 55[san xiong
di] (three brothers)”, “-++{Z. A E[shi yi rén min] (billion people)”, “3X—TX[zhé
y1di qu] (this district) and so on, which means this criterion is not of exclusiveness.
However, if it is changed into “¥{(numeral)~ /A *(<=E (subject)> | —MyT g&](a/
one)~)”, incompleteness or non-exclusiveness in the above can be avoided.

II. The convenience principle

It means that the chosen grammatical functions as the criteria of classifying parts
of speech are supposed to be common, understandable and operational.

This principle intends to make it easy and convenient to classify parts of speech.
Generally speaking, it is easier to handle and operate the compounding ability
among words or between words and phrases than to handle and operate the abil-
ity of words being syntactic constituents. Therefore, it is better to depend on the
convenient compounding ability as much as possible, after meeting the principle
of completeness.

III. The simpleness principle

It means to choose those grammatical functions at the biggest generalisation level
as the criterion, and the overlap between two criteria with a disjunctive relation-
ship is supposed to be as small as possible, which aims to make the criterion
simple and economical.

The principles mentioned above are not of equal importance. In this study, the
completeness values matter most and then convenience and simpleness, which
means the first principle is a precondition and the other two are complementary
conditions. Actually, a contradiction exists between completeness and simpleness,
for the more complete, the more complicated, and vice versa. Since the complete-
ness principle is especially emphasised in the criteria, comparatively speaking,
the criteria of classifying parts of speech are more complicated in this book than
in other grammar books.

1.4 The criteria of classifying the hierarchy of parts
of speech in modern Chinese
1.4.1 The criteria of classifying the hierarchy of parts of speech

According to their hierarchy, different parts of speech are classified from top to
bottom. The criteria of classifying the hierarchy of parts of speech in modern
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Chinese are displayed in the following figure (Figure 1.2), from which the criteria

of
of

II

I

each level can be extracted. The criteria of all the levels for the different parts
speech will be discussed concretely in 1.5.
Explanations of Figure 1.2 are as follows:

The explanations of symbols

3

‘~7: grammatical position

“|”:or
“/\”: and
¥ cannot
“()7: level

“[]”: selective constituent

“<>": the names of parts of speech or the names of syntactic constituents in
the distribution environment;

“ [ ] ”: name of a big category

“ [ ) ”: descriptive statement

“+7: satisfying the criterion

“—": unsatisfying the criterion

The explanations of literal words

1  The names of syntactic constituents, such as “<7(subject)>" and “<tp
(complement)>"; the names of parts of speech, such as “<#{/(numeral)>";
concrete words or phrases, such as “ff[hén] (very)” and “—[yi] (one)”;
predicative statements, such as “compounding with other constituents”
and “being used alone”.

2 Shortened forms of syntactic constituent names, such as “=3(F i&sub-
ject)”, “IH(1E iBpredicate)”, “IZ(EEiHobject)”.

3 Shorten names for basic parts of speech, such as “# (%4 iAnoun), #i(
£iAnumeral)” and “& (& 1fquantifier)”; full names for big categories,
such as “{F1d](predicate)”, “{4id](nominal)”, “#%17](kernel word)’and
ffitAl(modifier)”.

The explanations of grammatical functions

1 Syntactic constituents refer to immediate constituents of six types of
syntactic constructions. They are subject-predicate, predicate-object,
construction consisting of a modifier and the word it modifies, predicate-
complement, coordinate relation and complex predicate. The immediate
constituents include subject, predicate, predicate, with object, predicate,
with complement, object, complement, modifier (including attribute and
adverbial), headword (including headwords with attribute and adverbial)
and other immediate constituents of coordinate constructions and com-
plex predicate constructions without special names.

2 Main constituents refer to other syntactic constituents, except for modi-
fiers, including subject, predicate, predicate,, predicate,, real object,



combining with
other elements

[compound word] + | - [interjection]
. r . )
serving as syntactic constituent
[notional word] + | - [function word]
| . 1
serving as core (D(~<notional word>)
Constlituent [(adverbial) +<predicative constituent>

! . @<predicative constituent>+
[kernel word] — + I — [modifier) 'p . 5
(~<notional word>) \gcomplementg

| 1
N . A == + —
AR[bu](not)~7&[méi]~|{E[hén]  “~’(sound)|—7= 1
(very)~|~<object>| [y1 shéng]]| (D<notional word>~
~<compleme':n't>|<complement>| g [d? xidng] <notional word> [coordinated word)
<preposition structure> @~([<subject>]

1
~|Ffi[sud]~|(<predicative> A * E

(<subject>[<object>)) + | _
i

[predicate] + I — [nominal] ,
: 1
| R[bu](not)~[}& [méi] ! :

<predicative constituent>)
A*((subject~predictive) | used alone)
+ I -
[one]~<quantifier>/\
*(<predicative>|~(F

1
(D<other constituents>~

[hén](very)~<object> i (at)~[<attribute>]~ (<numeral-quantifier phrase>)

e L

:
. [liang] 1 .
(no)~|~<object>(one|several) . | <pause>/\*<other constituents>
. <quantifier>)) | l
~/\*<subject>|~<complement> ' ! ~<non pause> |
|<conglutinate complement> TTh i ! (@<other constituents>~<modal
[1R[hén](very)~ |TE[zai]~ [Ff[sud]~ ! ! | particle>/\*<other functions>
| ! ! 1 i
! | |
+|- +| - : +- i + | -
I : 1 ! I
1
1B[hén](very)[ R ~(B[li]4@[yinan] ! ! quasi-object|(~(<notional word>
[bu](not)~] A*{R (the south of)| *1E[zai] | +#9[de](of)+ <noun>) A*~

1
1
1
1
1
1
1
1

b S

i
|
1
i
| |
1 1
1 1
1 1
1 1
1 1
1 1
| i
i i !
1 ! 1
! 1 : |
| | [ . 1 ' !
1 H | <nominal>~ ! ' 1 !

1
i i i [locative structure] A*~ ! hl it ! !
| | 1 . L H T !
| | v (E[1]((in) JILAR [y ndn] ! | <numeral-quantifier i !

1

i i i i (the south Oﬂ, i i ! phrase>~HJ[de] ! |
1 1 \ H ! !
1 1 i ! . E i ' E (0f)+l<noun> ! !
i i ! Vo | ' !
: : R N e !
. 1 1 1
! ! quantifier ! (by the time~| 1} i ' | auxiliary '

H . | 1
i i ! | ~since|~when) | : o ! ! !
| 1 h | [ I- | | H |
.. ! noun ' Tt |- ! numera o ! 1 i
adjective Estate word ! | : quantifier : ! i ! |
" i | numeral i t 1 modal !
ver locative | | phrase ' i | particle !
E locational ! distinctive i :

! 1 ! word I intericcti
o word ! adverb X H interjection
time word ! ! demonstrative
1 1
onomatopoetic preposition
word

Figure 1.2 The criteria of the hierarchical division of parts of speech in modern Chinese
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complements, except for complements of prepositional structures, and
the immediate constituents of complex predicate structures. Compared
with main constituents, modifier constituents include attributes and
adverbials. Whether the immediate constituents of coordinate construc-
tions are regarded as main constituents or modifiers depends on whether
the whole coordinate construction is considered as a main constituent or a
modifier. Quasi-objects of numeral-quantifier phrases and complements
of preposition structures are also regarded as modifier constituents.

3 The range of syntactic constituents is roughly similar to that mentioned
in Teaching Material of Grammar (Zhu Dexi, 1982b), except for two
different points.

1 When a prepositional structure appears before or after a predicate con-
stituent, the whole compound construction is considered as a construc-
tion of successive predicates in Teaching Material of Grammar. When a
prepositional structure appears before a predicate constituent, this book
prefers to name the compound construction as “adverbial-headword
construction consisting of a modifier and the word it modifies”, the
prepositional structure of which is considered as adverbial; when a prep-
ositional structure appears after a predicate constituent, the combined
structure is named as “an adverbial-headword construction consisting
of a modifier and the word it modifies” in the postposition of adverbial,
the prepositional structure of which is considered as adverbials.

2 The criterion in classifying real object is different from that of quasi-
object. Real object in this book refers to a typical object with two
characteristics, one of which is that it indicates a concrete thing
semantically and the other of which is that it is free to match with a
verb. Non-typical object refers to quasi-object, including two situ-
ations, one of which is that it doesn’t indicate a concrete thing and
the other of which is that it is not free to match with a verb. There
are three types of quasi-objects.

The first type is an object of empty reference, which refers to neither a
concrete thing nor a quantity. It includes four sub-categories:
A “ff2.[shén me](what)” as an object means entire negation. For example:

(21) a #F{f 2. [hdo shén me] (nothing is good)
b E{1 2. E[kan shén me kan] (nothing is worth looking at)

B  “fit[ta](he) as an object means indifferent and relaxing. For example:
(22) a 18t =K =7¥[hé ta san tian san y¢&] (to drink for three days)
b fFEfth ) LA FF 15 [shui ta ji tian zai shud] (to sleep for several days)

C inthe form of “ftf ity » FeFEF Y [ta shud ta de, wo kan wo de]
(he does what he does; I do what I do)
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For example:

(23) a “friifthHy » FeEFAY[ta shud ta de, wo kan wo de] (he
does what he does; I do what I do)
b {RFE{RAY[n] zou ni de] (you leave as you want)

D the expression of speaking rudely
For example:

(24) a #H{Rk[hdo ni gé tou] (no good at all!)
b f#EE[dong gé pi] (knowing nothing at all!)

The second type is object of numeral-quantifier phrase, which spe-
cially refers to the object of quantifier, different from a real object served
by a numeral-quantifier phrase, such as “SC—madi y1 g¢] (buy one), &
A [kan lidng bén] (read two books). “One” and “two” in the examples
are real objects. There are three types of quantifiers in quasi-objects.

A object of a verbal quantifier

(25) & — [ [kan y1 xia] (have a look)
ST PiE[xiao le lidng shéng] (make two laughs)
#5—HHI[tT y1 jido] (give a kick)
B object of a time quantifier

(26) F—K[kan y1 tian] (watching for a whole day)
15—/ INES[ T y1 xido shi] (playing for one hour)
ST 2K [xiao le ban tian] (laughing for a half-day)

C object of a degree quantifier

(27) 47— 5. ) L[hdo y1 dian ér] (a little better)
K—EE[da yi xi€] (a little big)
[ 7 —E>K[jiang le y1 1i mi] (one centimeter down)

The third type is a special object. Generally speaking, it is nominal
constituent that is not free to make up a verb-object collocation with verb
or appear in the position of an object due to certain special reasons. It can
be sub-categorised in the following.

A tool object (e.g. 5EZE[xi€ mdo bi] (to write with a Chinese writing
brush))

reason object; (e.g. Z&{12.[xido shén me] (why to laugh))

goal object (e.g. FIZ£ %7 [pio jing féi] (to rush about for expenditure))
manner object (e.g. 17 & & [ch shi tang] (to eat in restaurant))
comparison object (e.g. A ftf—%/[da ta y1 sui] (one year older than me))
agent object (e.g. 96 T —ZF[sl le y1 tou nia] (a cow died))
consequence object (e.g. FI T —E T[pio le yi shén han] (sweating
all over after running))

QmMmgQw
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H damage object (e.g. IZ M — 325 [chi ta yT gé ping gud] (one of his
apples is eaten))

I gain object (e.g. Fl TN ZE[pdo le gé guan jin] (he won a champi-
onship in running))

IV The explanations of the criteria

The criteria in the above are decided preferentially based on the homo-
type strategy; those that are decided based on the hetero-type strategy will
be specially discussed in 1.5. A list of parts of speech based on the hetero-
type strategy is displayed in advance for the sake of the reader’s better
understanding.

a  Words such as “ff:Fl[[shéng 1i] (win)”, “TX'5l|[qu bié] (distinguish)”,
#E2E(lidn xu] (continue)”and “B{3[po 1i] (break a rule)” not only have
features of general verbs but also can function directly as adverbials
without “}fi[di > de] (-ly)”, based on which they are classified into the
conversional words of verbs and adverbs.

b Words such as “/%7#%[I1&ng jing] (calm)”, “BEH1[nudn huo] (warm)”, “/=;
4 gao xing] (happy)”, and “F£FA[qing song] (relaxed)” can be modlﬁed
by “/E[hén] (very)” without being followed by objects. They are defi-
nitely adjectives. Also, they fit in the overlapping form of ABAB, which
reflects the feature of verbs, so they are classified into the conversional
words of adjectives and verbs.

¢ Words, such as “/NIsf[xido shi] (hour)”, “ZH[zu] (group)” and “ F HH[xing
qi] (week)” can be modified not only by numerals but also by quanti-
fiers, so they are classified into the conversional words of nouns and
quantifiers.

d  Words such as “I[5H] [lin shi] (temporary)”, “E-Hf[chang qi] (long-term)”
and “E.IF[zhén zhéng] (real)” can function as attributes and adverbials
but not as others, so they are classified into the conversional words of
distinctive words and adverbials.

e Words such as “1Z%[xtt dud] (many)”, “£F[ruod gan] (several)” and
1R 2% [hén dud] (plenty of)” can modify nominal constituents directly and
be followed by quantifiers as well, so they are classified into the conver-
sional words of numeral-quantifier phrases and numerals.

f  Words, such as “&F[maéi] (every)” “5I4Nling wai] (other)” and “53
[ling] (another)” not only fit in “~<¥{ & (quantity)>+<+%(noun)>" but
also function as adverbials, so they are classified into the conversional
words of demonstratives and adverbials.

g ““KiF[da liang] (a great quantity)” as a numeral-quantifier phrase, can
function as an attribute in “~(<f%1# (kernel word)>+f[de] (of)+<rf1
ILaiE(headword)>)” but cannot fit in “~ ¥ (numeral)+& (quantifier)+5%
(noun)”; it also can function as adverbial, unlike those numeral-quantifier
phrases for time, such as “} Zl|[pian k&] (awhile)” or “fE /4 [hén jit1] (for
ages)”, so it is classified as an adverb.

99 cehi
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h  “/RZ%[zhong dud] (numerous)” as a state word and ““P5l][gé bié] (indi-
vidual)” as an adjective can function as attributes before “Xf5[de] (of)”,
so the former is classified as the conversional word of a state word and
numeral-quantifier phrases and the latter as the conversional word adjec-
tive and numeral-quantifier phrases.

1.4.2 The criteria of classifying the big categories and
the explanations of the big categories

Parts of speech are considered as a system of hierarchy, based on which the parts
of speech of modern Chinese are classified into four big categories, including 18
basic categories. Next is how these four big categories are classified.

I. Compound words and interjections

The parts of speech are firstly classified into two big categories of compound words
and interjections according to whether they have compounding ability. Generally
speaking, all grammatical functions can be grouped into two: compounding with
other constituents and being independent constituents. Therefore, “compounding
with other constituents” as the grammatical function can maximise its generalisa-
tion level. In the past, the parts of speech used to be classified into notional words
and function words first, excluding interjections, which is essentially the same as
classifying interjections into the first big category in this book.

One thing that needs clarifying is that the compound words with compound
ability are also capable of being independent constituents; actually, most of them
can be independent constituents.

II. Notional words and function words

The compound words can be classified into notional words and function words
according to whether they can function as syntactic constituents. Notional words
can, but function word can’t. Therefore, function words include prepositions, con-
junctions, modal particles and auxiliary words but exclude adverbs functioning as
adverbials.

III. Kernel words and modifiers

The notional words are classified into kernel words and modifiers according to
whether they can be main constituents. Kernel words can be main constituents but
modifiers cannot be. They can be modifying constituents only. However, this cri-
terion, if not restricted by certain requirements, tends to classify some distinctive
words, adverbs, numerals and quantifiers into kernel words due to their possibility
of being main constituents as well. For example:

(1) &MEF8E > 2R EE - [ji xing hio zhi, man xing bu hiio zhi.]
(The acute disease is easy to cure while the chronic disease is hard to cure.)
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(2) 4 B4 Z#—FF o [sheng nan shéng nii dou y1 yang.]
(Giving birth to a boy or a girl is the same.)
Distinctive words function as subjects or objects in the above two sentences.
(3) FF - [wo bi]
(Idont.)
(4) & [! [wd mi shang.]
(I’ll be right now!)
Adverbs function as predicates* in the above two sentences.
(5) —tIMELTT4A » [yl qgie cong tou kai shi]
(Everything starts from the very beginning)
(6) KT F/b - [lai le bu shio.]
(Lots of people are coming)

Numeral-quantifier phrases function as subjects or objects in the above two
sentences.

(7) —h—%7F = - [yljiayidéng yu ér.]
(One and one is two.)

(8) 42— - [shi gé shi shi yi bdi.]
(Ten and ten is one hundred.)

Numerals or numeral phrases function as subjects or objects in the above two
sentences.

All the words listed above, such as distinctive words, numeral-quantifier
phrases, numerals and adverbs, are classified into modifiers, although they can
function as main constituents. There are two reasons.

One is that being modifiers, instead of being main constituents, is taken as
the criterion of classifying these distinctive words, numerals, numeral-quantifier
phrases and adverbs because this criterion is universal inside the category and
should be treated as their commonality. It is better to depend on it in classifying
the big category, just taking their function of being main constituents as an excep-
tion. The other is that there are just special cases for these words functioning as
main constituents. For instance, (7) and (8) are statements about calculation or
conversion in mathematics; (1), (2), (5) and (6) are the transferred references in
the syntactic sense as the conversions of part of speech; (3) and (4) are obvious
omissions of headwords.

For the above reasons, the criterion of classifying kernel words and modifiers
needs restricting, which means if the special cases in the above occur, those words
are still classified as modifiers instead of kernel words.

Some numeral-quantifier phrases can function as quasi-objects, such as “{K & H
Zl|[xid xi pian ké] (rest awhile)” and “ZE {3 74 [déng hou x jili] (wait for a long
time)”. Even for such cases, these quasi-objects are still treated as modifying con-
stituents, so these numeral-quantifier phrases still meet the criterion of modifiers.

Besides being main constituents, kernel words are also capable of being
attributes, actually for most of kernel words. This is due to the low degree of
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differentiation between distinctive words and kernel words in Chinese (see 7.3.3
in Modern Chinese Parts of Speech: Classification Theory and 3.1.3).

IV. Predicates and nominals

Kernel words can be classified into predicates and nominals according to whether
they can function as predicate constituents as the general term for some syntac-
tic functions reflecting predicative functions, including ““f[bu](not)~ | *¥[méi]
(no)~ | fR[hén](very)~ | ~<F&(object)> | ~<th(complement)> | <h(com-
plement)> | fff[sud](all  that)~ | <f}EZ(preposition-object)>~ | (<iF(predi-
cate)>/\ *(<F(subject)> | <FE(object)>))".

The main function of predicates is being a predicate. In the past, classifying pred-
icates and nominals was mainly based on whether they fit in ““~[bu] (not)~ | <
15 (predicate)>". ““~[bu] (not)~"was regarded as the grammatical function at the
biggest generalisation level. However, there are still many predicates that cannot be
modified by ““f[bu] (not)”, so it is necessary to complement it further with other
functions to narrow this criterion. Although any of these functions in this criterion
may not be precise enough to classify predicates, all of them being related together
by a disjunctive relationship can include most of the predicates. If the function of
being predicates is adopted as the criterion of classifying predicates and nominals,
many nominals can also be included into predicates because many nouns and time
words can function as predicates as well. In that case, the extra restriction of not
functioning as subjects or objects can exclude these nominals from predicates fur-
ther, which unfortunately excludes some predicates as well. Consequently, it is nec-
essary to take “<if(predicate)>/\ *(<F (subject)> | <EZ(object)>)” as one item of
disjunctive criterion to classify those words only functioning as predicates, such as
“Ti[qi que] (lack)”, ““FZE[bu déng] (inequality)”, “Z>f[can ban] (mix)”, “[A]
[~][shdn shin] (shine)” and “§&}fE[yi ni] (grace)”, into the category of predicates.

The main functions of nominals are being subjects and objects, being modified
by attributes, which are also shared by most predicates as well.

1.5 Predicates

Predicates belong to a predicative part of speech whose main function is be a
predicate constituent (predicate and complement). Predicates include verbs,
adjectives and state words.

1.5.1 Verbs

Verbs are the most important part of speech in predicates. In the sense of meaning, a
verb indicates behavior. The basic function of a verb is to be a predicate or comple-
ment, and it belongs to a predicative part of speech. Examples of verbs are as follows:

FT[d4] (hit), 1Z[chi] (eat), E[kan] (look at), £4[zud] (seat), J[bing] (fall ill),
FE[si] (die), fE[shi] (yes), FH[you] (have), 3[lai] (come), # [jin] (enter),
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#E[néng] (can), =[hui] (grasp), {RE[xiG xi] (rest), 25 [san bu](stroll),
3] [xué xi] (study), ZWK[x] huan] (like), TFH[da sdo] (sweep), #FHK[jin
lai] (come in), [A]Z[hui qu] (go back), B LA[k& yi] (may), AJEE[kE néng]
(possible).

1.5.1.1 The criteria of classifying verbs

There are two simplified and complicated criteria of classifying verbs. Here is the
simplified one first.

“A[bu](not)~ A (*R[hén](very)~ | (fR[hén](very)~<FE(object)>))” or
“(f[bul(not) | E[mei](no))~(/\*{R[heén](very)~ | (fR[hén](very)~<FE
(object)>))”

But some situations need paying attention to in the following:

86% of verbs (8806) can be modified by ““A~[bu] (not)”;

89% of verbs (9142) can be modified by “;&[méi] (no)”;

93% of verbs (9552) can be modified by both ““~[bu] (not)” and “;&[méi] (no)”;
7% of verbs (747) are in exception.

If “~TZ(object)” is added in the above simplified criterion like this “((-f~[bu]
(not) | JZ[méil(no))~ | ~<E£(object))(A*{E[hen](very)~ | (fE[hén](very)
~<FZ(object)>))”, the new form can satisfy 97% of verbs (9,969); otherwise, only
76% of verbs (7,856) followed by real objects and quasi-objects can be satisfied.

“Predicate” doesn’t appear in the above criterion because it is too broad, as
some nouns functioning as predicates. In order to cover as many verbs as possible,
the functions of being predicates and complements are needed necessarily.

Some words cannot be modified by ““~[bu](not)” or “;¢[méi](no)”, even can-
not be followed by objects, so they cannot be categorised simply into verbs by
the simplified criterion above. However, they can serve as predicates, such as “
A2 fnljiao jia] (accompany each other)” and “Z:*f-[can ban] (half-and-half)”; and
some words can serve as complements, such as “{=4[ting dang] (ready)”, or can
be followed by*“Z[zhe] | #f[guo]”, such as “fiEic[dian ji] (remember with con-
cern)”, or by the function words*“fff[sud](all that)”, such as “p,Zg[bi xi] (indis-
pensable)”. These words should be classified into verbs due to their behavior
meanings.

The following complicated criteria are used to address these verbs that are not
covered by the simplified criterion:

The criterion is (“R[bu](not)~ | &[méi](no)~ | ~<EZ(object)> | ~<fp
(complement)> | Fff[suo](all that)~ | <FL& = #ME(complement of bound
form)> | (~%#[zhe] | #T[guo]) | ((<if(predicate)> | <JR(adverbial)>
~)/\*<F(subject)>)) A\ (*{R[hén](very) [~[bu]l(not)~ | (fR[hén](very)

~ <ZTZ(object)>)). The explanation is as follows:
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The verbs in this category can be negated by ““f~[bu] (not)~" or “%F[méi]
(no)~"7, be followed by “~<ZTZ(object)>” or “~<f}(complement)>", be pre-
modified by “fff[sud] (all that)~"or be “<FL&E %M i&E(complement of bound
form)>" and be followed by “(~3%(zhe] | #f[guo])”. They can function as “<iF
(predicate)>" or be modified by “<}fk(adverbial)> ~”; but they cannot function
as “<7(subject)>" or be modified by “/E[hén] (very)[/] [bu] (not)~". Or, they
can fit in “({R(very) ~<ZZ(object)>)", even though they are being modified by
{Ri[hen] (very)[K] [bu] (not)~".

The front part of the criterion depends on many items with disjunctive relations
of the same value as the universal commonality inside, for there exists no single
grammatical function shared by all verbs. However, adjectives also share some of
grammatical functions in this criterion, such as ‘““f[bu] (not)~7, “;%[méi] (no)
~7, “~<fp(complement)>" and “<FhL &= fME (complement of bound form)>”,
so more disjunctive items, such as “*fR[hén] (very)[-f](not)~ | ({R[hén](very)
~ <ZTZ(object)>)”, are needed to exclude those adjectives.

This criterion is so precise that it can meet 99% of verbs.

Verbs are the most important in the category of predicates, and their grammati-
cal functions may diverge greatly as well.

Among 43,330 words, the total number of verbs is 10,300, with a percentage of 24%.

1.5.1.2 The conversional situations between verbs and nouns
and their distinctions

From the discussion in the previous chapters, conversional words can be divided
into two groups: the homo-type and the hetero-type. The homo-type refers to the
conversional words with the same meanings, and the hetero-type refers to the con-
versional words with different meanings. In the following, the situations on con-
versional words of the homo-type will be discussed only, considering there is no
problem understanding the hetero-type words as conversional words due to their
different meanings.

In the discussions on conversional words, the conversional situations on verbs
and nouns cause disputes, which are focused on whether the “verb”, functioning
as an object, a subject or being modified by attribute, can be regarded as a noun.
Here are two cases of verbs functioning as an object and a subject, respectively.
One, even in the position of subject or object, a “verb” not only keeps its part of
speech but also persists in its general verbal properties, such as being modified by
“’K[bu] (not)” or an adverbial, and having its own object or subject. Take “Z:[qu]
(go)” as an example:

(1)a EAEE [qu bu hé shi.]
(Going is not proper.)
b RZEAREE [ba qu bu hé shi.]
(Not-going is not proper.)
¢ EITMAEE[qu gudng zhou bu hé shi.]
(Going to Guangzhou is not proper.)
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d REAEiE[ni qu bu hé shi.]
(You are not proper to go.)
e L FFEA &7 [ma shang qu bu hé shi.]
(Going right now is not proper.)

Two, a “verb” loses its general verbal properties but gains the general proper-
ties of nouns when in the position of a subject or an object. To take “JF#F[dido
cha] (investigate)” as an example:

(2) a #H{TIEZE[jin xing dido cha.]

(Investigating is going on.)

b *#{TAIJHE[jin xing bu dido cha.]
(Non-investigating is going on)

¢ M/ TIRAEX N 8I[jin xing dido cha zhé gé wén ti.]
(Investigating this issue is going on.)

d *H{ T TIHZE jin xing ta mén dido cha.]
(Investigating them is going on.)

e *H{T5 & [jin xing ma shang dido cha.]
(Immediate investigating is going on.)

f T FAIRY I [jin xing zi xi de dido cha.]
(Elaborative investigating is going on.)

g T £ 84 jin xing shé hui dido cha.]
(Social investigating is going on.)

“JE#[dido chd] (investigate)” in the above examples only reflects the proper-
ties of nouns, so it can be regarded as having two parts of speech, a verb and a
noun, at the same time.

Here are another two cases of a “verb” being modified by attribute. One, when
modified by an attribute, a “verb” still keeps its general verbal properties, and its
attribute is generally followed by “f[de] (of)”. To take “Hififz[chil ban] (pub-
lish)” as an example:

(3) a IXAHHIH i [zhé bén shi de chil bin.]
(the publishing of this book)
b XA I H i [zhé bén shu de jishicht bin.]
(the timely publishing of this book)
¢ XAFHYA H Ak [zhe bén shii de bu chil bin. ]
(un-publishing of this book.)

Two, when modified by an attribute, a “verb” loses its verbal properties. Again,
to take ““JfZx[dido cha] (investigate)” as an example:

(4) a =187 [she hui dido cha.]
(social investigating)
b *tt+E A E 2 [she hui ba dido cha.]
(social un-investigating)
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¢ XA [she hui diao cha zhé gé weén ti.]
(social investigating on this issue)
d *tf2A{th{ T8 Z[she hui ta men dido ch4]
(social investigating on them)
e *tt4 K IHE# [she hui ji shi dido chd.]
(immediate social investigating)

(5) a F4UATIEHA [0 xi de dido cha.]
(elaborative investigating)
b TR KB 2521 xi de ji shi dido cha.]
(elaborative immediate investigating)
¢ TR JE 721 xi de bu dido cha.]

(elaborative un-investigating)

This case is almost same as “Jff| & [dido cha] (investigate)” in (2), so “IF & [dido
cha] (investigate)” only reflects properties of nouns.

Based on the above cases, if a “verb” still keeps its general verbal properties,
it should be regarded as itself instead of as a conversional word, such as “Z:[qu]
(g0)” in (1) and “HiRf[cht bdn] (publish)” in (3). This phenomenon is regarded
as the conversion of parts of speech at the syntactic level (referring to 4.3.5 and
4.7 in Modern Chinese Parts of Speech: Classification Theory). As for “Jf#&
[diao cha] (investigate)”, which has properties of both verbs and nouns, it can be
treated by different strategies. According to the principle mentioned in Chapter 7
of Modern Chinese Parts of Speech: Classification Theory, the simplicity in three
aspects, namely parts of speech, syntactic rules and psychological acceptance,
decides whether the homo-type strategy or the hetero-type strategy goes first, for
the sake of the minimum cost. The total cost of a certain strategy mainly depends
on the quantity of conversional words, which means the larger it is, the better
the homo-type strategy is; the smaller it is, the better the hetero-type strategy is.
Therefore, the quantity of “JF4:[dido cha] (investigate)” with properties of both
a verb and a noun, decides whether it is a conversional word by the hetero-type
strategy or just a verb by the homo-type strategy.

It is better to decide the criterion of classifying words with properties of verbs
and nouns before knowing the quantity of such type of words, such as “if & [dido
cha] (investigate)”. Three positions are important in deciding whether a “verb”
has properties of nouns. They are the position of the object, the position of being
modified by an attribute and the position of subject. However, it is not definite to
say that all “verbs” suitable for these three positions are those of having properties
of nouns, so some restrictions are needed in such a situation.

A “verb” in the position of an object is supposed to be the quasi-predicate
object. If so, this “verb” has the properties of nouns. Such verbs include “FH[ydu]
(have)”, “#{T[jin xing] (being)”, “HILA[jia yi] (add)”, “F-LA[yii yi] (give)”, “(F
[zuod] (do)”, “=[shou] (bear)” and so on. In the position of being modified by an
attribute, a “verb” is supposed to be modified directly by nouns, distinctive words,
adjectives and verbs (without being followed by “#9[de] (of)”). If so, this “verb”
has the properties of nouns. It is hard to find out a restriction for the position of
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subject, due to which it is hard to judge whether this “verb” has the properties of
nouns or not. Base on the above, two disjunctive items are ensured in deciding
whether a “verb” has the properties of nouns.

I. Being the quasi-predicate object, for example:

(6) a HWFE[ySu yan jiu]
(have investigation)
b LUy yi jie jie]
(offer a solution)
¢ {EBTHk [zu0 gong xian]
(make contribution)
II. Being directly modified by nouns, distinctive words, adjectives and other verbs,
for example:

(7)a R0 shi gai zao]
(technical reform)
b iESFIHSE[yl yan yén jiu]
(language research)
¢ & EH cai wu gudn 1i]
(financial administration)
The above is about verbs being modified by nouns directly.

(8) a HEET [ri chang gudn Ii]
(daily administration)
b IGFREFZE[lin chuang yan jiu]
(clinical research)
¢ ((HT)EZESHT [jin xing ding liang fen xT]
((doing) quantitative analysis)
The above is about verbs being modified by distinctive words directly.

(9) a (3Z17)ERF B shi xing min zhli guin 1i]
((practicing) democratic administration)
b (H{T)IANENTFEjin xing rén zhén yan jiu]
((doing) careful research)
¢ (1) Z&mEIEHE[jin xing quan mian dido ch4]
((doing) overall investigation)
The above is about verbs being modified by adjectives directly.

(10) a 47~ [shéng chin guin Ii]
(production administration)
b & IEWTZE[fa jido yan jiu]
(fermentation research)
The above is about verbs being modified by verbs directly.

Based on the above disjunctive items, a large quantity of “words” with the prop-
erties of both verbs and nouns are found, with the evidence of 2,381 (23%) among
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10,300 verbs, and 1,220 (31%) among 3,925 verbs with the highest frequency.
And then, according to the priority of the homo-type strategy, these “verbs” are
firstly classified as verbs instead of verbs having the properties of nouns, which
are named as “noun-verbs” by Zhu Dexin. For the very few words often used as
nouns more than as verbs, they are named as nouns having the properties of verbs,
such as “[LFE[bi sai] (contest)” and “7Tzf][xing dong] (act)”.

In the system of generative grammar, the “noun-verbs” such asfiff%%[yan jiu],
A7 [dido cha] and =7 >][xué xi], are classified as the conversional words of
verbs and nouns based on the hetero-type strategy. Only in this way can it exactly
describe the conversion from word to syntactic structure and further differs this
conversion from that of parts of speech at the syntactic level. For example:

(11) a #Hf74HEAYJEZ [jin xing quin mian de dido chd]
(To have an overall investigation (noun))

VP
N
\Y% NP
| AN
#E47[jin xing] AP N
N |
V AMk  {i#[dido ché]

| |
oL

[quan mian] [de]

b XAFHYHRR [zhé bén shii de chii bdn]
(the publishing of this book) (“Publish”, as a verb, is changed into a refer-
ential constituent at the syntactic level.)

NP

N
AP N’
NN
NP AMk NMk VP
AN EAN
XA 1 0 HhR
[zh¢ bén shii] [de] [chii ban]

In the investigation of this book, there are 476 verbs with properties of nouns,
taking the percentage of 4.6% in total. In fact, real verbs with the properties of
nouns are those verbs which differ from nouns in the sense of meaning.
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1.5.1.3 The conversional situations between verbs and adverbs and
their distinctions

Besides general verbal properties, some verbs also can function as adverbials
without being followed by “#f[di - de](-ly)”, similar to English suffix “ly”, such
as “fEF][shéeng 1i] (win)”, “XHl[qu bié] (distinguish)” » “fF&E[chi xu] (con-
tinue)”, “{I:4¢[you xian] (precede)”, “iMifil|[féng ci] (satirize)”, “fffir[fu dai]
(attach)” » “$x4:[qidng xian] (forestall)”, “Z& E&[zhud zhong] (emphasize)”, “/
J1[3in 1i] (try)” and “F&77i [lan 1ia] (take turns)”. Since they only take 1.3% in the
total number of verbs in the investigation, they are classified into verbs with the
properties of adverbs based on the hetero-type strategy and are treated as adverbs
when functioning as adverbials.

There are 171 such words in the investigation, taking the percentage of 4.6%
of total verbs.

For some words functioning as verbal constituents, they cannot be used inde-
pendently but can function as adverbials only, just ahead of other verbal constitu-
ents. They are simply regarded as adverbs, such as “}%HH[an 1] (on time)”, “434{L
[fen pi] (in batches)”, “f&#&[ji¢ gu] (find an excuse)”, “#2%[ping kong] (without
foundation)”, “{g[f/[[si jT] (await an opportunity)”, “FEH[wi gu] (for no reason)”,
“fiff][ying mian] (face to face)” and “#-L[mai tou] (immerge)”.

Some verbs can function as adverbials after being followed by “Hf[di > de]
(-ly)”, such as “$H.(\[dan xin](worry)”, “PR&E[huai yi](distrust)” and “Z& L [jie
ba](stammer)”. Based on the discussion in 4.7.5 in Modern Chinese Parts of
Speech: Classification Theory, the function of “Mfi[di > de](-ly)” is to change a
constituent of a predicate or a nominal into one of an adverb. For example, “V+
Hh[di > de](-ly)” in the adverbial position has the properties of adverbs in general,
in which “V” still keeps its verbal properties.

1.5.1.4 The ordinary grammatical functions of verbs and other features

1 99.8% of verbs can function as predicates alone. However, only if they are
accompanied by other constituents, such as adverbials, objects, modal par-
ticles and “#[zhe]”, “ T [le]” and “7f[guo]”, indicating the perfect tense in
English, can the subject-predicate construction function as an individual sen-
tence. The subject-predicate construction with a single predicate is usually
in inclusive situations, such as being contained in “~HY”, functioning as an
object or a subject, or is used to imply an imperative meaning, a comparative
meaning or an answer.

2 Most verbs can be modified by negative adverbs, such as ““f~[bu] (not)”(86%)
and “Y%[méi] (n0)”(89%).

3 76% of verbs can be followed by real objects and quasi-objects. For those
verbs only followed by real objects, they only take up about 59%. Verbs can
be divided into transitive verbs and intransitive verbs, based on whether they
can be followed by real objects or not.



4

10

11

12

The system of parts of speech 21

Only 2.2% of verbs can be modified by “/E[hé&n](very)” alone and fit in “{§
[hén]~<E TZ(real object)>". For example:

“UREIR—RZ WM’ [hén xi huan—hén xi huan ta]

like very much—Ilike him very much

“IREM—REM XA [hén zhong shi—hén zhong shi zhé gé weén ti]
value very much—value this issue very much
“IRA]HE—R AT BE PR’ [hén k& néng—hén k& néng xia yii]

very possible—very possible to rain

Adjectives can also be modified by “fE[hén] (very)” but cannot be followed
by real objects at the same time, based on which verbs and adjectives can be
divided.

Most verbs can be followed by complements, but only 47% of verbs can be
with conglutinate complements.

46% of verbs can function as compound complements, but only 3.1% of
verbs, most of which are directional verbs, can function as conglutinate com-
plements, along with verbs such as “Fl|[dao] (arrive)”, “5Z[wan] (finish)”,
FE[si] (die)”, “ff[shang] (hurt)”, “SE[ka] (cry)”, “Fi[pdo] (run)”, “iE[zdu]
(walk)”, “li£[xing] (wake)”, “fE[qué] (limp)”, “FE[kua] (stride)”, “H[duan]
(break)”, “Fl[fan] (turn)”, “#&E[zhdo](touch)”, “fz[fin] (reverse)”, “{F][ddo]
(topple)”, “/#[dong] (understand)”, “£=[hui] (know)”, “{¥:[zhu] (live)”, “5
[diao] (fall)” and so on, among which “#[zhdo](touch)” and “{¥:[zhu] (live)”
only function as complements.

99.3% of verbs can be modified by adverbials.

About 85% of verbs can be with “#&[zh4o]”, “T'[le]” and “Zf[guo]”, which
indicate the perfect tense in English.

46% of verbs function as subjects and objects alone, and this percentage will
increase if other constituents (object, adverbial and subject) are added. Actu-
ally, for verbs in the positions of subjects or objects, some of them embody
their nominal properties as “noun-verbs”, while some keep their pure verbal
properties as verbs.

51% of verbs can be modified by adjectives, but some of them actually
embody their nominal properties (6.1%) as “noun-verbs”, while some keep
their pure verbal properties as verbs.

31% of verbs can function as adjectives directly. There only exists a certain
overlapping part between “noun-verbs” and those verbs as adjectives. For
example, verbs such as “Fl[#K[dao d4] (arrive)” and “f% 17 [chéng 1i] (estab-
lish)” can function as adjectives directly but don’t have general properties of
nouns; “fR357[bio chi] (keep)”, “2ix[chang shi] (try)”, “fl]1}-[zhi zhi] (stop)”
and “Z/lJ)[wei xié] (threaten)” are “noun-verbs” but cannot function as adjec-
tives directly. Among those verbs as adjectives directly, 45% of them are “noun-
verbs”; among those “noun-verbs”, 60% of them can be adjectives directly.
12% of verbs have overlapping forms. Monosyllabic verbs have the overlap-
ping form of “AA”, such as “EZ&[kan kan] (see)”, “ixi#[shi shi] (try)”,



22 The system of parts of speech

while disyllabic verbs have the overlapping form of “ABAB”, such as “fiff
FEtfF9E [yan jit yan jit] (research)” and “F% & & & [shang liang shang liang]
(discuss)”.

13 Some verbs can be extended and named as “separable phrasal words”, taking
up 20% in total. There are two kinds of “separable phrasal words”. One is
the verb-object structure, such as “45#§[jié hin] (marry)”, “ffE 5 [shui jido]
(sleep)” and “JiF7k[you yong] (swim)”. In the middle of each, some con-
stituents can be put in, such as “Z[zhao]”, “T[le]” and “If[guo]”, comple-
ments, numeral-quantifiers phrases and other attributes. Sometimes, the rear
constituents can be moved forward, such as “ig tffi A3 [jido yao shui ba
zhao](HREAZE 1t [y€ shui bl zhdo jido])(cannot sleep)”. Such verbs take up
85% in the total number of “separable phrasal words”. The other is the verb-
complement structure, such as “7& lfl[kan jian] (see)”, “5gfk[wan chéng]
(finish)”, “EFF[li kai] (leave)” and “ |->¥[shang 14i] (come up)”. “f5:[de]”
and ““~[bu]” can be put in the middle of each, such as “FE-~/{5 Il[kan bu /dé
jian](cannot/can see)”, “SEAN/{SAk[wan bl/ dé chéng](cannot/can finish)”,
“ER/ASTT bi/ dé kai](cannot/can leave)” and “ /{52 [shang b/ dé
lai](cannot/can come up)”. Such verbs take up 15% in the total number of
“separable phrasal words”.

1.5.1.5 Real objects after verbs can be distinguished into
predicate objects and nominal objects

Transitive verbs can be further divided into verbs of nominal object and verbs of
predicate object, according to whether verbs can be followed by predicate objects
or nominal objects. Verbs of nominal object take up 96% of transitive verbs, such
as “JE[xi] (wash)”, “5H{[cai qu] (adopt)” and “SZ[mdi] (buy)”, while the per-
centage of verbs of predicate object is 26%, such as “IAAj[rén wéi] (think)”, “uit
5 [jué de] (feel)” and “7>[&][qi t4] (attempt)”. Quite a lot of transitive verbs (14%
of transitive verbs and 78% of verbs of predicate object) can be followed by both
nominal objects and predicate objects, which are regarded as conversional words
of properties of both, such as, “Z ¥t[x1 huan] (like)”, “[E] = [tong yi] (agree)”, “F&
[kan] (see)” and “/H17E[zh1 dao] (know)”. In addition, some objects after verbs of
predicate object, such as “#{T[jin xing] (proceed)”, “hLA[jia yi] (give)”, “F LA
[yt yi] (grand)”, “{F[zud] (do)” and “’F[ydu] (have)”, are actually “noun-verbs”.
Strictly speaking, such verbs can not be classified into verbs of predicate object.
However, since “noun-verbs” have already been grouped into verbs, the objects
of such type are considered as predicate objects. For the purpose of distinguishing
verbs of ordinary predicate object from others, the verbs, such as “3##{7[jin xing]
(proceed)”, “hLA[jia yi] (give)”, “F LAyt yi] (grand)” and “{E[zud] (do)”, are
named as verbs of quasi-predicate object. The verbs of ordinary predicate object
are called verbs of real predicate object. The verbs of quasi-predicate object take
up 4.2% of transitive verbs, such as “H[you] (have)”, “#{T[jin xing] (proceed)”,
“D[[L/L[Jla yi] (give)”, “F LAyl yi] (grand)”, “/E[zud] (do)”, “=Z[shou] (suffer)”,
“1H37[zao shou] (suffer)”, “=ZZ([shou dao] (receive)”, “frfF[bdo chi] (keep)”,
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“GR#F[huo dé] (gain)”, “4“E[fa shéng] (happen)”, “H{Fl[chi xian] (appear)”,
“f7Z[jie shou] (accept)” and so on.

1.5.1.6 Auxiliary verbs

Generally speaking, auxiliary verbs are classified as a minor category of verbs
in some grammar books, but no criterion of grammatical function in classifying
auxiliary verbs is proposed in this book. Rather than considered as a grammati-
cal category in Chinese, they are supposed to be a syntactic category or a logical
category, depending on which classifying auxiliary as a minor category is helpful
in understanding and analysing the meaning of a certain sentence and its logical
structure. An auxiliary verb is one of the constituents in expressing the modal
meaning, if a sentence meaning can be divided into the ideational meaning and
the modal meaning.

So, only taking grammatical function as a criterion of classifying auxiliary
verbs doesn’t make any sense because it is very hard to distinguish auxiliary verbs
from ordinary verbs, adverbs and adjectives. Based on this reason, it is first and
foremost crucial to find a criterion of classifying auxiliary verbs from adverbs and
adjectives, and then from ordinary verbs. The criterion is that auxiliary words can
be followed by real predicate objects to express the modal meaning. For example,
“—7E[y1 ding] (must)” can be modified by ““f[bu] (not)”, which means it is not
an adverb, and, at the same time, it cannot be modified by “/E[hé&n](very)”, which
means it is not an adjective, either. Consequently, it is supposed to be a verb and
more exactly to be an auxiliary verb because it can be followed by a real predi-
cate object to express the modal meaning. For another example, “Z5 5 [rong yi]
(easy)” in “K 5455 [rong yi shéng xiu] (easy to rust)” and “Z& 5 & [rong yi
gin mao] (easy to get a cold)” can be modified by ““f~[bu] (not)”, which means
it is not an adverb, and it also fits in “/R[hén] (very)~<EE (object)>", which
further proves it is not an adjective, either. Here comes the same consequence
that “Z& Z5[rong yi] (easy)” is an auxiliary verb because it also can be followed
by a real predicate object to express the modal meaning. Although “PAZji[bi xa]
(must) » KHf[da gai] (probable) » fE[zhtin] (for sure)” express the modal mean-
ing as well, they don’t satisfy the criteria of verbs, so they are not auxiliary words.

1.5.2 Adjectives

Adjectives are also the main part of predicates. In the sense of meaning, adjectives

indicate the degree property. The basic function of adjective is to be a predicate

and complement, and it belongs to a kind of predicative part of speech.
Examples of adjectives are as follows:

K[da] (big), /N[xido] (small), #r[xIn] (new), =i[gao] (tall), }55[shen] (deep),
2[qing] (light), 1#[¢] (hungry), JE[tong] (painful0,-/4[gan jing] (clear), {f:
F5[you xiu] (excellent), =34[gao xing] (happy), 1A E.[rén zhén] (serious), 2
SZ[rong xing] (honored), 25 [hudn man] (slow).
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1.5.2.1 The criterion of classifying adjectives

The criterion of classifying adjectives is{R[hén](very)[“~[bu](not)] ~A* ({R
[hén] (very)[-f~[bu] (not)] ~<TE(object)>)

The word “/E[hé&n] (very)” in this criterion represents absolute degree adverbs,
and such adverbs include “fE[hén] (very)”, “HBE/Ti/i/ % ting /ding /man /guai]
(quite)”, “+43/FEH [shi fen/fei chang](much)”, “#&5MiR/MRE[gé wai /ji /ji qi]
(extraordinarily)”, “/37NMFELL/E[fén wai /wa bi /shén] (greatly)”, “h55I[t€ bié]
(particularly)”, “i/5i 5 [po /pd wéi](especially), “fiAy[ji wéi](perfectly)”, “FR/ER
H[jiao/ jiao wéi](relatively)”, “ K [tai](extremely)”, “EL[zhén](really)” and the like.
However, not all adjectives can be modified by these degree adverbs, such as “fii/7
[nai fan](patient)”, “fH[E][xiang tong](same)” and “5t=[jing qi](prosperous)”. Nev-
ertheless, the negative forms of such adjectives can be modified by “{E[hé&n](very)”,
such as “fEAN[f/Fi[hén ba nai fan] (not very patient)”, “{R-~AH[E|[hén bu xiang
tong](not quite same)” and “/R-~E-“S[hén bu jing qi](not very prosperous)”. For
this point, they are as same as other ordinary adjectives; therefore, “[-f~[bu](not)]” is
added to complete this criterion to differentiate them from ordinary adjectives.

Some verbs also conform to “/R[hén](very) [“f[bu] (not)] ~, such as “E X
[x{ huan](like), E2#}[zhong shi](value), B&ii[zhao gu](care)”. In the past, “*~<
‘F£(object)>" as the conjunctive criterion was adopted to separate adjectives from
these verbs. In fact, some adjectives can also be followed by objects, such as “ =it
—3k[gao ta y1tou] (a head taller than him)” and “ A3 —%7 [da wo yi sui](one year
older than me)”, and, consequently, this conjunctive criterion can exclude some
adjectives also. Therefore, to add “* ({E[hé&n] (very)[“f~[bu] (not)] ~<ZZ(object)>)
to the criterion of classifying adjectives is properly strict to separate adjectives
from those verbs modified by “{fR[hén] (very)”, because those adjectives can be
followed by objects but cannot be modified by “{fE[hén] (very)” at the same time.

Among 43,330 words, there are 2,355 adjectives, taking up 5.4%.

1.5.2.2 The conversional situations between adjectives
and verbs and their distinctions

The following is about the confusing conversional situations between adjectives
and verbs.

I. “I#1E[duan zhéng] (upright/correct), =F & [feng fu] (rich/enrich), 7552 [chong
shi] (substantial/enrich), Z5[wan] (bent/bend), ¥[jin] (tight/tighten), T[]
(hungry/hunger), Z5[wai] (crooked/skew), &L[luan] (disordered/disorder), 4
[re] (hot/heat)”

The above words can be modified by “/E[hén] (very)” and followed by real objects
as well, such as “Iij [F 25 & [duan zhéng tai du](correct one’s attitude toward)”, “7¢,
524 7 [chong shi sheéng hud](enrich one’s life)”, “Z5f&fE[wan g& bo](bend one’s
arm)”, “E-— 5% [jin yT xia xian](tighten a music wire)” and “Ififtr—ii[¢ ta y1
dun](make him miss a meal)”. They don’t fit in “/E[hén] (very)[-f~[bu] (not)] ~<
‘FZ(object)>". However, as mentioned in 2.2 in Modern Chinese Parts of Speech:
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Classification Theory, the “causative” meanings reflected by them when followed
by real objects are supposed to be their intrinsic meanings. Therefore, they are
supposed to be regarded, due to their different parts of speech, as the different
conversional words of adjectives and verbs at the different generalisation levels.

1. “Hf}5[ke lidn] (poor) » &-EE[qi guai] (strange)”

Besides being modified by “{/R[hén] (very)” and followed by real objects, the
above words can also fit in “{R[hén] (very)[“f~[bu] (not)] ~<E(object)>". When
followed by real objects, they can reflect the “conative” meanings, which are sup-
posed to be considered as their intrinsic meanings. So, they should be regarded as
the conversional words of adjectives and verbs.

II. “ZZJi[xido shun] (/being filial/filial), 74[jié yug] (save/economical), JE#}
[lang f&i] (waste/wasteful), #K{Z[mi xin] (being superstitious/superstitious,
% [xiang] (assume/alike)”

Besides being modified by “/R[hén] (very)” and followed by real objects, the above
words can also fit in “{fE[hén] (very)[“~[bu] (not)] ~<EE(object)>". Without the
“causative” meaning or the “conative” meaning when followed by real objects,
they can reflect different parts of speech when modified by “{E[hén] (very)”. For
example, “Ti4[jié yue] (save/economical)” in “TTZ R E[jié yue liang shi] (save
food)” means “consume little or no food” while ““7%4[jié yug] (save/economi-
cal)” in “ftT{R772Y[ta hén jié yu] (he is very economical)”, means “frugal”. So
they should be regarded as the conversional words of adjectives and verbs.

IV. “EEdp[gé ming] (revolute/revolutionary), SE[E [ning gu] (solidify/stable), 7,5 chi
ku] (suffer losses/ being in losses), T~ ffi[xia fan] (stimulate appetite/appropriate to
go with rice), i == xidng liang] (resounding)”

The above can be modified by “{E[hén] (very)” but cannot be followed by real
objects. Actually, they have different meanings when modified by “{R[hén]
(very)”. For example:

(12)%a A EREBEE@[rén min yao gé ming]
(People desire to revolt.)
b fifRE (@ hen gé ming]
(He is very revolutionary.)
(13) a  EH=Z#H<EEE [dan bai shou ré hui ning gu]
(Protein solidifies when heated.)
b ZEF{RAEEE[jié gou hén ning gu]
(The construction is very stable.)
(14)a XFE20Z5[zheé yang hui chi kui]
(Tt will suffer losses.)
b XFEIREIZ S [zhé yang hén chi kuT]
(It will be in losses.)
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(15) a FHBIMUT Thyong la jido xia fan]
(Chili stimulates appetite.)
b BEHE FiR[1a jiao hén xia fan]
(Chili is appropriate to go with rice.)
(16) a HIF4 A fENH [dian ling hai zai xidng]
(The bell still rings.)
b HE4S{RIm[dian ling hén xidng]
(The bell sounds loud.)

(17) a HfT—E =% dian deng yi zhi liang zhe]
(The electric lamp still lights.)
b HfT{R*Z[dian déng hén liang]
(The electric lamp is quite light.)

Modified by “{R[hén](very)”, the words in group b reflect different meanings
compared with those meanings in group a. They are supposed to be regarded as
the conversional words of verbs and adjectives at the different generalisation lev-
els. Take “%E[E[ning gu](being solidification/solidify)” in (13)a as an example. It
means a kind of physical phenomenon, while “£¢[&|[ning gu] (being solidification/
solidify)” in (13)b means “f&[&E [weén gu](steady/stable)”, reflecting a certain

property.

V. “f171[fu z€] (take charge/be responsible for), FkF|[tido ti] (nitpick/be hyper-
critical), /]\/[y[xido xIn] (take care/be careful), T [mang] (hasten/busy)”

Although they can be modified by “/E[hé&n] (very)” and followed by real objects,
the above words cannot fit in “/R[hé&n] (very)[“K[bu](not)] ~<IZ(object)>". They
reflect different meanings when followed by real objects or modified by “{R[hén]
(very)”. For example:

(18) a fthf7 T5 )i T.[ta fu z¢é shi gong]
(He takes charge of the construction.)
b ff{R 71 Ti[ta hén fu z€]
(He is very responsible.)

(19) a S 2 HRAHI A AT ta zong shi tido ti bié rén de méo bing]
(He always nitpicks.)
b i {EPkFI[ta hén tido ti]
(He is rather hypercritical.)
(20) a /INOERABFER[xid0 xIn di rén po huai]
(Take care to avoid damage by enemy.)
b f{R/]NvCa[ta hén xido xIn]
(He is very careful.)

(21) a fAFITIE3C[ta zai mang lun wén]
(He hastens the article.)
b R {T[ta hén mang]
(He is busy.)
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These words have different meanings in groups a and b; therefore, they are sup-
posed to be regarded as the conversional words of verbs and adjectives.

VI “BZF1[nudn hud] (warm/get warm), F#FA[qing song] (easy/ease), [ [ré nao]
(boisterous/get boisterous), /i {#[liang kuai] (cool/being cool)”

The above words can be modified by“{R[hén](very)”, but cannot be followed
by real objects. They fit in the overlapping structure of “ABAB” without being
followed by “HY[de],(of)”, which is different from those state words after “fy
[de],” in the same structure, such as “Z5 [[xué bai] (snowy-white), £ E [bi zhi]
(straight), ;24 [qi héi] (pitch-dark)”. They actually keep accordance to the disyl-
labic verbs after “fYJ[de], (of )" in the same structure. So, they should be regarded
as the conversional words of adjectives and verbs.

VII. “4T.[hong] (red), H[bai] (white), i [ying] (hard)”

Beside modified by “{E[hén](very)”, the above words can be used in certain special
cases, such as “Z[Ji&[hong lin](get angry with/being shy)”, “4[HE[hong yédn](get
angry with)”, “EHHE[béi yan](look at sb contemptuously)” and “H%E k7 [ying zhe
tou pi](manage with an effort)”. “2T i&;[hong lidn] (get angry with/being shy)” has dou-
ble meanings. One means someone is very angry, such as “we never get angry with
him”, and the other means someone is very shy or embarrassed, such as “he speaks
shyly”. “£Tfii;[hong lian] (get angry with/being shy)” cannot be changed into “f&2T.
[lian hong](blush)” for certain reasons. “4T_HE [hong yan](get angry with)” means being
very angry. “[HHE[bai yan]” means one looks at someone else contemptuously because
of unhappiness. “HFZ k7 [ying zhe tou pi]” means to manage with an effort. Actu-
ally, “2If{&:[hong lign] (get angry with/being shy), 1R [hong yan](get angry with), [
AR[bai yan] (look at sb contemptuously)” are separable phrasal words, while “HZ 3k
JZ[ying zhe téu pi]” is not a consecutive phrase. “£T.[hong](red), H[bai](white), TF
[ying](hard)” are considered as morphemes and cannot be regarded as verbs.

VIIL. “HE[féi] (fat), & [shou] (thin), T [ [cang bai] (pale)”

“HE[féi] (fat), f8[shou] (thin), T [cang bai](pale)’among certain expressions
can be followed by objects, such as “HE TN A » J8 T [EZZ[féi le ge rén, shou le
guo jia](to maximize individual’s interest but to minimize the nation’s)” and “% [
THRAYL% [cang bai le tou fa](get oneself consumed)”, which is one kind of flex-
ible usage and is supposed to be considered as a certain rhetorical phenomenon.

IX. “Fuly[ré xin] (earnest)”, “FEIpk[zhong chéng] (faithful)”, “/5Fl[you li] (be
neficial)” can be followed by objects, such as “FAu[V /N7 Zl[ré xIn gong yi
shi yé] (be earnest to public welfare establishment)”, “E ikZ &5 =E \[l/[zhong
chéng jiao yu shi yé] (be faithful to education career)” and “/5 %I A Efi
J#[you li rén min jian kang] (be beneficial to people’s health, in which the
preposition “F-[yu] (to/at/for)” is omitted. Therefore, these words can be
classified as adjectives.

There are 171 conversional words of adjectives and verbs, taking up 7% of adjec-
tives in total.
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1.5.2.3 The conversional situations between adjectives and nouns

Some words meet the criterion of classifying adjectives. They can be objects of
Hyou](have)” and other verbs of quasi-predicate objects, and they can be modi-
fied by nouns directly as well, such as “>#[ping héng] (balanceable), ZE#[an
jing] (quiet), #1X[kii ndo] (distressed), g5 [tong k] (painful), 2% JJ[nti 1i] (hard-
working), E57k[té shii] (special), 55 [pi 140] (tired), fHi#T[ql zhé] (tortuous), 15t
JE[yi han] (regretful) and S£4E[xing fu] (happy)”. These words are considered to
have the properties of nouns. Such words take up a small 5% of adjectives and
are regarded as the conversional words of adjectives and nouns, according to the
principle in Chapter Seven. Since words with the properties of verbs and nouns
are classified into verbs, and adjectives and verbs belong to predicates, the words
above are classified into adjectives according to the homo-type strategy.

In addition, words such as “PR[¥£[kun nan](difficulty), /& [ [wei xidn](danger),
[ fi[ma fan](trouble), 7 J&[mao dun](contradiction), ffif/[s[nai xIn](patience),
HF[re qing](enthusiasm) and FA%[mi mi](secret), HiAI[didn xing](represent-
ative)” in expressions such as “/G/DK#E[you bu shdo kun nan](have many
difficulties), 4= /& [&[sheng ming weéi xidn](in danger of life), i /i[you ma
fan](have troubles), FZFJ&[zhi yao mao dun](principle contradiction), A
JLa[you nai xin](have patience), #& 5 [ré qing gao](great enthusiasm), {ESFHA
2 [bdo shou mi mi](keep secret) and #f 17 B [shu 1i didn xing](establish a rep-
resentative)” present different parts of speech when being modified by “{E[hén]
(very)” or functioning as predicates. They belong to the words with different gen-
eralisation levels, so they are considered as the conversional words of adjectives
and nouns.

There are 67 conversional words of adjectives and nouns, taking up 2.8% of
adjectives in total.

1.5.2.4 The conversional situations between adjectives and adverbs
and their distinctions

Words such as “iA\ E[rén zhen](earnest), & 4=[wéan quan](complete), {F-4H[zi xi]
(careful), £Ai[quan mian](overall), JxJF[féeng kuang](crazy), &% [jidn yao]
(brief), ZI| T [ke ku](assiduous), FlfizE[hé mu](harmonious), 7547 [chong fén](suf-
ficient), Y5E[guang rong](honorable), #fiE[can ku](cruel), ZZ4:[an quan](safe)
and 1XJt[jian jué](resolute)” meet the criteria of classifying adjectives and can
function as adverbials directly. These words take up 12% of adjectives in total.
Among the 468 most commonly used adjectives, they take up a rather high per-
centage of 37%. Therefore, they are classified into adjectives instead of the con-
versional words of adjectives and adverbs, according to the homo-type strategy.

However, some words present different parts of speech when functioning as
adverbials. For example:

(22) a MTIEFS5[yang zi hén té bié] (The appearance is particular.)
b FiHlT-/4[te bié gan jing] (It is particularly clean.)
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(23) a Vif5IE THE[shud de hén gan cui] (What is said is straightforward.)
b THEAZ: T [gan cui bu qu le] (Simply don’t go)

(24) a X AJE3Z1E[zhe rén hén shi zai] (This person is honest.)
b SZ{FA{T[shi zai bu xing] (It doesn’t work indeed.)

(25) a JHEIEHBZ[xido xi hén qué shi] (This news is quite true.)
b FESZ2 T [que shi 14i le] (It comes up truly.)

(26) a ViHYIRE 44N [shud de hén jué dui] (What is said is definite.)
b 235 [A]fi[jué dui méi wen ti] (There is no problem definitely.)

The words in the above examples belong to the words with different generalisa-
tion levels and are classified into the conversional words of adjectives and adverbs.

There are 38 conversional words of adjectives and adverbs, taking up 1.6% of
adjectives in total.

1.5.2.5 The distinctions between adjectives and distinctive words

Many grammatical books used to consider attributes and predicates as the main
grammatical functions of adjectives. Therefore, words such as “F-/4[gan jing]
(clean), A\ E[rén zhén](earnest) and JZE5E[pido liang](beautiful)”, which could be
modified by “{R[hén](very)” but didn’t fit in “/E[hé&n] (very) ~<ZTZ(object)>", were
classified into adjectives, including words such as “Z:4[ji xing](acute), /\3:[gong
gong](public) and H#H[ri chang](daily)”, which could only function as attributes.
However, if one is simply considering the condition of being modified by “/E[hé&n]
(very)”, these two groups of words above can embody the great differences in gram-
matical properties. For example, they can also function as predicates, be followed by
complements or be modified by ““A~[bu](not)” or other adverbials, and even some of
them can function as complements and fit in the overlapping structure of AABB. In
other words, “fR[hén] (very) ~ and the grammatical functions mentioned above
share compatibility to very high degree. The following displays the degrees of com-
patibility between “{R[hén] (very) ~” and some of the grammatical functions.

R[hén] (very)~/<iFi&(predicate)> : 99.3%;
{E[hén] (very)~/A[bu] (not)~ : 98.3%
{RE[hén](very)~/~<fME(complement)> : 83.4%;
{E[hén](very)~/<#ME(complement)> : 88.4%

If they are not being modified by “/E[hén] (very)”, except for several words
modified by “Fz[zui](most/-est)”, such as “HELZA[zui jT bén](most basic), 3£ %
[zui gin ai](dearest), EzFE 45[zui gén bén](most essential) and 5 F E[zui zhii yao]
(most primary)”, they don’t embody other grammatical functions, which indicates
that “{/R[hén] (very) ~” can represent the grammatical properties of adjectives
and reflect the contradiction between adjectives and distinctive words. The basic
reason is that the distinction of degree property and non-degree property is the
distinction of distinctive words. The distinctive words of degree property are coded
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as predicates and those of the non-degree property as modifiers (see 3.2.3). There-

fore, some of the words modified by “{F[hén] (very)” are classified into adjectives,

while some not modified by “{RE(very)” are classified into distinctive words.
Another group on the degrees of compatibility is as follows:

{E[hén] (very)~/<iEi&(attributive)> : 3%;
<TE1&(attributive)>/fR[hén] (very)~ : 2.9%

The degrees of compatibility in this group are far lower than those in the above
two groups. More percentage data will be discussed in Table 2.1. For example,
among some adjectives frequently used, there are 61% functioning as attributes
directly; among those adjectives not frequently used, there are only 9% function-
ing as attributes directly. Therefore, the foundational function of adjectives is the
conversional function instead of being attributes. These words mentioned above
have the properties of distinctive words, but they are classified into adjectives
according to the homo-type strategy.

1.5.2.6 The common functions of adjectives and their other
characteristics

1 99.7% of adjectives can function as predicates.

2 98% of adjectives can be modified by absolute degree adverbs, such as “{f
[hén] (very)” as a typical representative.

3 94% of adjectives can be negated by ““f~[bu](not)”, but, comparatively speak-
ing, the number of adjectives negated by “7%&(75)[méi you](no)” is less.

4 97% of adjectives can be modified by other adverbials.

5 83% of adjectives can be followed by complements.

6 69% of adjectives can function as complements, 67% of which can function
as compound complements and 8% of which as conglutinate complements.

7 Only ten adjectives can be followed by objects of notional reference, with
quasi-objects on quantity generally indicating the meanings of comparison
and occurrence, such as “Efth—-3k[gao ta y1tou](a head taller than him)” and
“KF—%[da wo yi sui](one year older than me)”. These objects of notional
reference are much restricted in use, and they are categorised as quasi-objects.
This phenomenon reflects a kind of unconventional collocation.

8 72% of adjectives can be followed by auxiliary words of “T'[le]” or “&
[zhe], ©f[guo] ”, among which few of them can be followed by “Z|[zhe]”.

9 93% of adjectives can function as subjects and objects, which happens in two
situations, similar to those verbs functioning as subjects and objects. One is
that adjectives still keep their own properties when they are in the positions
of subjects and objects. For example:

(27) a INEA{F[rén zhen bu hio] (Being serious is not good.)
b RNINEAREF[bu rén zhén bu hido] (Not being serious is not good.)
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¢ RIAEREF[tai rén zhén bu hio] (Being too serious is not good.)
d 73EE i\ B~ 4f[ban shi rén zhen bu hio] (Being serious in working is
not good.)

Two is that adjectives embody the properties of nouns when functioning as
subjects and objects. For example:

(28) a #B3KETE [zhuT qin xing fi] (pursuing being happy/happiness.)
b *E3KIE 3 E[zhuT qit hén xing f4] (pursuing is very happy.)
¢ IBRKHCHI=EE[zhul qia zi ji de xing fi] (pursuing happiness of
oneself.)

(29) a {RFEF AT [bdo chi ping héng] (keep balanced/balance.)
b *{RFF{EEH#T [bdo chi hén ping héng] (keep balanced well.)
¢ [RFFBAASE#T[bio chi shen ti de ping héng] (keep one’s balance.)

In the second situation, the adjectives are still classified into the category of
adjectives instead of conversional words, namely as “noun-adjectives”.

32% of adjectives can be modified by attributes, which also happens in two
situations. One is that the adjectives still keep their own properties when
modified by the attributes with “#Y(of)”. For example:

(30) a JEIAMIIGE R AT 4251 & fEE [ xing shi de wen ding ySu li ya jing ji fa

zhan]
(The stable situation benefits economic development.)

b PR TRE A T22357 & i [ xing shi de bu weén ding bu 1i yu jing
ji fa zhan]
(The unstable situation goes against economic development.)

c AR R E T FT42 57 & J# [xing shi de xtn st wén ding you li
yu jing ji fa zhan]
(The rapidly stabilising situation benefits economic development.)

Two is that adjectives (0.43%) embody their properties of nouns only when
modified by attributes, such as 22 7R ¥ [jing ji kin nan] (Economy is worse.
and 4 &[G [sheng ming wéi xidn] (Life is in danger).

All the adjectives in the second situation are “noun-adjectives”.

Many adjectives can function as attributes, but their total number is far less
than that expected in the past, only taking up 29% of adjectives in total. The
first function of adjectives was considered as being attribute in the past.
Nowadays, adjectives in Chinese are regarded as predicates,® and they reflect
their properties of distinctive words when they function as attributes directly.
However, they are not classified into conversional words just because of the
homo-type strategy. (See Chapter 7 in Modern Chinese Parts of Speech:
Classification Theory, and 1.5.2.5.)

An adjective has a predicate property as a predicative constituent; it has
the property of a distinctive word as an attribute. In the structure analysis of
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generative grammar, it is classified as the conversional word of predicates
and distinctive words. For example:

(31) a IXARIRF,% ° (F1F)[y1 fu hén gan jing] (“7F/4" is a predicate.)
(The cloth is very clean)

IP
N
Spec T
AN
Kk 1 VP
[yrfu] "\
AdP V
|
Ad T [gan jing]

1R [hén]

b 41Kk gan jing y1 fu]

NP
AN
AP N

||
A AJRIyT fu)

T4 [gan jing]

12% of adjectives can function as adverbials directly. For those that cannot
function as adverbials unless being followed by “#t7[de]” similar to “-ly” in
English, they take up 40% of adjectives. Since 12% is not very high, it is
properly possible to classify these adjectives as conversional words of adjec-
tives and adverbials.

2.73% of adjectives are separable phrasal words which only fit in the verb-
object structure, such as “NZfs[chi jing](surprise)—Z, T —{[chi le yi
jing](surprise)” and “Fr.(s[chén xin](satisfied)—WRfHY.(2[chén ta de xin]
(satisfied)”.

15% of adjectives fit in overlapping structures, such as AA for monosyl-
labic adjectives (£.£1.[hong hong](red), BER¥E[pang pang](fat)) and AABB
for disyllabic adjectives (-4 4*[gan gan jing jing](clean), K A J777[da
da fang fang](generous), ¥l - 1-[duan duan zhéng zhéng](straight)). AA
demands “Y[de](of)” after adjectives, while AABB is flexible for such a
demand. No matter what, they are just a kind of word formation, and they
don’t share an identity with their original forms. These overlapping structures
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are different from grammatical functions of adjectives. AA can be divided
into two cases, such as “/2%[man man](slowly), #F#F[hdo hio](well), X
K[da da](largely)” as adverbs and “Hf:ff:[pang pang](fat), &8 [shou shou]
(thin), %EZ%[li 1i](green)”, which cannot be regarded as certain types of
words. Monosyllabic adjectives can be changed into state words when fol-
lowed by “HY[de],(of )", while disyllabic adjectives in AABB can be regarded
as state words directly without adding anything. As for state words, more

discussions will be done in 1.5.3.

0.1% of disyllabic adjectives fit in ABAB, such as “B&F18ZF1[nuin huo nuin huo]
(warm), FEFAFEFA[qing sOng qing song](relaxed), #4 [ FA [ [ré nao ré nao](boister-
ous) and E24 53 %4[gdo xing gao xing](happy)”, which is as the same as AABB.
Actually, the adjectives in such overlapping structures have already changed their
meanings compared with those of their original forms. Therefore, they can be treated
as the words with different generalisation levels and classified into verbs. And, “i%
Fl[nudn hud](warm), F£FA[qing song](relaxed) and F i [ré nao](boisterous)” are
supposed to be considered as the conversional words of adjectives and verbs.

1.5.3 State words

In the sense of meaning, state words describe certain states whose basic function
is to be predicates and complements, and they belong to a kind of predicative part
of speech.

1.5.3.1 The criterion of classifying state words

The criterion of classifying state words is (<41 &= #E(complement of com-
pound form)> | (<1H(predicate)>/\* (<= (subject)>|<EE(object)>))) /\* (<zfjiF]
(verb) | FE & Jdl(adjective)>). Except for those classified into predicates, the rest
which cannot be classified into verbs or adjectives belong to state words.

The words functioning as complements can be classified into predicates;
besides predicates, there are some nominals that can function as predicates as
well. In addition, nominals can also function as subjects and objects. Therefore,
those words that satisfy “<ZH&#ME(complement of compound form)> |
(<18 (predicate)>/\ *(<FE(subject)> | <FZ(object)>)) should be predicates, and
the rest which cannot be classified into verbs or adjectives should be state words.
A more exact criterion of classifying state words is as follows:

(< &= #ME(complementofcompoundform))> | (<if(predicate)>/\*(<F
(subject)> | <FZ(object)>))) A* (K(not)~ | {R(very)~|~ <IZ(object)> |
~<fMcomplement)> | <FLE&=#} iE(complement of bound form)> | fif~)

Generally speaking in the sense of meaning, state words are of significance of
degree, which is different from adjectives.
Among 43,330 words, there are 395 state words, taking up 0.9% in total.
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1.5.3.2 The function of state words

1 50% of state words can function as compound complements. State words
cannot function as conglutinate complements, which is regarded as an obvi-
ous difference between verbs and adjectives.

2 86% of state words can function as predicates.

15% of state words can function as adverbials.

4 4% of state words can function as attributes directly.

W

1.5.3.3 Other situations and state words

State words can be further divided into the following sub-categories, due to their
divergence inside.

A (1) BERER[pang pang de](fat), ZL4LfJ[hong hong de](red), EHEHY[tian tian
de](sweet), T-T-/4/4[gan gan jing jing](clean), K K J5/7[da da fang fang]
(generous), Vil 1 1 [duan duan zhéng zhéng](straight)

(Note: A is entirely overlapped, such as “AA” and “AABB”)

L E T FZ[md If md hu](careless), it BB S [liv [f liu gi](rascally), #% Ef
JR[xT 1 hi td](muddleheaded)
(Note: A is not completely overlapped, such as “A in AB”)

Bk [hei gu long dong](pitch-dark), E -~ Fi7IH[huang bu 1a jT](unpleas-
ant yellow), 228 Fk[héi bu lit qia](unpleasant black)
(Note: A+ BCD)

2222 tidn s1 T)(pleasant sweet), 412 [zhou ba ba](wrinkled), £t
[1ii you you](shiny green), TRYLY[ding gua gua] (tip-top)
(Note: A + BB)

A(2) T T 244[ding ding dang dang](jingle-jangle), 22 [di di da da](tick-
tack), I I IEIE [ zhi zh ya ya](squeak)
(Note: AABB)

HLEIEME[G 1 gu lu](gabble), i EEMERI[xi 1i hua 1a](rustling), T 2405
[ding ling dang lang](jingle-jangle)
(Note: ABCD)

FhiEFE([pa tong pd tong](splash), T4 T *4[ding dang ding dang](jin-
gle-jangle), MEIEN[hua 1a hua 1a](clatter)
(Note: ABAB)

The sub-category A is followed by “HY[de], (of ), which can be further divided
into A(1) and A(2). A(1) consists of the overlapping structures of adjectives and
the varied forms of theirs, including some other original forms unidentified in
other categories, such as “JZyZJE [ gé ge da da](rough), EEEEFEI M6 mo céng
céng](dawdle), ELEEHIKI][bI bi hua hua](gesticulate), HRIEH I I[1T 1i 13 1a](scat-
tered) and& 5 [F 1F[tang tang zhéng zhéng](upright)”. The state words in A(1)
mainly function as predicates, complements and also as adverbials and attributes.

A(2) contains some words depicting sounds as onomatopoeic words in the
past. However, their grammatical functions are different from those of ordinary
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onomatopoeic words, only functioning as modifiers or independent constitu-
ents, such as “I%[dong](rub-a-dub), MEM[hua la](clatter), 244[dang dang]
(bong)”. The state words in A(2) can function as predicates or complements and
be followed by “HY[de], (of)”, satisfying the criterion of classifying state words.
Besides, A(1) and A(2) have a common word formation, and, therefore, the words
in A(2) should be classified into state words.

State words are closely related to the onomatopoetic constituents. In “A+BCD”,
“BCD” as the trisyllabic attachment is actually the onomatopoetic constituent
which is expanded by disyllabic onomatopoetic constituent, such as “-I[ZEX[gu
long dong] from[#I&[long dong]”. In “A+BB”, “BB” as an attached constituent
is also an onomatopoetic constituent, such as “THIU[ding gua gua]”. The rea-
son for onomatopoetic constituents appearing in state words is that “synaesthe-
sia” helps people to experience related senses, such as sight, smell, taste, touch,
body feeling, through hearing and images, so as to finish the state description. For
instance, the sound of “If[EM%[gu long dong]” is matched with®[hei] (dark),
which causes one to imagine a stone falling in a deep cave to reach the “dark”
state in a visual image. Also, “N&K¥ [sou sou] (whiz)” is the onomatopoetic con-
stituent of imitating the sound of wind, which can make people feel “cool”. In the
Altaic languages such as Japanese, Korean and Mongolian, the onomatopoetic
constituent can be used simply to describe a certain state. For example:

(32) WEDMBEMMS T
Nodo-ga karakara-da.
throat-nominative case: the throat is very dry.

(33) ML 671E -
Saihu-ga karakara-da.
purse- nominative case: the purse is empty.

“In 5 7 5 (karakara” is an onomatopoetic word for the sound of dead wood
friction. It is uses to indicate the states of a dry throat and an empty purse.

B ZFHH[xué bai](snow-white), 2] [tong gong](very red), Fif=[xT lan](pulpy),
55 E[bi zhi](upright), "¢ [ fei kuai](very fast), f5[jing guang](with noth-
ing left), %##r[zhdn xin](brand new), K [bing liang](ice-cold), FE7I([si
chén](very heavy), £2%4[lan shou](thoroughly cooked)

Such state words are disyllabic and mainly function as compound comple-
ments. Some of them can function as predicates but cannot function as attrib-
utes or adverbials directly, only if they are being followed by “H7,(of)/H[de](
f19,(of))"but not “ffJ, (of)”. Most of ABAB can be followed by “f{7,(of)”, such
as “FH [ 5 [ fY[xué bai xué bai de](snow-white), £ & ELAY[bi zhi bi zhi de]
(upright), FEILFEILAT[sT chén si chén de](very heavy)”. For the aspect of word
formation, they are characterised by “X + morpheme of monosyllabic adjective”,
and all “X” are the comparison constituents.

C EK[ju da](giant), B [fan dud](various), A#F[da hdo](excellent), ™
[yan han](severe cold), fi&FA[ku ré](extremely hot), 7x 2 [zhong dud](numer-
ous), | A[guing da](vast)
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Such state words usually function as predicates in the four-character form, such
as “BUENE A [shu € ju da](a huge amount of), fiffEZ% pin zhong fan dud](a
great variety of)”. They also can function as attributes but not adverbials. They
are also characterised by “X + morpheme of monosyllabic adjective” in the word
formation, and “X” is the degree constituent but not the comparison constituent.
Such state words cannot be followed by “f,(of)” nor have overlapping forms.

D K [hui bai](ashen), E§-E-[shou chang](lanky), 4fH:[xi chang](gracile), 5%
Af[ai pang](dumpy), {£ E.[ydu lidng](fine), fE [ [hua bail(grey), T-#[gan
shou](skinny), =/4[gon shou](dry and cold)

Such state words can function as predicates and as attributes directly. Since
they cannot be modified by ““~[bu](not) nor “{E[hén](very)”, they are classified
into state words. In the word formation, the roots of two adjectives are in paral-
lel, while the whole word meaning comes from the combination of these two root
meanings. Such state words cannot be followed by “fJ[de],(of)”, either. They can
have their own ABAB followed by “fy[de],(of)”, such as “}K[F K HHY[hul bai
hut bai de](grey), 4ERHFEREA[4 pang 4i pang de](dumpy) or B F&[gan
shou gan shou de](skinny)”.

E  [AJA[shdn shin](sparkling), fEAE(41 4i)(white), {&1&[you you](long), JEIE
[tao tao](surging), JZJZ[chan chan](babbling) (AA)
[yl ni](graceful), 3 ¥ [pang tud](torrential), ZE%2[pd sud](whirling),
Z [ wei yi](winding), 2525 [chuo yug](graceful)(AB)

Such state words are the remaining state words of classical Chinese in two
forms of AA and AB. They can usually function as predicates and as attributes
directly. Several of them can also function as adverbials but not as complements;
nor can they be followed by “fy[de],(of ).

1.5.3.4 The property of “f, [de] ,” and the function of “HY, [de] ,”

Three types of state words can be followed by “HY, [de] , ” as suffix (Zhu Dexi,
1961). They are Type A, such as “F7F-44[gan gan jing jing](clean), £ £ [hong
hong](red) and #H2222[tian sT si](sweet)”; Type B in the overlapped form of
ABAB, such as “Z5 [ [ /9[xué bai xué bai de](snow-white) and #HZ] 3B 2] [tong
gong tong gong](very red)”; and Type D in the overlapped form of ABAB, such as
“FTEHETEE [hua bai hua bai](grey) and 8 -K-J8+-[shou chang shou chang](lanky)
. The constituents with other word properties can gain the same property as state
words through being attached to “f, [de] ,”, such as “fEF-/4+HY[ting gan jing de]
(rather clean), Z575 & EHY[man you yi si de] (rather interesting) and {R—=F&
—1&” [ni y1 yan wo y1 yi](A conversation goes on with everybody joining in.)”.

1.6 Nominal

1.6.1 Quantifier

In the sense of grammar, quantifiers represent units, degrees and number units in
measurements.
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A quantifier itself does not contain the meaning of a quantity, but, when com-
bined with numerals to form numeral-quantifier phrases, they can indicate quan-
tity. Due to this, it is more precise to take quantifiers as “unit words”.

Quantifiers can be divided into four categories: noun quantifier (one, catty,
some), behavior quantifier (time, turn, trip), time quantifier (day, year, later) and
autonomous quantifiers (points, times and sections).

1.6.1.1 The criterion of classifying quantifiers

The criterion of classifying quantifiers is ((—/[y1](one/a)|JL[ji] (several))~)/\*<
F(subject)>. “—[yi] (one/a)|JL[ji](several)~" in the criterion means “—[yI]
(one/a)” and “J,[ji] (several)” as the representatives of quantifiers can function as
modifiers; “*<= (subject)>" is added to exclude those nouns modified by quanti-
fiers and digital words’ (1.6.3.2).

From the aspect of grammatical significance, quantifiers are the unit of meas-
urement or the unit of degree or number. They don’t embody the meanings of
numbers unless they are being combined with concrete numerals. In other words,
a numeral-quantifier phrase can indicate a certain quantity, so “unit words” seems
to be more exact for quantifiers.

Among 43,333 words, there are 259 quantifiers, taking up 0.6% in total.

1.6.1.2 The functions of quantifiers

The functions of quantifiers are as follows:

1 Quantifiers can be modified by numerals or numeral phrases, which is the
most important function they have. When “—[y1](one/a)” is not the focus of
information and the*“—[y1] (one/a)+noun” structure is in the position of an
object or after a demonstrative, “—[yi] (one/a)” is often omitted. For example:

(1) SE(—YHi</KIméi yi ping qi shui]
(to buy a bottle of soda water)

(2) HIHEE T (—)PEAK [qidn mian 14i le yT g¢ 130 tai tai]
(Here comes an older woman.)

(3) HF(—)Fk4E[mei yT zhang zhi]
(every piece of paper)

(4) IX(—)LEEZRPH[zhe y1 xie dong xi]
(these things)

(5) F(—) 1T [mou yT ge ling ddo]
(certain leader)

When “—[yT](one/a)” does actually mean a concrete number, it cannon be
omitted. For example:
(6)a HFISK—HHIA/K - PAJEIER T o [zhi yong mai yT ping qi shui, lidng
ping hé bu liao]
(Simply to buy one bottle of soda water for two is too many.)
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b *HFSLHAK » PRI T ° [zhi yong mai ping qi shui, liing ping
hé bu lido]
(Simply to buy *bottle of soda water for two is too many.)

2 Seemingly, demonstratives can modify quantifiers directly, such as “ZXffi
[zhé zhong](this kind)”, “&F5k[méi zhang](every page)” and “F>mou gé]
(certain)”, but actually, a numeral “—[y1]” in the middle of each in the above
examples is often omitted, and, in such a case, the omitted part only indi-
cates “one/a” instead of “two” or “three”. For example, “3Xffi[zhé zhong]
(this kind)” means this one kind instead of “these two or three kinds”, and *
A 5k[méi zhang](every page)” means every piece of page instead of “these
two or three pages”.

3 An individual quantifier cannot function as a subject or as an object, except
in the following situations.

A being the object of “i&[Iun](in terms of) ”, such as “ifs T2 1B [lun
jin hai shi lun lidng](in terms of Jin or Liang?)”

B Dbeing the object in the forms of “}f[bd]~ it E [huan suan](Z%)fK [bian
chéng]~ (convert~into~)” and “FH[you]~#iE huan suan](Z%)
Fk[bian chéng]~ (change~into~)”, such as “fUfTHiE A [ba jin
huan suan chéng lidng](convert Jin into Liang)”, “fHEA{7 FH N T 45 %
i [ba dan wei you gong jin bian chéng ké](change unit from kilo into
gram)”.

C being the object in the forms of “FH[yong]~ (CK[lai])i{%[jisuan] (to
count in terms of ~)”, such as “F/\ /T 115 [yong gong jin ji suan] (to
count in terms of kilo)” and “FH/\NIf i1 E [yong xido shi 14i ji suan]
(to count in terms of hour)”

Quantifiers cannot function as subjects, which can be used to distinguish
quantifiers from those nouns modified by numerals.

4 Quantifiers cannot be modified by numeral-quantifier phrases anymore. “/]\
Bsf[xido shi](hour)”, “T75[1li fang](cube)” in “—/]NEf[yT gé xido shi](an
hour)” and “=- 17 F[san gé li fang](three cubes)” should be regarded as
nouns. “/Iisf[xido shi] (hour)” and “77/5[li fang](cube)”can also be modi-
fied by “—[yi](one/a)”, “PA[lidng](two)” or “JL[ji](several)”. Therefore, they
are classified into conversional words of nouns and quantifiers, according to
the hetero-type strategy.

5 Some quantifiers can be modified by a few of adjectives, such as “K[da]
(big)”, “/N[xido](small)”, “JH[man](full)”, “#Z[zhéng](whole)”, “+:[chang]
(long)”, “/E[hou](thick)” and “S#i[bao](thin)”, most of which are mainly the
quantifiers for capacity, formation, collection, individual, action measurement
and time measurement, such as “— K75Kk[yT da zhang](a large piece of)”, “P4
/INPR[lidng xido bei](two small cups of)”, “—jif 7 [yT man pén](a full basin
of)”, “—/\Bi[yT xido kuai](a small patch of)”, “— K[H][yT da tuan](a big
glob of)”, “—#  [y1 bdo pian](a thin slice of)”, “— AE£[y1 da qun](a big
group of)”, “—/\fL[yT xido pT](a small batch of)”, “—[EZA[yT hou bén]
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(a thick pile of)”, “—4-%I|[y1 chang li¢](a long series of )7, “(ITF[xid wd])
— K Pk[yT da tido](give me a big surprise)”, “(’z T [zhuan le]) — A [&[yT da
quan](turn a big circle)”, “—%&K[y1 zhéng tian](a whole day)” and “—%%
X [y1 zhéng y&](a whole night)” (Lu Jianming, 1987).

56% of quantifiers can be in the overlapping form of AA. Those in AA form
are monosyllabic, which doesn’t mean all monosyllabic quantifiers can be in
AA. There are 81.62% of monosyllabic quantifiers that can be in AA. When
quantifiers are overlapped, their functions are different from those of their
individuals but are similar to the functions of related numeral-quantifiers
phrases. They can function as attributes and subjects, and some of them can
be adverbials. Some pairs of comparative examples are as follows:

(7) JLESKBE[jiu tido da 1u](nine avenues)
ZLZ5 KPR (tido tido da lu](every avenue)

(8) +Z&Z&1fE[shi dud kui hua](ten sunflowers)
ZEL5250E[dud dud kui hud](every sunflower)

(9) /U NN [ba gé dou shi hdo han](eight heroes)

RGN [g¢ gé dou shi hdo han](every hero)

(10) =R EMZFEE4RE M [san ci qu ta jid dou méi zhdo dao ta](I didn’t
find him when I visited him three times.)
R EA S ER R E el ci qu ta jia dou méi zhdo dao ta] (I cannot
find him when I visit him every time.)

When quantifiers in the overlapping form are in the position of subjects
as centres or attributes or when they are in the position of adverbials, their

meanings are random. These will be lost when they are in the position of
objects or are after demonstratives. For example:

(A1) s E B T 25 0/NF45 © [na dud dud bai yan fang fu
bian chéng le tido tido de xido shou juan]
(Every white cloud looks like a handkerchief.)

(12) i 2 2 SRR AL 22 = [7h yé be si s xi yit yud jido yué ging cui]
(Leaves are turned green by drizzling.)

Similar to numeral-quantifier phrases, the quantifiers in the overlapping
form can not only indicate the significance of the unit but also the signifi-
cance of the quantity in the sense of meaning, which embodies their property
of being quantified.

Generally speaking, quantifiers in the overlapping form cannot be modi-
fied by numerals anymore, except for “—(one/a)”. For example:

(13) —BREEE ALY ke ke gli song](every old pine)
— RS HAYEEy1 tudn tudn jié bai de xui](every pile of pure, white snow)
— L LS EART E =yl dud dud gu ti de bai yan](every solidified cloud)

Therefore, quantifiers in the overlapping form still keep this distinc-
tive feature of being modified by “—[y1](one/a)” without changing their
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properties of quantifiers, even though they are greatly different from their
original forms in terms of grammatical function. Such quantifiers in the
overlapping forms are named as “overlapped quantifiers”.

1.6.1.3 Sub-categories of quantifiers

Quantifier can be divided into the following sub-categories.

A. Noun quantifiers

Noun quantifiers refer to measurement units. The combination of noun quantifi-
ers and numerals can modify nominal constituents, such as “—Z43[yT bén shii]
(a book)”, “= fT-3£ 5 [san jin ping gud](three catties of apple)” and “—EE4%[y1 xie
gian](some money)”, and function as objects of verbs as well, such as “3C—>mai
y1 g¢](to buy one)” and “Z&FF 4 [kan lidng bén] (read two books)”. This is the use of
transferred reference. Sometimes, quantifiers can function as predicates, such as “3X
H=EFH+/7[zhe zhi yang wii shi jin] (this sheep is 50 pounds)”. Only a small num-
ber of them can function as quasi-objects after verbs and adjectives. For example:

(14) EEfthJE—=F[bi ta &i yi cun]

(one cun shorter than him)

(15) 30+ [zeng jié shi jin]
(to increase ten jin)

(16) 1=—1b[gdo yi xi¢]
(a bit higher)

(to decrease a bit)

Noun quantifiers can be further divided into sub-categories based on their
meanings.

I Individual quantifiers: They are the measurement units for objects to be
measured in an individual status, such as “/Mgé]”, “H[zhi]”, “{ir[wéi]”,
ZK[bin]”, “37[zhi]” and “Hfi[liang]”.

I Collective quantifiers: They are the measurement units for objects to be
measured in a collective status, such as “Y¥{[shuang]”, “¥f[dui]”, “FEl[fu]”, «
#t[pi]”, “tk[hus]”, “E(tao]” and “F¥[qin]”.

III  Appointed quantifiers: They are the measurement units appointed for objects
to be measured from different perspectives, such as “Z&[bi](— ~ {ii[zhai]
(a debt)”, “f3[fen] (—[yi]~L[](a gift))”, “7[ji)(—[yi]~Zlyaol(a dose
of medicine))”, “3Z[zhi](— ~ZEPA[jon dui](an army))”, “FZ[zOng](—[yi]
~XX Fhjido yil(a deal))”, “i#E[zhudng] (—[yi]~3L3Z[mai mai](a busi-
ness))”, “Z[tao] (—[yi]~fENE[ba xil(a game))”, “TF-[shou] (—[yi]~ 447
[bin ling](a skill))” and “Tji[xiang](=[san]~ LLFE[bI sai](three matches))”.
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Measurement quantifiers: They are the artificial but precise measurement
units for objects of abstract concepts in terms of “£-f&[chang du](length)”,
“THfA[mian ji](area)”, “{KFA[t ji](volume)”, “&FH[rong ji](cubage)”, “E&
2 [zhong liang](weight)”, “#i=[pin lii](frequency)”, “Mi{E[bi zhi](cur-
rency value)”, such as “R(chi)”, “Ei(mu)”, “17.7[li fang](cube)”, “F}
[sheng](litre)”, “/T-[jin](jin)”, “#izZ[he zi](hertz)”, “[A[yuan](circle)”, “{X
F5[fa té](volt)” and “ZZ$%[4n péi](ampere)”. Some measurement quantifi-
ers, if modified by numerals, cannot be followed by nouns directly but can
be used alone, such as “f[ma](yardage)”, “;& F [hii [i](nautical mile)” and
“ORZZ[fi An](volt-ampere)”.

Shape quantifiers: They are the measurement units based on the shapes of
objects to be measured, some of which don’t exist in individual status, and
some of which do but cannot usually be measured individually, such as “
H[tuan](a ball of)”, “#i[kuai](—[yi]~ +:[ti](a piece of earth)”, “}5 [pian]
(" [yi]~PHJ{[xi gua](a slice of watermelon)”, “Hf[tAn](a pool of ), “E[di]
(a drop of)”, “H¢[gu](a stand of)”, “HE[dui](a pile of)”, “/Z[céng] (a layer
of)”, “E&[chuan](a string of )", “7i[jié](a length of)”, “Z[lili](a skein of)”,
“#[juan > juin](a roll of)”, “H#l[kiin](a bundle of)”, “Z&[1{i](a wisp of)”,
HE[pai](a row of)”, “Z2[si](a trace of)” and “Z&[tido](a strip of)”.

Capacity quantifiers: They are the measurement units for objects to be meas-
ured based on their containers or containers’ capacity, including type A, such
as “Ff[beil(cup)”, “FElxiang](box)”, “ilping](bottle)”, “£3[dai](bag)”,
“Fk[pan](plate)”, “Zi[pén](basin)”, “4[ba](bundle)”, “¥[ping](handful)”,
“fH[dan - dan](bucket)”, “pk[tido](basket)” and “fI[bAo](bale)”, and type B,
such as “H[sh¢n](body)(—[yi]~ t[ti](a whole body in the dust))”,
“[[kdu](mouthful)(—[yi]~ H Y [béi ya](a mouthful of white teeth))” and
“#f7[di] (ground)(—[yi]~7K[shui](a pool of water on the ground))”. The
quantifiers in type B can also be named as “full capacity quantifiers” and
can only be modified by “—/[yi] (one/a)”, indicating a situation or condition
of “fullness”.

Partial quantifiers: They take a certain part of a whole entity as measurement
unit, such as “Zf4r[bu fen](part)”, “*:[ban](half)”, “E%[duan](paragraph)
(—[yi]~>ZZF[wén zhing](a paragraph of a text)”, “#[jié](section)” and “
Ji¥¢[chéng](one-tenth)”.

Category quantifiers: They regard category as the measurement unit, such as
“fh[zhong](kind)”, “Z&[1&i](type)” and “fF[yang](kind)”.

Process quantifiers: They represent a certain process for the objects to be
measured, such as “t[chang](—[yi]~E #Z[dian ying](a film show)”,
fi[dun] (—[yi]~%R[fan](a meal))”, “ZK[ci] (—[yi]~HE[di zhén](an
earthquake))”, “fL[pan](—[yi]~fH[qgi](a game of cheese))”, “F&[quén]
(M[lidng] ~ i [ma jiang](two rounds of Marjiang)”, “{F[rén](=[san]~
S22 [z0ng tong](three presidents))” and “Hi[ch(](—[yi]~ Xk[xi](a show of
opera))”.

Serial number quantifiers: They are degrees or number units, such as “Zf
[ding](class)”, “Z%[ji](degree)” and “=[hao](number)”.
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XI  Unidentified quantifiers: They indicate an unidentified quantity as a meas-
urement unit. There are only two such quantifiers, namely “ZE[xi¢](some)”
and “rf5J[[didn ér](little/few)”. “Eb[xi¢](some)” can be modified by “—[yi]
(one/a)” (often omitted). “/5J[[didn ér](little/few)” refers to a small quan-
tity, as does “ZE[xi¢](some)”. However, “EE[xi¢](some)” can also be used to
indicate a large quantity actually after demonstrative pronouns. For example:

(18) HJELL EAETRS » XM T4 pF NZE/R AN, » [¢ méi  shan
shang hou zi hin dud, zheé xi¢ hou zi jing chang gen you rén yao dong xi chi. |
(There are many monkeys on Mount Emei. These monkeys often beg
for foods from tourists.)

Besides the sub-categories of noun quantifiers in the above, other noun quantifi-
ers cannot be classified, such as “¥i[zhan](stop)” in “=[san]~ E&[Iu](three stops)”.

The examples mentioned above are all professional noun quantifiers. There
are some nouns with the properties of quantifiers that are classified into nouns
instead of noun quantifiers based on the homo-type strategy. Such nouns mainly
indicate the functions of load bearing for the objects to be measured. Their prop-
erties are displayed in two situations, one of which is to be showed as capacity
quantifiers, such as “—f§7K[y1 tong shui](a pail of water)”, “PHiE R [lidng win
fan](two bowls of rice)”, “=Ze{#[san che méi](three trucks of coal)”, “—3¥ff T
F&H[y1 ping zi jiang you] (a bottle of soybean sauce)” and “PH-HZEF5[lidng sha
jia shii](two bookshelves of books)”, and the other of which is to be full capacity
quantifiers, such as “—3k [ % [y1 tou bai fa](a head covered with gray hair)”, “—
f&:3F[y1 lian han](a face bathed in sweat)”, “—[E A[yT yuan zi rén] (a yard full
of people)” and “—&-T-K[y1 zhud zi hui](a table covered with dust)”. There is a
condition for their use: They are limited to be the nouns for something, especially
like containers. Therefore, these nouns are temporarily used as quantifiers, usually
named as borrowed quantifiers or temporary quantifiers.

B. Verbal quantifiers

Verbal quantifiers are the measurement units for actions. The combination of
verbal quantifiers and numerals can function as a quasi-object after verbs and
adjectives, such as “F]—"F[dd yT xia] (give a hit)”, “ZFH—#@[kan y1 bian] (look
over)”, “Z—ZX[qu y1 ci] (go for once)” and “I&z—[1[ydo yT kdu] (give a bite)”.
Sometimes, they can function as adverbials when they are in front of verbal con-
stituents, such as “—ZX 752 [yT ci y& méi qu](never go for once)”, “— i@t &
Z[y1 bian y& méi kan](never to have a look)” and “§4 42 = X /[ céng jing san
ci jie yan](quit smoking for three times)”. Verbal quantifiers that are commonly
used are as follows:

“‘F[Xié]”, “}E[biéﬂ], “ﬁ[téng]”, “E[hul’]”, “F:E'[Shéng]”’ “:/X[C‘l]”, “%%
[quén]”, “Eﬁ[yén]n’ “l:[[kéu]”, “%[ﬁn]”.
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In addition, some nouns and verbs are still classified into nouns and verbs,
respectively, instead of conversional words based on the homo-type strategy,
although they still have the functions of verbal measurement quantifiers. For
example:

(19) Fr—Na[fang yi pao](fire a gun)
kPR J][kan lidng ddo](make two chops)
5 JLEAI[t i jido](make several kicks)

The nouns in the above examples embody the functions of quantifiers and usu-
ally refer to the tools of acts. As “nominal constituents”, “Z=[quan]”, “iR[ydn]”
and “[I[kou]” are used as morphemes only; if they are used as words, they are
supposed to be quantifiers only, instead of nouns with the functions of verbal
quantifiers.

(20) F—%[kan yi kan](look) #8—4H[xidng yi xidng](think)
f—Hlpai yi pail(pat) ER—ER[cai yi cai](stamp)

In the above example, verbs repeated a second time are used as measurement
units. Similar cases used to be popular in the inscriptions on bones or tortoise
shells in the Shang Dynasty and the inscriptions on ancient bronze objects in the
Western Zhou Dynasty. A similar phenomenon still exists in the Sino-Tibetan lan-
guages. Nowadays, it only exists among monosyllabic verbs, and simply “—[yi]
(one/a)” can be used in the middle.

C. Time quantifiers

Time quantifiers are the measurement units for time. The combination of time
quantifiers and numerals can function as a quasi-object after verbs and adjectives,
indicating the length of time or modifying nominal constituents sometimes. For
example:

(21) AA==K[zuod sin tidn](sitting for three days)
25 —2= ) [ding yi hui ér](waiting for a while)
—4E [ [E][yl nian shi jidn](one year)

Sometimes, they can function as adverbials when put in front of verbs, such as
“—F3EAf[yT tian méi [dong] (never move for a whole day)” and “—43 it 2
AN T[y1 fen zhong yé& déng bu lido] (can’t wait for a minute)”.

Among time quantifiers, some of them are for identified time units, such as
“XK[tian](day)”, “H[nian](year)”, “/EH[zhou](week)” and “/5f[fen zhéng](min-
ute)”, and some for unidentified ones, such as “£x )| [huir]”, “f% )[[zhén ér]” and
“N[xia](Z—[ding yi]~(wait for a while))”. Before unidentified quantifiers,
only the numeral “—[yfi](one/a)” can be used.
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D. Independent quantifiers

Usually, such quantifiers refer to the quantity of objects, but they cannot mod-
ify nouns nor function as quasi-objects when combined with numerals. They
can be used alone, such as “%7[sui](year)”, “i/j[bian] (side)(PH[lidng]~ &\ & A
[dou shi rén](two sides full of people))”, “=k[tou](place)(F§ ~ [ liding pdo](run
between two places))”, “M@E[mian](side)(=[san]~Ff/K[huan shui](surrounded
by water on three sides))”, “Hf[pii](“ ) “(a stroke))JI—i[jid yi pii](add a
stroke))”, “if[ke](class) (&z/5—[zui hou yi]~(the last class))”, “ZZ[piao](vote)
(157 /\[dé le ba]~(gain eight votes)”, “E[zhang](chapter), {F[béi](time)”,
“Zy[fen](score) (%4 T —H[kdo le yi bdi]~a hundred scores)”, “kfi[bidn] (edition)
(828—di yi]~(the first edition))” and “ A [rén] (person)(/\[ba]~iEF|[chi dao]
(either persons are late))”. Among them, “%7[sui](year)” and “{%[béi](time)” can
function as quasi-objects when combined with numerals.

1.6.1.4 Can a quantifier be considered a classifier?

There is a special collocation of individual quantifiers and nouns to be measured,
such as “a (£5[tid0]) cucumber, a ([>[gé&]) watermelon, a (fi[lidng]) car, a (Z&[jia]
plane), a (#[ba]) knife” and so on.

Some scholars prefer to name individual quantifiers as classifiers in Chinese
when their main function, they think, is to classify nouns. But the following cat-
egories of nouns don’t exist in the minds of native speakers.

The category of “JI[bd]”: knife, gun, chair, shovel, fan, teapot, spade

The category of “Ff[zhang]”: face, paper, mouth, bed, table, bow, pasty

The category of “~k[tou]”: cow, donkey, pig, camel, elephant

The category of “H[zh1]”: bird, mosquito, dog, cat

The category of “UC[pi]”: horse

The category of ““{~[g¢]”: watermelon, person, mobile phone, bowl, apple,

class, hour
The category of “Z&[tido]”: fish, snake, cucumber, rope, branch, leg, road, news,
request

It is a misunderstanding that individual quantifier is mainly used to classify
nouns. Then, how should we treat the collocation of an individual quantifier and
a noun? The basic function of quantifiers is to measure. Most quantifiers origi-
nate from nouns and verbs due to the inner link between objects to be measured
and nouns/verbs as measurement units. There exists a close semantic relation
between individual quantifiers and nouns/verbs, which can be divided into five
degrees.

1 Individual quantifiers are exactly as same as nouns, just like copy ones. For
example:

(22) ba31 ni33 ba31 (Naxi language)
flower two flower (two Z[dud]flowers)
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2 Individual quantifiers and nouns belong to the same category. That is to say,
you can choose a certain category of nouns as a representative to measure
nouns. There are two ways to decide this category.

A To use the category to represent individuals in this category
(23) three students

(24) z031mv33 te53 mv33 (Lahu language)
Wool a F[mao] “a fR[gen] wool”

B To use an object in a certain typical shape to represent others in simi-
lar shapes. For example, as nouns, “ff[gén] and*“Z&[tido]” are used as
measurement units for the long shape and the strip shape, respectively.
One example in the Naxi language is as follows:

(25) nv55me33 dw33 ly33
Heart a 3<[tou] “a Hi[ke] heart”

3 An individual quantifier is a prominent part of something which is expressed
by a noun. That is to say, a part is used to measure a whole, such as “one=k
[tou]cow, three[[1[kou] people and five [%[feng] camels” in Chinese.

4 An individual quantifier is a certain characteristic of a noun, such as “agk
[zhang] net, a Ef[feng]letter”. The connection between an individual quanti-
fier and a noun is often built based on the characteristics of verbs.

5  There seems to be no semantic relation between an individual quantifier and
a noun, such as “{Mgé]” and “H[zhi]”

In the above, the five degrees of semantic relations between individual quantifiers
and nouns and verbs are from strong to weak, due to the formations of individual
quantifiers. The first four degrees can be considered as the evidence and the means
of forming individual quantifiers through establishing connections between the
noun/verb and the measurement unit originating from other words by the semantic
relation. The fifth degree is just the generalised consequence of the first four ones.

Such a relation between an individual quantifier and a noun produces an indica-
tive secondary effect. Therefore, the “classifying” function is not the basic func-
tion of an individual quantifier but simply a secondary function.

1.6.2 Locative, time words and locational words

Words in these categories can function as objects of “f£[zai](in)|F/][dao](arrive)”
directly or after attributes. In the grammatical sense, all of them can indicate a
certain location in terms of space, time or both space and time, due to which they
share the same name as positional words. Since they share many things in com-
mon, they can be discussed together.

1.6.2.1 Locative

In terms of semantic function, locative indicates the reference direction or the
relative position, the latter of which can be a space, such as “&.7-_Ffi[zhuo zi
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shang mian](above the table), A fif N[da shu xia](under the tree)” or be a time,
such as “Z Tigi[chiin jié qian](before the Spring Festival), =K [Lj7[san tian yi
hou](after three days)”. Some individual locatives can only be used for position,
such as “DA_E[yi shang](above), 2 N [zh xia](below)”.

The criterion of classifying locatives is as follows:

((f£[zai] (in) | F/[[dao] (arrive))[<{£1d|(nominals)>]~) A*(~(_L[shang](above) |
H[li](inside) | PARE[yl nan](south of))

“(1F[zai] (in) | F|[dao] (arrive))[<{A&1F(nominals)>]~" in the criterion means
locatives after a nominal, as a locative structure can function as objects of “fF
[zai] (in) | F[dao] (arrive)”. A locative structure refers to an attribute and head-
word construction consisting of a modifier and the word it modifies, based on the
criterion that the front attribute functions as the reference for the rear constituent.
Locatives refer to relative locations or directions, which means these locations or
directions need references to make them identified.

Some directional verbs have developed their use in showing direction and
gradually become into locatives, such as “{¥:[A|7E[wing hui zou](go back),
{EH7E[wing chi zou](go away), {F:#EHI[wing qi 1a](pull up)”. The main
grammatical characteristic of a locative is to be the object of preposition
or verb that indicates location, such as “ff[zai](in)/%][dao](to)”, or to be
the object of a preposition that indicates direction, such as “{¥:[wing](to)/[a]
[xiang] (forwards)/gf[chdo](towards)”. The main function of a locative is to
appear after a notional constituent to form a locative structure, such as “X
Fi5%371[da shu pang bian](beside the tree) or & [-[zhud zi shang](on the
table)”.

According to the word formation, locatives can be sub-categorised as follows:

a  pure locatives: [-[shang](up), T[xia](down), /K[dong](east), H[I{](in), A
[néi](inside), #Mwai](out), Fii[qidn](front), J5[hou](back), 3%[pang](side)
b  compound locatives:

bl FijfE[qian hou](front and back), | [N[shang xiaJ(up and down), /=4
[zu6 you](right and left), EEANIT wai](inside and outside), 7<Fd[dong
nan](southeast), P5E[xT béi](northwest), ZR1E[dong bé&i](northeast)

b2 ZR#[dong bian](the east side), Fij#i[gian bian](in front), #/j[zud
bian](the left side)
HiifE [qian mian](front), F[Hi[shang mian](above), F4Hi[nan mian](the
south side)
R M[dong ce](the east side), f5{MI[hou c&](back side), /= {ll[zud c&](left

hand)
Hii=k[qian tou](at the heas), J5%[hou tou](back-end), F=k[shang tou]
(at top of)

7K fj[dong fang](east), FHij/j[gian fang](the front), [ Jj[xia fang]
(below)
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b3  [LZR[yi dong](to the east), DLFi[yi gidn](before), PAJS[yi hou](after),
PA Ryl xia](under), 2 Fij[zhT gian](under), 2 _F[zhT shang](onto), 2
"N [zhi xid](under)

b4 th[E][zhong jian](middle), FRFj[gen gidn](in front of), 5%3/1[pang bian]
(beside), [ [zhou wéi](around), [ #T[fU jin](nearby)

1.6.2.2 Time word

A time word refers to a time position, which is usually indicated by “ZXHJ[zh¢ shi]
(by now) or F[SHf[na shi](at that time)” and questioned by “{+Z. i {z[shén me shi
hou](when) or 254 J[,[dud hui ér](how long)”.

Examples of time words are as follows:

4K[jin tian](today), B [ming niadn](next year), F4[shang wii](morn-
ing), FH = [xTng qi san](Wednesday), Z Ti[chiin ji€](the Spring Festival),
PULE [xian zai](now), N4 [gang cai](just now), 3 [jiang lai](future), 1fZ
[guod qu](in the past), JF>¥[yuén 14i](original)

The criterion of classifying time words is as follows:

(fE[zai] (in) | F][dao] (arrive))~ A (ZZ([ding dao](wait until) ~|~ DLy
lai](since) | ~AYIHEE[de shi hou](at the time of))

Although some words have a less frequency of being used in “fF[zai] (in) | £
(arrive)~ " reflecting the meaning of time, such as “J [yuan 1ai](previous/in the
past), [ 5 [yuan xidn](previous/in the past), F-4%:[zd0 xidn](previous/in the past),
Z[bin lai](original), ##J[qi chi](in the beginning) and & [ping chang]
(usual)”, they are still classified as the time words because they often function as
subjects (J7 A TR 1A iH [yuan 14 wo men bu rén shi]We didn’t know each other
before.), objects (BU{FLL/H 4 [xian zai bi yuan lai hio]The present is better
than the past.) and attributes (J7>fAYAH & [yuan lai de péng you] old friends) or
can be asked by “when” and be referred by “this moment or that moment”.

1.6.2.3 Locational word

Locational words refer to definite space locations without any references.
The criterion of classifying locational words is as follows:

(fE[zai] (in) | F[dao] (arrive)) ~ A*(~(H[li](in)|_F[shang](above))|<i}
[5]75](time words)>)

Examples of locational word are as follows:

Uit [dang di](in the locality), #Zt#A[yudn chu](distance), 25 -1[kong zhong]
(in the air), BFHMye wai](field), [ H[yuan di](initial place), £ Z [gu xiang]
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(hometown), & F[shén shang](on one’s body), R Fij[ydn gian](before one’s
eyes), “kTl[tou ding](the top of the head), = [N[shou xia](under the leader-
ship of), [J[1[mén kou](doorway), E[&][min jian](folk), -F[E][zhong gud]
(China), | " Jl[guing zhou](Guang Zhou)

Generally speaking, a simple dividing line can be drawn between time words
and locational words. Time words can be asked by “when” and be referred to by
“this moment or that moment™ and locational words can be asked by “where or in
which place” and be referred to by “here or there”.

Among 43,330 words, there are 301 time words, taking up 0.7%, 90 locational
words, taking up 0.21%, and 123 locatives, taking up 0.28%.

1.6.2.4 Locatives and the property of the locative structure

In the sense of grammatical properties, the locative structure possesses nominal
properties; in the sense of a structural relationship, it refers to an attribute and
headword construction consisting of a modifier and the word it modifiers. The
function of locatives is to identify locations and to be the marks of locations.
Locatives are considered as nominals instead of postposition words because of
the following reasons:

I The locative structure belongs to the construction consisting of a modifier
and the word it modifies, in which “fY[de](of)” can be put before disyllabic
locatives, such as “B.T-AY FH[zhud zi de shang mian](on the top of the
table)”. “HY[de](of)” cannot be put before monosyllabic locatives, except for
“~[zhi](of)” in classic Chinese, which is similar to “f9J[de](of)”, such as
“Je+ 2 4 [ni ti zhi zhdng](inside of the soil)”.

I Disyllabic locatives can function as subjects and objects directly, and so
do the monosyllabic ones, but only under certain conditions. The locative
structure can function as a subject and an object. Sometimes, locatives and
locative structure can even function as the objects of common verbs, such as
“look back, enjoy staying at home”. Postposition words cannot function as
subjects and objects, and the main function of a postposition structure is to be
adverbial, instead of being a subject or an object.

III Most locatives can be used as attributes, such as “ FHEAJ A [shang mian de
rén](the person above), JE&& NAY7K[di xia de shui](the water below)”. Postpo-
sition words cannot, as a preposition, function as an attribute alone.

1.6.2.5 The functions of locatives, time words and locational words

1  Time words, locational words and most locatives can function as objects of
“fE[zai] (in) | F[dao] (arrive)~". The simple locatives cannot function as
objects of “fE[zai] (in) | Z/|[dao] (arrive)~""; they can do so only after form-
ing a locative structure with a notional constituent before. However, when
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used in a comparative structure, they can function as objects of “f£[zai] (in)
| #l|[dao] (arrive)~" independently. An example is as follows:

(26) —MFEE > —PIET ° [yl gé zai shang, y1 gé zai xia]
(One is above; another is under.)

“DIEF [yl nan](south of)”, “LIAMyi wai](outside)”, “7 Fd[zhi nan](south
of)”, “74Mzhi wai](outside)” as compound locatives cannot function as
objects of “fE[zai] (in) | #][dao] (arrive)~", either, except if they are being
modified by referential attributes.

Some nouns can also function as objects of “f£[zai] (in) | Fl|[dao] (arrive)
~ directly, such as “7T] [gong ching](factory)”, “ZFFZ[xué xido](school)”,
“FHJE[shang dian](shop)” and “Z{=[jiao shi](classroom)”. Actually, they
more or less have the properties of locational words, but, due to their large
quantity, they are not classified as the conversional words of nouns and loca-
tional words, according to the homo-type strategy (see 1.6.3.5).

Locatives (100%), time words (50%) and locational words (63%) can be
modified by attributes based on different situations. Locatives can follow cer-
tain notional constituents, especially nominal constituents as objects of refer-
ence, to form locative structures which decide their essential differences from
other categories of words. Time words can be modified by the attributes of
quantity, description or inclusive subordination, such as “Fi-7> " 4-[lidng gé&
xia wit](two afternoons)”, “—My1 g&]FAINH [ Y E B K [re ré nao nao de
xing qi tian](one bustling Sunday)” and “%K F4-[jin tidn xia wit](today’s
afternoon)”. Locational words can be modified by the attributes of descrip-
tion or subordination, such as “ZEH|ZZZRAHYEFY M sheng ji ang rdn de yi wai]
(exuberant field)” and “t [E| 2 [#][zhong guo min jidn](Chinese folk)”.
Neither locatives/locative structures nor locational words can be followed by
locatives (“_-[shang](above)”, ”Ei[I{](inside)”, “H[zhong](in the middle)”),
such as “*24#h H[dang di 1i](in the field)”, “*EF4 f1[yi wai zhong](in the
open)” and “*[N#t_|[néi di shang](above the inland) ”. Nouns with the prop-
erties of locational words can be followed by locatives (“ I-[shang](above)”,
” B [Ii](inside)”, “H1[zhong](in the middle) and [A[néi](inside)”, such as «
TJ EE[gbng ching Ii](in the factory)”, “¥E17 F[cdo ching shang]”, “p5)E
N[shang dian néi](inside the shop)” and “#;== E[jiao shi I{](in the class-
room)”, based on which locational words and nouns with the properties of
locational words are distinguished. 69% of time words can be followed by
locatives, such as “Z Tigij[chin jié gian](before the Spring Festival)” and *
EHI —PUS[xing qi ér yi hou](after Tuesday)”, but there is still a number
of time words that cannot be followed by locatives, such as “}2[jiang lai]
(future)”, “wf % [gud qu](past)” and “SLHij[xidn qian](previous)”.

All time words and locational words can function as subjects and objects
freely; except for “LAEd[yl nan](south of)”, “7 H1[zhi zhdng](in the mid-
dle of) ”, compound locatives can have the same function. Generally speak-
ing, simple locatives cannot function as subjects or objects, except that they
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appear in comparative structures or after directional oppositions of “§f[chéo]
(to)”, “ra][xiang](toward)” and “f3:[wing](for)”, such as “ FHERE » H
%)) F-[shang you 130 mii, xia you you zi](There are old and young at home.)
”, “DEHTFE[wing qidn zou](walk forward)”, “5_FZ[chao shang kan](look
upward)” and “[a] g~ & [xiang nan fgi](fly southward)”.

When locatives function alone as subjects and objects, they cannot be
changed into locational words because, on the one hand, most locatives have
such functions, and, on the other hand, they actually have their own implied
object of reference, appearing in the context or when/where there are speak-
ers or listeners when talking. For example:

(27) FBFHIHAE— T JGHAE— 2 - [zhud zi gidn mian you
yi gé yi zi, hou mian you yi g¢ sha jia](“/5 " AVS i8S F ST Ry« 5
+’[hou mian de can zhao shi shang wén de zhuo6 zi])

There is a chair before a table, and behind the table, there is a bookshelf.
(“The table” is the object of reference of “behind™.)

(28) JEmEA Al [hou midn you rén](“f5 " PA 15 NS0T iE AL E N Z
HH[hou mian yi shud hua rén huo ting hua rén de wéi zhi wéi can zhao))
There is someone behind you! (Position of speaker or listener is the
object of reference of “behind”.)

(29) WEHLHALATAEWIZE & > DUSEEEIR T © [wo dao bii jing yi
gian bu xi huan chi mian shi, yi hou jiu xi huan le](“LAJE HYZ: 18T
A2 B0 I FEIILET IS [yl hou de cén zhao shi ke shi shang
wén céng chi xian de wo dao béi jing shi])

Before I went to Beijing, I didn’t like cooked wheaten foods, but, after
that, I like them now. (“Before I went to Beijing” is the object of refer-
ence of “after”.)

(30) DAUSFHME © [yl hou zai shud ba](“LAE"HIZ IR ZIZ Ui il A i i
FfZI|[yi hou de cin zhao shi ke shi shud hua rén shu6 hua shi ke])
Talk about it "later. (The time when the speaker talks is the object of
reference of “later”.)

When locational words function as subjects and objects, they don’t have
implied objects of reference, and, to be exact, they indicate definite positions.
Locatives refer to relative positions with explicit objects of reference no mat-
ter when they are in certain locative structures or with implicit ones when
being used independently.

Time words also refer to definite time positions without any objects of
reference. “LLFij[yl qian](before)”, “LAfS[yi hou](after)” can indicate time,
similar to “%fZF[guo qu](in the past)” or “f>[jidng 14i](in the future)”. As
a result, “%f Z[guo qu](in the past)” and “Ff>f[jidng lai](in the future)” are
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considered as time words in some books. However, there are obvious dif-
ferences between the former and the latter. The former can be compounded
with certain notional constituents as their objects of reference, but the latter
cannot. For example:

B a ZFHTiLLAj[chin jié yi gian] (before the Spring Festival)/%& LA/
[chiin jié yi hou] (after the Spring Festival)
b *FHTixfF[chin jié guo qu] (the Spring Festival in the past)/*& 77
f2¥[chiin jié jidng 14i] (the Spring Festival in the future) b. *&77%)
B R

(32)a  =KLLmij[san tidn yi qian] (three days before)/ =K LLj5[san tidn
yi hou] (after three days)
b *=KifZF[s4n tidn guo qu] (three days in the past)/* =K [FF[san
tian jiang lai] (three days in the future)

(33)a = LIFi[shang xué yi gian] (before attending school)/ = PAf&
[shang xué yi hou] (after attending school)
b * F2F5fF[shang xué guo qu] (attending school in the past)/* |2
52l [shang xué jidng lai](attending school in the future)

Even if the objects of reference of “LAHij[yl qian](before)” and “PAjE[yi
hou](after)” don’t appear, they can have their own implied ones, just like in
example (28). Therefore, “LLEij[yl hou] (before)” and “LLf5 [yl hou](after)”
are classified into locatives. Sometimes there are, to a large degree, many
things in common between time positions and space positions, so it is not
difficult to understand that some locatives can refer to both.

Some locatives, locational words and time words can function as adverbials,
which tends to cause confusion with when they function as subjects.
Locatives (55%), time words (31%) and locational words (96%) can function
as attributes. When compound locatives function as attributes, they can be
put in front of “}5 %17 (demonstrative word)+(¥{17(numeral))+& 17](quanti-
fier)”, such as “BEAIEX 1> A [Ii mian zhé gé rén](the person inside)” and “4}i/1
HAR A [wai bidn na k¢ shu](the tree outside)”. “_[shang](former/above)”, «
“N[xia](latter/under)”, “Fij[gian](in front of ) and “/5[hou](in back of)” can
be put in front of a quantifier as an attribute, to be exact, as a demonstrative,
such as “_F—> A[shang yi g& rén](the former person)” and “HijpHZR<1Y
[qian liang ci hui yi](two previous meetings)”.

Some time words (23%) can function as predicates, such as “5 K ZH7HK
[jin tidn xing qi tidn](Today is Sunday.)” and “[5 K& T7[hou tidn chin
jié](Tomorrow is Spring Festival)”. Neither locatives nor locational words
have such a function.
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1.6.3 Nouns

Nouns are the main part of speech in nominals. As a kind of referential constitu-
ent, a noun indicates an entity in the sense of meaning, and its basic grammatical
function is to be a subject or an object.

Examples of nouns are as follows:

Individual nouns: A [rén](people), E[yang](goat), £T-[zhud zi](table), S
[shi ti](entity), 3= [ping gud](apple), [ J[mén](door), 4k[zhi](paper)

Institutional nouns: ZFFZ[xué xiao](school), EEfE[yT yuan](hospital), p&H)E
[shang dian](shop), /& [you ja](post office), & ZL5[jing cha ju](police
office), N Ef[wai jido bu](Ministry of Foreign Affairs)

Place nouns: = [jiao shi](classroom), ¥E17[cao ching](playground), 5 I
[fang ding](roof),fH & [yang tai](balcony), 7 i [gud dao](aisle)

Collective nouns : #H7#[ji¢ méi](sister), b 5 [xiong di](brother), SRZFE[fu qi]
(couple), 2 F-[fu zi](father and son), Jifi4=[shi sheéng](teacher and student)
(MAEMEE AT g t xing ji hé ming ci](collective nouns of individu-
ality));Z=#i[che liang](vehicle), 4%ak[zhi zhang](paper), ffA[shu mu]
(tree), ZE K [jon hud](munitions), {Z{4-[xin jian](letter) (A EEE A 44 ][
ti xing ji hé ming ci](collective nouns of collectivity))

Material nouns : 7K[shui](water), = [qi](gas), F[ti](soil), PKZE[hul chén]
(dust), =ZE[AI[yang rou](mutton), % H[jiang you](soy sauce), £k[ti¢](iron),
RSk [mu téu](wood)

Abstract nouns : EFH[sT xidng](thought), = L[yl jian](opinion), SZ3Z[mai
mai](sale), < [&][shi jian](time), fH & [dan lidng](courage), /(E[xIn qing]
(mood), & JJ[néng li](ability), 75;%[fang fi](method)

Proper nouns : T [chang jiang](Yangtze River), Z=LL[[tai shan](Mount Tai),
FZ T [ldo wang](Lao Wang), /\Xl|[xido lia](Xiao Liu), fflk[wei rudn]
(Softwaree)

1.6.3.1 The criterion of classifying nouns

The criterion of classifying nouns is as follows:

(< (subject)> | <FZ(object)> | <iE(attribute)>~|~ (E[1{](in)| LLEE[yi
nan](south of)))A* (<iFid(predicate)>|</7{ir 18 (locative)><Hf[a] {H] (time
word)><ZAFfrid|(locational word)>|<:#: id](quantifier)>)

Actually, nouns refer to the rest of the words excluded from nominals. In other
words, those words which are not classified into locatives, time words, locational
words or quantifiers are categorised into nouns. The simplified rear part of the cri-
terion “* (<1H{H)(predicate)>|<7F5 i1 id](locative)><Hsf [&] 18] (time word)><{AFTiH
(locational word)>|<z {A](quantifier)>)” refers to that it doesn’t satisfy the criteria
of predicates, locatives, time words, locational words or quantifiers. In order to
avoid complexity, the simplified criterion used in teaching is as follows:
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(<F(subject)> | <FZ(object)> | <iE(attribute)>~) A (~ (E[1i](in)| LA Fd
[yl nan] (south of))[*({£(at)[<{£ 17 (nominal)>] ~[4(not)~| <}(comple-
ment)> | ~<ZEZ(object)>))

The above criterion satisfies all nouns but with a weak exclusiveness, for sev-
eral non-nouns can fit in it, too.

In the grammatical sense, nouns refer to entities.

Among 43,330 words, there are 27,408 nouns, taking up 63% in total.

1.6.3.2 The functions of nouns

The functions of nouns are as follows:

1 The most common functions of nouns are to be subjects and objects, which
doesn’t mean that all the nouns have such functions: 3% of nouns cannot
function as subjects, and 2.4% of nouns cannot function as objects.

2 78% of nouns can be modified by numeral-quantifier phrases, but some can-
not, such as “#J%%[bidn yuan](edge)”, “F[Hi[bido mian](surface)”, “N} 75
[dui fang](opposite side)”, “FI[5E[1i¢ giang](big powers)”, “Ffs[nian ling]
(age)”, “ AZE[rén shi](personnel)”, “IV J7[shuing fang](both sides)”, “F.
A[si rén](privacy)”, “%'¥i[sui shu](age)”, “ITH([xing zhéng](administra-
tion)”, “BEZ4j[yi yao](medicine)”, “F ji[zhu lit](main trend)”, “F AY[zhi
quan](sovereignty)”, “ = f1[zong hé](total)” and “H FA[zi ran](nature)”.

3 Generally speaking, nouns cannot be modified directly by numerals or
numeral phrases, except in the following situations:

A large integral numeral + noun: {7 A E[shi yi rén min](1 billion peo-
ple), =& /5 ZF[A[san bii wan jin dui](3 million troops), =T F-ZB[san
gian gan bu](3 thousand cadres)

B coefficient word more than “—[yi](one)”+ certain collective noun: F4H
#k[wi jii mei](five sisters), =5 55[san xiong di](three brothers), =&
1E[liang fa fu](a couple)

C determiner + “—[yi](one)”+noun: 3X—HX[zhé yi di qh](this dis-
trict), 3X—[0]@i[zhé yi wen ti](this issue), 45— [ [mii yi chéng yuén]
(every member), F—ZE¥)[mou yi shi wi] (a certain thing), F—[/E%
[shang yi ji¢c duan] (the previous stage). Such a situation often appears
in the written language, in which the determiner “*X[zhé]” is used most
frequently.

D number+ “K[da](big)*+noun: |+ A7 [E[shi da xin wén](ten pieces of
top news), = A % Jj[san da zht li](three main forces), =K T #£[san da
gong chéng](three major projects).

Strictly speaking, this situation refers to that a numeral modifies a
phrase consisting of a modifier and the word it modifies. Since the head-
word in this phrase is noun, it is discussed here.
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E

“—(one)”+noun: This situation often appears in spoken language. For
example:

(34)  HIMEZE T —FZ A ° [gidn mian 14i le yi 130 tai tai]
(Here comes an old woman.)

(35) rEL T ° [tA bu le yi ping zi]

(He broke a bottle.)
(36) —/INZJLEEZET - [yi xido hai ér pdo did le]
(A child got lost.)
There is one thing to notice. “—[yi](one)” in the above is only pro-

nounced as [yi] instead of [y1] in counting. Therefore, the original com-
plete form of “—[yi](one)” could be “—Myi geé]”, and “/|>[g¢]” here is
gradually missed because of its weakened pronunciation.®

number + noun: Such a situation often appears in written language,
especially in theses and titles, which can be considered as the remaining
influence of classic Chinese. For example:

(37) P A% TF2AY8{Z 4] lidng shu zhi hé ding yu ér de zhing
bei shu]
The sum of two numbers is equal to the integral multiple of 2.
(38) EFEHGTEHFEZE=I"1[guo you 71 chin guin Ii ji ding sin
bu mén]
Administration of state-owned assets and three other departments

(39)  HREfE E—ER K (PR [ma ir ma 12 hdi shang yi du
Iun shi huo (bido ti)]
A ferryboat in the Sea of Marmara catches fire. (Title)

(40)  FHAEMAEIRIGEHT BT (PR [xiang ging lidng gong s
juan zeéng liang qian wan gang yuan (bido ti)]

Two companies in Hong Kong donate twenty million. (Title)
ordinal numeral + noun: = &5 [san shi tang](the third canteen), — -+ 71
tr=[ér shi wit zhdng xué](the 25th middle school), = —#f[s4n shi ér
16u] (the 32nd building)

The nouns referring to certain containers or other objects with a loading
function can be modified by numerals. The nouns in this situation indicate
units for these objects and can be followed by other nouns, reflecting their
quantifier functions, such as “—f7K[yi tong shui] (a pail of water)”, “PH
R [liang wan fan](two bowls of rice)”, “—ZE [ yi chg méi](a cartful of
coal)”, “—J&T- Ayl wi zi rén](a room full of people)” and “—FF+
[v1zhuo zi tit](a table covered with dust)”. Therefore, due to their system-
atic usage, they are classified into nouns based on the homo-type strategy.
In addition, nouns with the instrumental function can also be modified
by numerals and reflect their quantifier functions, so they are classified
into nouns instead of conversional words of nouns and quantifiers based
on the homo-type strategy, such as “(F5[ti])—F[y1 jido](make a kick)”,

“(fk[kan])Pq J][lidfng ddo](make two chops)” and “(FJ[da])—Fa[yl
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qiang](fire a gun)”. These two types of nouns take up 0.4% in total. There
are some nouns that cannot function as subjects or objects, such as “ff
[beil(cup)”, “Er[hé](box)”, “FH[xidng](case)”, “jf[ping](bottle)”, “I1
[kou](bite)”, “ZE[quan](fist)” and “HE[yan](eye)”. They are supposed to
be professional quantifiers instead of nouns, such as “—#£7K[yi bei shui]
(a cup of water)”, “—&f2%E[yl hé fin bi](a box of chalks)”, “PHFE+y
[lidng xiAng shii] (two cases of books)”, “ =Jffi;57K[san ping qi shui](three
bottle of soda water)”, “I&z—[1[yd0 yi kou] (take a bite)” and “§T)1.Z=[da
ji quéan](take several punches)”, “Z&—HR[kan yi yan]” (have a look).
The number of nouns in A and B takes up 0.9% in total.

98% of nouns can be modified by other attributes besides numerals and
numeral-quantifier phrases, among which the nouns modified by other nouns
take up 50% in total.

68% of nouns can function as attributes directly, which indicates that differ-
entiation between noun and distinctive word is not very clear.

Generally speaking, nouns cannot be the objects of “4£(in/be/at)”; they can
only do so if there are locatives added. For example:

(41) a *fEHT[zai zhud zi|—FF F£T-_[[zai zhud zi shang] (on the table)
b *TEfi[zai wan]—(F Wi 5 /zai wan 1i] (in the bowl)
¢ *fEMf[zai sha]—fF#%f [ /zai shu shang/ (in the tree)

Some nouns (3.1% of nouns) can be the objects of “{F(in/be/at/on)”
directly, such as “Z{Z=[jiao shi](classroom)”, “TJ [gbéng ching](factory)”,
“$17[cdo chang](playground)”, “Hi/E[you ja](post office)” and “Ff5[xué
xiao](school)”, named as “nouns with locational functions”. They are differ-
ent from locational words, for they can be compounded with locatives (“_F.
[shang](above)”, “EE[1{](inside)”), but locational words cannot. For example:

(42) a 2= [zai jiao shi](in the classroom)
FEE = H[zai jiao shi If] (in the classroom)
b {F£ 1) [zai gong ching] (in the factory)
£ 1] HH [zai gong ching Ii] (inside the factory)
¢ {Ff17)[zai cdo ching] (on the playground)
TE#17 [[zai cdo ching shang] (on the playground)
d 1FF#%[zai xué xido] (in school)
TEEA% E[zai xué xiao 1i] (inside the school)

(43) a {F41th[zai dang di] (in the local area)

*{E Y3 B zai dang di 1]

b FEBFSMzai yi wai] (in the field)
*TEEFYD_[[zai yi wai shang]

¢ {FE[A][zai min jidn] (in the folk society)
*1£ B2 [6] £H[zai min jian 1i]

d fFimiA[zai yudn chi] (in the distance)
*FEEih_[[zai yudn chu shang]

e fF—3%[zai yi pang] (on the side)
*{F—2% HH[zai yi pang I



56 The system of parts of speech

7

Generally speaking, nouns cannot function as adverbials, except in the fol-
lowing situations:

A noun with locational function + verb: #1772 [cdo ching qu] (go to play-
ground), & iEZ[th shi gudn qu](go to liberay), ZFf Iil[xué xido
jian](see you at school), F 17 f1¢ ¥ F-[zhii ching ying zhan dui shou](to
compete with rivals at home court)

B noun + adjective: Z53k K [quan tou da](as big as a fist), B FH[win kou
cli](as broad as a bowl). The nouns in this situation refer to metaphors.

C noun + verbal constituent: Hi1E1fj[dian hua cii fang] (telephone inter-
view), NBHIEE [gong féi qing ké](to entertain guests at state expense)
TR 7K e lidng shui xi zdo](cold shower), X7 [wit i zhén ya](sup-
press by force), B & sk I ZE (] /i [ zhéng zhi jii jué jidn pli zhai wen ti]
(to deal with the issue of Cambodia with a political solution). The examples
show something is to be done with certain tools or through certain means.

The nouns in the above three situations only take up 0.2% in total, and they
cannot be classified into conversional words of nouns and adverbs, based on
the homo-type strategy. Except for them, other nouns can be considered as
conversional words of nouns and adverbs based on the hetero-type strategy.
When they function as adverbials, they are regarded as adverbs, such as
EE 15 [zhong didn](emphasis)”, “JliiF[shun xu](order)” in “E& rfi# 1 [zhong
didn jii jué](to solve with emphasis)” and “JliifZ_FZ=[shun xu shang chg]
(queue up for bus) .

Generally speaking, nouns cannot be modified by adverbials, except in the
following situations:

A time adverb + ordinal noun (excluding the initial term) + “ " [le]”(similar
to perfect tense in English): & A4 T [dou da xué sheng le](having
been a university student), £.42 A A T [yi jing da rén le](having already
been an adult).

B “tf7[yi](too/also)” + noun of physical characteristics: () IR F7[ta yi
shuang yan pi](He has double-fold eyelids too.), (ft) =1 L[tA yi gdo
g¢ ér](He is also tall.).

C  “th[yi] (too/also)” + status noun: (fth) . AKF4=[t4 yi da xué sheng](He
is a university student too.), (F)t.FH:[wo yi tudn zhdng](I am a regi-
mental commander too.).

D scope adverb for limitation + noun: FE3EER4FNZ[jin ping gud hio chi]
(Simply apples taste good.), ¢ KHLELHE — 1 4%[guang f¢i ji jin you yi
bii jia] (There are simply one hundred planes.). In this situation, “IRi&
(adverbial)+#17](noun)” should be in the position of the subject.

The number of nouns in A, B and C takes up 1.6% in total.
Generally speaking, nouns cannot function as predicates, except in the fol-
lowing situations:

A in “(VPF(of)) ~”:
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(44) —{RSLHYH 2. 75782 [ni mai de shén me dong xi]
(What did you buy?)
—FRSEHY 5 [wo mii de shil] -
(books)

B other examples:

(45) 4 KFHX - [jin tian yin tian]
(Today is overcast.)

(46) HIILHR FZ - [ta shuang yan pi]
(He has doublefold eyelids.)
(47) THiEEh£s - [xia wii yun dong hui]
(The sport meeting is held in the afternoon.)

The nouns functioning as predicates in A have a large quantity; the nouns
functioning as predicates in B only take up 1.6% of the total number of nouns.

Since some nouns can function as predicates, it is improper to depend on this
function to distinguish predicates from nominals. The classification of these
two categories mainly depends on whether they fit in these functions, such as
“A[bu](not)~, “E[méi] (no)~", “{R[hin] (very)~", “~<ZIZ(object)>", «
~<fpM(complement)>", “<ff(complement)>". Most predicates can satisfy at
least one of them, but none of the nominals can. However, for those predicates
that can function as predicates only, the above functions are not strict enough
to distinguish them from nominals. Therefore, the more strict and proper crite-
rion “<iff(predicate)>/\ *(<F (subject)> |[<IZ(object)> | <iE(attribute)>~)"
is used to further distinguish them from the nominals functioning as predi-
cates, according to the fact that the nouns functioning as predicates can be
modified by attributes and function as subjects and objects as well.
Nouns cannot overlap. There seems to be some nouns which can be over-
family)”, but “ A [rén] (person)” and “Z[jid](family)” can be modified by
numerals directly, such as “— A[y1 rén](l person)”, “= A[s4n rén](3 per-

sons)”, “—ZZ[yi jid](a family)” and “PUZZ[si jid](4 families)”. Therefore,
considered as the overlapped quantifiers. Additionally, some disyllabic nouns
have overlapping forms indeed, such as “f-f)\[zi stin](children and grand-
children)—F-F-f#f\[zi zi sin sin] (children and grandchildren)”, “JX\FR
[feng yi](wind and rain)—X X FRFR [feng feng yu yu] (wind and rain)”, “&
Z2[¢n yuan](gratitude and resentment)—Z B 4248 [¢n ¢n yuan yuan] (grati-
tude and resentment)” and “J5 T [fAng mian](aspect)—J7 7 Al A [fAng fang
mian mian] (every aspect)”. These overlapping forms embody the meanings
of “Z%[dud](many)” and “fF[mii](every)”. Since such nouns take up the
minimal percentage in total, they are usually regarded as the phenomena of
overlapping word formations. “ff5/[cin cOn](country)”, “E.E.[xian xian]
(town)” are only typical examples of overlapped nouns, which are often
treated as having special usage in classic Chinese.
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1.6.3.3 Particularity of individual quantifiers

The words for measurement do exist in many languages, but quantifiers as an
independent part of speech only exist in certain languages. It is decided by the
necessity of the individual measurement unit in the combination of numerals and
nouns. In English and ancient Chinese, numerals and individual nouns are com-
bined directly, without the participation of measurement individual unit, such as
“two books”, “F.[wl md] (five horses) and =+:[san shi] (three scholars)”.
However, in modern Chinese, this participation is necessary because numerals
cannot be combined with nouns directly, such as “PyA<45(two7s[bén]books and
FUCLE(fiveUL[pilhorses)”. Since there exist big function differences between
nouns and words for measurement, it is necessary to take words for measurement
as an independent part of speech.

1.6.3.4 Functional differentiation between nouns and quantifiers

In modern Chinese, nouns and quantifiers have a very close relationship. Quanti-
fiers are characterised by being modified by numerals directly, and nouns also
share this characteristic in many situations (see 1.6.3.2). This phenomenon is very
closely related to the origin of quantifies as a category. In the pre-Qin period,
quantifiers as a grammatical category were not created. Although some collective
unit nouns (AA[péng], A [bing]), forming unit nouns ( J [pii]) and container unit
nouns (F-[sh¢ng], Ei[you]) were created in the oracle inscriptions of the Shang
Dynasty, these unit nouns had the same properties of nouns in the grammatical
sense, for nouns could be usually modified by numerals directly. (Guo Xiliang,
1984) For example:

(48) DI HH [bei eér péng](A pair of “Jl[bei]” is “AH[péng]”) (Collections of
Inscriptions on Bones or Tortoise Shells of Shang Dynasty, 40073)

(49) o —_J [shi tan you yi pii](A pair of bone pieces is “Ti[tan]” and a
piece of bone is “ J ) (Collections of Inscriptions on Bones or Tortoise
Shells of Shang Dynasty, 17580)

(50) B J}—Ej[chang ér sheng yi you/(“F| is a tool for scooping wine, and
“Ei[you]” is a vessel for containing wine. Both of them are used as con-
tainer unit words.) (Collections of Inscriptions on Bones or Tortoise Shells
of Shang Dynasty, 30937)

In the above examples, the combination of nouns, numerals and unit nouns is
just a need in the semantic sense instead of the grammatical sense. The explana-
tion is as follows:

An individual numeral refers to a numerical value, so for an uncountable sub-
stance, such as “wine”, a measurement unit noun is needed to add in order to
clarify the concrete quantity. For those countable things, their individual entity
can be used as their measurement unit, so there is no need to add another overt
one. For example:
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(51) FAUPHEATF—HA[wl rén mio wu nit yu ér péng] ° (Collections of
Inscriptions on Bones or Tortoise Shells of Shang Dynasty » 1052)

In the above example, “ A [rén](people)” and “/f-[nit](cattle)” refer to both
the individual entity and the measurement unit. Therefore, the entity function of
nouns and their function of measurement are not clearly distinguished.

However, the direct combination in the above examples doesn’t tell us that there
is no need of measurement unit in ancient Chinese. Instead, units of individual
and category are regarded as covert measurement units, so there is no need for an
overt one anymore. It is because of this that individual quantifiers sprouted in the
pre-Qin period and developed quickly in the periods of Wei and Jin. For example:

(52) a —FMFIKXT [ba yI mao ér li tian xia] (plucking out a single hair to
benefit the whole kingdom) (The Works of Mencius. Jin Xin)
b “R&E —F - [buqin ér mao] (do not capture the elderly) (The Commentary
of Zuo. Xi Gong XXII)

Although individual quantifiers don’t appear in the above examples, “—F[y1
mao]” should be “—FEF[yT gén mao] (a fR[gen] hair)”, and “—F[ér mao]”
should be “PHRZF;[lidng gén méo] (the elderly)”. Thus, it can be seen that covert
measurement units exist in them.

Due to the existence of covert measurement unit between numerals and nouns
in ancient Chinese, gradually, this semantic need has developed into a grammati-
cal need. In other words, the combination of entity nouns and numerals needs
measurement units no matter for which need mentioned above. This evolution is
branded by the creation of individual units and their development. Actually, indi-
vidual units are not necessary in the form, and entity nouns can also function as
measurement units. Individual unit nouns appeared in the Western Zhou Dynasty
and the Spring and Autumn Period. (Guan Yanchu, 1981; Guo Xiliang, 1984;
Wang Li, 1989; He Leshi, 1989)

Similar examples from (53) to (57) are omitted with the author’s permission.

At that time, the number of individual unit nouns was not large, and most nouns
could be compounded with numerals, which proved that adding unit nouns after
numerals was not just a semantic need. In Mediaeval China, such a need was accepted
widely. Quantifiers as a grammatical category have been admitted, and the differen-
tiation between entity nouns and measurement unit nouns in Chinese has been fin-
ished roughly. Nevertheless, the evolution of grammar in Chinese is a long-lasting
process, and it still goes on. Even though there are a few nouns modified by numerals
directly in modern Chinese, it is only a remaining phenomenon from classic Chinese.

Generally speaking, a numeral cannot modify a noun by itself, unless there
is a quantifier as a quantifier phrase (QP) between the numeral and noun. The
numeral-quantifier phrases, such as “ X &[da liang](a large number of), it [sud
you](all) and —1J][y1 qié](everything), 25 [xli dud](many)”, can directly mod-
ify nouns because of their own functions for quantity. Actually, a quantifier can
be considered as a quantifier modifying mark (QMk), and a numeral can also be
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considered as an invisible one to modify a noun directly. Therefore, the develop-
ment of individual quantifiers indicates the process of QMk from invisible to visi-
ble during the long history from the ancient Chinese language to modern Chinese.

(58) a A F[liang bén shii] (two books)
NP
N
@ N

AN
Num QMk N

1
I S

b A F5[sud you](all the books)
NP
N
QP N

|
Q N

| ]
IS
(59) a P 5 zh[lidng xidng di] (two brothers)
NP
N
QP N'
N
Num QMk N

|
[ AT )

b H—FEiMFIKT

[ba yi mdo ér 1i tidn xia] (plucking out a single hair to benefit the whole
kingdom)

NP

AN
QP N
AN |
Num QMk N

.
— 0 %

1.6.3.5 The distinctions between nouns and positional words

To categorise positional words as separate from nouns is to take into account the
basic differentiation’ between entity nouns and positional nouns. In classic Chi-
nese, an individual entity noun could refer to a position after a locational preposi-
tion. For example:

(60) E T8 > ... [jinzi cang qi ya shen](“H/shen]” refers to “body” as
an entity noun and “ 2.5 /yu shen/” means “behind one’s body”) (Zhou Yi)
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(61) HEZRANERAH > . . . [nido shou zhi rou bu deng ya zu](“4H/z0]”
refers to “cutting board” and “*4H/y0 zli]” means “on the cutting board”)
(Zuo Zhuan)

(62) JUBEEFNE » ... [ba yi wil ya ting](“/Z/ting]” refers to “courtyard” and
“FAFE[y ting” means “in the courtyard”) (The Analects)

A similar example (63) is omitted with the author’s permission.

Since ordinary nouns could appear in “-/jj3[y0/ya]~", neither locatives nor
locational words were independently divided from nouns in the Chinese of the
pre-Qin period. “<#4id(noun)> +<J7{ir 41 (locative) > could be put into
T/ [ya/ya]~" at that time mainly due to a semantic need instead of a grammat-
ical one, for without locatives, no concrete locations were identified. For example:

(64) TZfT > L2 K2R o [wang sui xing, z( ya man mu zhi xia] (“FER
[man mu]’” refers to a certain tree and “J M K2 T/z0 yi man mu zhi
xia]” means “under a tree”) (Zuo Zhuan)

(65) TEIFEE M ... [z shiyaydusang zhi zhi cé] (“75 & [you sang
zhi]” refers to someone with a funeral and “ G 22 2 flll[y( ydu sang zhi
zhi cé]” means “beside someone with a funeral”) (The Analects)

(66) FAL e [ ... [wang zud yu tang shang](“H[tang]” refers to “impe-
rial court” and “j%4Z f/y0 tang shang]” means in the imperial court™)
(Mencius)

“TF/IA [y0/yal+<#(noun)>+_F (up)/tf(middle)/[A (inside)” was also created
in the Chinese of the pre-Qin period and indicated that the appearance or the
range of a certain entity was not influenced in the semantic sense, no matter if
there was a locative or not. Therefore, this usage further explained that to add
locatives was not a semantic need but a grammatical one, which also confirmed
the differentiation between the entity function of nouns and their positional
function.

(67) BEEEET [gul yu hui ya da zhong] (a tortoise or piece of jade is
injured in its repository) (The Analects)

(68) Al HE E[you yé ju yu you shang] (a sandal in the process of making
had been placed there in a window) (Mencius)

A similar example (69) is omitted with the author’s permission.

If the purpose is just to express “fF B [fj[zai li mian](inside)//F I [Ai[zai shang
mian](above)” through adding locatives, instead of showing a special position,
such usage is not very common in ancient Chinese, but it developed a lot in the
Northern and Southern Dynasties. For example:

(70) TEFHZE - ABLL)LEER 5 F[z4E1 bian qi qu, hai yi ér tou zhud ya shen
shang] (when the robbers went away, he tried to put the son’s head back on
where it had been. ) (One Hundred Metaphor Stories)

(72) [EAUREREZF - BAFEZE - [bian yl ting zhi yh qi jia zhong, zi yu gi
qu] (to leave the body in the house and moved out himself) (One Hundred
Metaphor Stories)
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A similar example (71) is omitted with the author’s permission.

Thus, it can be seen that nouns in the pre-Qin Chinese have the functions of
both entity and position, while these two functions differentiate in modern Chi-
nese, except for a few of them having both.

This differentiation started in the pre-Qin period and continues to develop to now.

We have observed differentiation between the functions of entity and position
through sampling from the database which collects examples in different eras.
The changes in the functions are shown in Table 1.1.

The corresponding line graph is omitted with the author’s permission.

In modern Chinese, entity nouns need locatives when put after locational prep-
ositions. For example:

13k F[zai tou shang](on the top of the head)/*{F3k[zai tou]

1 5T-_F[zai zhud zi shang] (on the table)/*{F 5. T-[zai zhud zi]
12 H[zai wi li] (in the house)/* £ E[zai wii]

1E#% _F[zai b shang] (on the way)/*7EE&[zai lu]

Some nouns still share both the functions of entity and position, including insti-
tutional nouns, such as “f[3/&[you ja] (post office), ZFFZ[xué xido] (school), &=
F7E[y1 yuan](hospital) and Z{& & [jiao yu bu]Ministry of Education, and place
nouns, such as “Zz[jido shi] (classroom), #£17[cao ching] (playground) and L1]
HH[[shan jido](the foot of a hill)”.

The degrees of this differentiation are successive, for example:

entity  entity/position position
table  playground, factory, Mount Tai, China  doorway, future, upside

Table 1.1 Diachronic changes on differentiation between entity and position

position zero tagged  tagged standard NW
source
T P T P
Analects 33 77% 10 23%  Flyal/iAlyalrF o 2.1
[ha])/AF[zai]~
Mencius 142 68% 67 32% TFlyal/iA[yal/F 45
[hu)/fF[zai] ~
Mister Lv’s Spring and Autumn 36 67% 18 33%  Flyal/iAlyal/ 3.6
Annals (Volume 16-20) [ha]/AF[zai] ~
Lun Heng (Volume 3-7) 113 65% 60 35% Flyal/Rlyal~F 5.2
[hT]/AE [zai] ~
One Hundred Metaphor Stories 21 38% 35 62%  TFlyal/i[yal/~F 2.1
[hu)/fE[zai]~
Zhuzi’s Language Category 17 13% 118 87%  fF[zai]l~ 10.0
(Volume 1-10)
A Dream in Red Mansions 32 14% 192 86%  fE[zai]~ 7.2
(Section 21-30)
Little Red Flowers (1-4) 26 13% 178  87%  fE[zai]l~ 32

(Note: NW = number of words counted in ten thousand, T = times, P = percentage)



The system of parts of speech 63

Therefore, based on the above, the criterion of classifying nouns and positional
words is as follows:

Those fitting in “f£[zai] (in/be/at/on)~" but not fitting in “~ [ [shang](up)
| EE[I{](inside) | H1[zhong](middle) | PAFE[yl nan](south of)” are classi-
fied into locational words or time words;

Those not fitting in “f£[zai] (in/be/at/on)~"" but fitting in “~ [ [shang]
(up) | H[Ni] (inside) | HH[zhong] (middle) | PARE[yi nan] (south of)” are
classified into nouns;

Based on the above, “H.T-[zhud zi](table)”, “}Ei7[cdo ching](play-
ground)” and “Z&(1][tai shan](Mount Tai)” can be classified into nouns; “rf1
[E|[zhong guo] (China)”, “[ ] [[1[mén kou](doorway)” and “ I [fj[shang mian]
(upside)” into locational words, time words and locatives, respectively.

It is admitted that there are two times of differentiation in the semantic func-
tions of nouns. In the pre-Qin period, nouns had functions in terms of entity,
position (directly appearing in “F/j3[y0/yi]~") and measurement unit (being
modified directly by numerals and taking an individual entity as a measurement
unit). In modern Chinese, the functions of position and measurement unit disap-
pear, the latter of which has been replaced by quantifiers and the former of which
by three types of positional words, namely locatives, time words and locational
words. Usually, nouns have an entity function, but they need to match with loca-
tives when showing positions, which indicates that the combination of semantic
difference—grammatical function between positional words and quantifiers has
already formed. That is why three types of positional words and quantifiers are
independently classified from nouns.

In Chinese, nominals can be divided into two categories, one of which is the
noun phrase (NP) for entity and the other of which is the locational phrase (LocP)
for position. The constituents as the objects of locational prepositions, such as “
Wyal, Fya] , F[ha], F[zai], F[zhi] and Fl][dao]”, are supposed to be loca-
tional phrases which need locatives, such as the examples from (62)(64) and
example (71). However, there is an exception for those LocP for adherence
(“_I-[shang](above)”) and boundary (“EE[Ii] (inside)/[A[néi](inside)”) because they
don’t need any marks for position in ancient Chinese, such as the examples from (58)—
(61) and example (72). In such situations, the functions of noun for both entity and
position are the same or, in other words, the noun and its Loc become one. For example:

(73) ZEA 7K 2 R [z0 yi man mu zhi xia] (died under a tree)

VP
N
\% PP
[N
4 P LocP

ZAN
A NP Loc

A
WA Z T
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(74) k28> & [cang qgi ya shen] (hidden behind one’s body)

VP
N
vV PP

NN
V NP PLocP

I ZN
B 2% ANP  Loc
| A

% @

In the Mediaeval period, the functions of noun for entity and position differenti-
ated gradually, which is shown in the following.

1 Locational words for position were produced, and they didn’t need any loca-
tional marks when functioning as preposition objects.

(75) a f£[ ][1[zai mén kou](at the doorway)

PP

AN
P Lc|>cP
1r L(|>c
(p]

b 1F—5%[zai y1 pang] (aside)

PP
N
P LlocP
1E ch
—5%

2 Common nouns can indicate position only if there are locational marks, such
as locative, noun (“#A[chu](place)”), pronouns (“#XEi[zhe If](here), %X )L
[zhér](here), HSH [na Ii](there) or FHf ) [nar](there)”). For example:

(76) a {5+ F[zai zhuo zi shang] (on the table)/*{F 5. F[zai zhud zi]

PP

VAN
P LocP
ZN
F NP Loc

| A
w7 b
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b fEHHfE E[zai chou ti [{](in the drawer)

PP
AN
P LocP

EZAN
£ NP Loc

| A
e B

(77) a FEF3X J[zai wo zhér] (here with me)/ *{EF[zai wo]
PP
N
AN
fE NP Loc
AR
w=T b

b FIHCAA/FSE [dao ban zhdng chu]( go to the monitor/there)/ *EIHT
£-[dao ban zhing]

PP
VN
P LocP
IZN
F] NP Loc
A
PR A/

In other words, common words possess the function for entity but not for
position anymore.
Nouns for institution and place possess the functions of both entities and posi-
tions. They fit in “{F[zai](at) ~”and can also be followed by locational marks,
such as “fF5 ¢ [zai xué xiao](at school) and FF77F% H[zai xué xiao 1i](in the
school)”. When words such as “ZFFZ[xué xiao](school), Zx=[jiao shi](class-
room) and #7[cao chang] (playground)” function directly for position, it is
considered that their functions for both entity and position are the same, without
differentiation. The nouns for place can be put in “fF[zai](at) ~ directly and
cannot be added with “ |-[shang](above) or EL[Ii] (inside)”, such as “f£]
[zai guidng zh6u](in Guang Zhou) and *7£] I EE[zai gudng zhou 1i]”. In such
situations, these nouns can be regarded as positional words at the same time.

(78) a fFZFF% [zai xué xiao](at school)
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b 1FF4% B [zai xué xiao 1i](in the school)

PP
AN
P LocP
ZAN

£ NP Loc
| A
2ROH

(79) 1£J IN[zai guing zh6u](in Guang Zhou)

PP
N
ll) L(l)cP
1t L(|)C
P

1.7 Modifiers

Modifiers include distinctive words, numerals, numeral-quantifier phrases,
demonstratives, onomatopoetic words and adverbs. Modifiers can function as
attributes, adverbials or quasi-objects but cannot function as main syntactic con-
stituents, such as subjects, predicates (1§ 14/4L1#), real objects, complements and
headwords. Except for some special conditions, modifiers can function as sub-
jects, objects and predicates.

Modifiers include nominal modifiers and predicate modifiers, the former
of which mainly function as attributes and the latter of which mainly function
as adverbials and quasi-objects. Nominal modifiers include distinctive words,
numerals and demonstratives; predicate modifiers only include adverbs. Some
numeral-quantifier phrases belong to nominal modifiers, such as “X&[da liang]
(a large number of), FA [sud you](all) and Z%¥i[dud shu](majority) ”; some
belong to predicate modifiers, such as(#[1“¥/A [xu jiti](for long) and F Zl|[pian
ké](awhile)”; some belong to both, such as (#1“1Z%[xtt dud](many), &4 [bu
fen](partial), — 5 J[,[y1 didnr](a little) and —2&[yT xi&](some)”. Onomatopoetic
words can function as both attributes and adverbials; therefore, they can be treated
as the conversion of nominal modifiers and predicate modifiers.

1.7.1 Distinctive words

In the sense of meaning, distinctive words also indicate property, the same as
adjectives. The difference is that the property of distinctive words reflects no
degree, and the basic function of distinctive words is to be attributes instead of
predicates.
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Examples of distinctive words are as follows:

54 [nan](male), Z:[nii](female), TF[zhéng](chief), El[fu](deputy), /\[gong]
(male), R}[mu](female), #7[fén]pink (color), =% [gao déng](advanced), K
Hi[da xing](large-scale), & [min yong](civil), #¥2[xiu zhén](pocket), Ff
A:[y€ sheng](wild), /23E[gdng gong](public), HH[ri chang](daily), T
[xian xing](current), ZXE[ci yao](secondary), K f#i$[da ling](above the aver-
age age for marriage), 5 [hé&i bai](black and white)

1.7.1.1 The criterion of classifying distinctive words

Distinctive words can follow after numeral-quantifier phrases when functioning
as attributes, but other modifiers cannot. Therefore, the criterion of classifying
distinctive words can be written as follows:

<¥[ & (numeral-quantifier phrase)>~[fY[de](of)]<F(noun)>A* (<igid
(predicate)> |<{41d](notional word)> |<{L = {H](onomatopoetic word)>)

If the rear part of the above criterion is written more concretely, the criterion
will be changed into the following:

<¥ & (numeral-quantifier ~ phrase)>~<#(noun)>A\*  (“f(not)~|~<E=
(object)> | <F TZ(subject & object)> | “~7[A[de](of )= [y sheng])

Distinctive words are those modifiers that can function as attributes directly or
after being followed by “fJ[de](of)”. Simultaneously, they dissatisfy the criteria
for kernel words, numerals, numeral-quantifier phrases, onomatopoeic words and
demonstratives. So the criterion of classifying distinctive words can also be writ-
ten more concretely as follows:

~[f[de](of)]<#(noun)>A\*  (R[bu](not)~ | ~<F(object)> | <FIE
(subject & object)> | ~<FE(quantifier)>|~ (<5 (notional word)>+{
(of )y +<#(noun)>) | “~ [HJ[de](of)]—7= (a sound))

It is “<¥#{&(numeral-quantifier phrase)>~ [HJ[de](of)]<#(noun)>" rather
than “being attributes” that are prescribed in the front part of criterion because it
can exclude numerals, numeral-quantifier phrases and demonstratives, consider-
ing their common function of being attributes.

Among 43,330 words, there are 459 distinctive words, taking up 1.1% in total.

1.7.1.2 The functions of distinctive words

1 There are two situations for distinctive words to function as attributes. One is
to function directly, such as “/\F:[gdng gong](common)”, “’& 45 [chang wil]
(routine)” and “H F[ri yong](daily expenses)” and the other is to function

after being followed by “HY[de](of)”, such as “3E%[qin ai](dear)”, “[&
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[xin ai](beloved)” and “ [#F[shang hdo](best-quality)”. Actually, most dis-
tinctive words can function in both situations, such as “A%I[da xing](large-
sized)”, “F BE[zht yao](main)” and “Z1E[ji xing](acute)”.

No matter what, no distinctive words can be followed by the attributes of
numeral-quantifier phrases, for these attributes can only appear before the
attributes of distinctive words. Therefore, if a modifier fits in “<#J & (numeral-
quantifier phrase)>~[#Y[de](of)]<54(noun)>", it should be a distinctive word.

2 Most demonstratives fit in “/Z[shi](is/being)~H[de]” structure, such as
E2MH[shi ji xing de](being acute)”, “EEFA=HY[shi yi sheng de](being
wild)” and “2FZERY[shi zhl yao de](being primary)”, but some don’t,
such as “/\3:[gong gong](public)”, “3%[qin ai](dear)” and “H F[ri yong]
(daily use)”.

3 Generally speaking, demonstratives cannot function as subjects or objects,
except in the following two situations:

A Referring to transferred references. For example:

(1) &MF8 0 18MHAREHE - [ji xing hio zhi, man xing bu hio zhi.]
(The acute disease is easy to cure, while the chronic disease is hard
to cure.)

(2) B35 - [nan nli ping ding.]

(equality of men and women)

(3) 4 4r#—FE - [sheng ndn sheng nit dou yi yang ]
(to give birth of a boy or a girl is the same.)

Usually, the above situation happens in the comparative structure, which
accords with the usage of verbal and adjective constituents as transferred
references in classic Chinese.

B Functioning as objects in “M (F)[cong you](from)~ FI|(Z% /) [dao bian
wéi](to)~. For example:

4) MEMFNEME [cong ji xing ddo man xing](from the acute to the
chronic)

(5) HEEZIFLE[you gud ying bian wéi si ying] (from the state-run
to the private-run)

(6) HEHFF [you hei bai dao cii sé](from black and white to
color)

Since the above two situations are special, they cannot be evidence to iden-
tify the classification of parts of speech. Besides, in the criterion of classifying
distinctive words, the function of being modifying constituents is embodied
clearly, so distinctive words should be categorised into modifiers, similar to
numerals and numeral-quantifier phrases.

4 Several distinctive words can be modified by the degree adverb “fz[zui](the
most)”, such as “FE[zht yao](main)”, “JFLA[j1 bin](basic)”, “/[»7 [xin ai]
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(beloved)” and “3E%&[qin ai](love)”. Most adjectives and some verbs can
also be modified by “fz[zui](the most)”, but, differently from adjectives,
these distinctive words can function as attributes only after being followed
by “HY[de](of)” or in the structure of “;&[shi]~HY[de](is/being)”. Further-
more, they cannot function as predicates or complements or be followed by
objects or complements. The usage of these distinctive words is just a special
exception, probably due to the remaining function of predicates from which
these distinctive words originated. For example, “3%%[qin ai](love)” and «
L& [x1n ai](beloved)” once functioned as predicates in classic Chinese and
modern Chinese.

1.7.1.3 Nouns and verbs as the origination of distinctive words

Many distinctive words originate from those nouns and verbs that lost their
functions except for being attributes. For example, “53[nin](male)”, “Z[nii]
(female)”, “4x[jin](gold)” and “#R[yin](silver)” changed from nouns, and “3£%
[gin ai] (dear)” and ““/»%[xin ai](beloved)” changed from verbs.

(7) FFZIMEZ[qin ai zhi ér yi yi](to regard him with affection and love)
(The Works of Mencius. Wang Zhang I)
(10) T#FT Wm0 % [wang di wéi jian duan wang xin ai] (Duwei Wang felt
that King of Duan like it) (4] Men Are Brothers)

Examples (8), (9) and (11) are omitted with the author’s permission.

1.7.1.4 Adjectivisation of distinctive words

Moreover, distinctive words have the tendency of adjectivisation. Lv Shuxiang
and Rao Changrong (1981) point out that non-predicate adjectives (similar to
distinctive words) tend to be changed into common adjectives. Among the most
commonly used 344 non-predicate adjectives'® illustrated by them, there are 27
in adjectivisation, taking up 7.8%, such as “/52%[gao ji](advanced)”, “{K2[di
jil(ow level)”, “FAfR[T jil(active)”, “4ff[xido ji](passive)”, “EL$#[zhi jig]
(direct)”, “[a]#¥#[jian ji€](indirect)”, “4AN{[jué dui](absolute)”, “E W [zhi guan]
(intuitive)”, “Za#P[jué miao](perfect)”, “FEE2[wh gii](innocent)”, “H3Y[you
xiao](effective)”, “FE3[wu xiao](invalid)”, “FTEFA[wa si](selfless)”, “Hr=l[xn
shi](new-style)”, “§1%%[j1 mi](confidential)”, “ZE4Myi wai](unexpected)” and “
BE{/t[lian jia](cheap)”. It is worth noting that there exist some unbalanced changes
among non-predicate adjectives. For example:

“#r#[xin shi]” (adjectivisation)—*|H={[jitshi]”(un-adjectivisation) ;
“LNFjué dui]” (adjectivisation)—“#f ¥ [xidng dui]” (un-adjectivisation)
“BEr[lian jia]” (adjectivisation)— = {/t[gdo jia]” (un-adjectivisation)

These unbalanced changes result in a pair of antonyms belonging to two differ-
ent parts of speech.
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1.7.2 Numerals

Numerals indicate numerical value (cardinal numerals); due to their sequential
nature, they can be used to show order or the order of numbers (ordinal numerals).
Before ordinal numbers, sometimes “&[di](auxiliary word for ordinal numbers)”
is necessary; sometimes it is not.

The basic function of numerals is to be attributes, belonging to nominal
modifiers.

Examples of numerals are as follows:

a  coefficient words: —[yi](one), —.[ér](two), FH(FH)[lidng](two), F.[wii](five),
t-[qT](seven), JL[jiti](nine), }-[ban](half)

b  digital words: [shi] (ten), F[bdi](a hundred), F[qian](a thousand), /7
[mo](ten thousand), {7,[yi](a hundred million)

¢ approximate words: J1[jT](several), ¥7-Z5[xti dud](many), #—[r& gan](some)

1.7.2.1 The criterion of classifying numerals

The criterion of classifying numerals is as follows:

([—[[yi](one)] ~<i(quantifier)>) A *(R[bi] (not)~ | ~(Pi[liang](two)<iik
(quantifier)>))

Digital numbers can be put before quantifiers after being added as coefficient
words in front, so “[—(one)]~<=(quantifier)>" is chosen to show the positions
of coefficient numerals and digital numbers. Since some adjectives fit in “~<&=
(quantifier)>", “*f(not)~" is chosen to exclude them, and “* (P4[lidng] (two)<
& (quantifier)>)” is chosen to exclude some demonstratives that fit in “~<&
(quantifier)>"also.

Before adjectives in “~ <& (quantifier)>", some other numerals can be added,
such as “—K7k[yi da zhang](a large page)”, due to which the criterion of clas-
sifying numerals can be decided as follows:

(I[yi] (one)]~<i(quantifier)>) A* (—yi] (one)(~<%k(quantifier)>)|~
(P[liang] (two)<i(quantifier)>))

Numerals belong to the closed category, so “_-[ér shi](20)”, “=FH L+
[san bdi wit shi ér](352)” and “— /57X T—H [yl wan liu qidn yi bai](16100)”
should be considered numeral phrases.

“Z#(coefficient word)+{i7#(digital word)” can be regarded as an attribute
and a headword construction consisting of a modifier and the word it modifies;
“(ZE(coefficient word)+{ir % (digital word))+ (Z%q(coefficient word)+ [{i7%
(digital word)])” can be regarded as a coordinate structure, such as “— T —F§
[yi jin ér liang](1.2 catty)”, “=3I:71 K /\~J[sdn zhang wii chi ba cun](3 zhang
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(a unit of length, 3 and 1/3 meters) 5 chi (a unit of length, 1/3 meter) and 8 cun
(a unit of length, 1/3 decimeter)) .

“=43y —[san fgn zh1 ér](2/3)” should be considered as numeral phrases, among
which “fi[didn]” and “43 7 [fen zhi]” are auxiliary words.

When numerals are used to show numerical value or order, the auxiliary word
“Z5[di](auxiliary word for ordinal numbers)” can be added before them to indicate
an order, such as “ZE[di]+#{(number)” or “F5[di]+4# 7] 1] ZH (numeral phrase)”,
which should be considered as numeral phrases.

Numeral phrases still possess numeral properties, the same as numerals.

Numeral phrases are often followed by “([lai](about)”, “Z%[dud](over)” or
“Zx[ya](more than)” to show approximate numbers, such as “ 2%/ [ér shi lai
sui](about twenty years old)”, “=-2-7[san shi dud gé](over thirty ones)”, «
= T$x%4[san qian ya ming](mort than three thousand persons)”, among which,
“k[14i] (about)”, “Z5[dud] (over)” and “5[y0] (more than)” should be consid-
ered as auxiliary words.

Among 43,330 words, there are 42 numerals, taking up 0.1% in total.

1.7.2.2 Two types of numerals

Numerals can be classified into two types as follows:

I Coefficient words: —[yi](one), —-[eér](two), =[san](three), PU[si](four), 1.
[wi](five), 75[lin](six), t=[qil(seven), /\[bd](eight), JL[jitt](nine), JL[ji]
(several), #[shu](number), Z[dud](over), f:[ban](half), Z%/>[dud shio]
(how many/much), #5F-[rud gan](some), /£ 2% [hin dud](plenty of), 2 [xu
duo](a lot of), #FZ%[hdo dud](a lot of), #F)1.[hio ji](several), FFEE[hio xig]
(many), T£#[wi shu](countless)

Coefficient words can modify quantifiers freely, and most of them can also
modify a digital number, but they cannot be added as another numeral in front
anymore.

II Digital numbers: {[shi](ten), 5 [bai](hundred), F-[qian](thousand), /7 [wan]
(ten thousand), {Z.[yi](a hundred million), /7 /7 [wan wan](a hundred million)

Digital numbers can be modified by a coefficient word but cannot modify
quantifiers freely, except for “-[shi] (ten)”, but only if they are compounded
with a coefficient word to form a phrase of coefficient word, such as “—F >
[y1bai gé](a hundred ones)”. When “—[yi](one)” is a coefficient word before
“~+[shi] (ten)”, it is often omitted, such as “(—)-FM(y1) shi g&] (ten)”, “(
—)+75[(y1) shi liu wan](sixty thousand)” or “(—)-+ —{Z[(y1) shi ér yi]
(twelve hundred million) ”. However, if there is a digital number larger than
“+ in front, “—(one)” should not be omitted, such as “—F—F[yi bai
yi shi g&](one hundred and ten)”, “=-F2Z—+75[san qidn ling yishi lin yi]
(three thousand and sixteen)” and “ . F— —{Z[ér bdi yi shi ér yi](two
hundred and twelve hundred million)”.
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1.7.2.3 The functions of numerals

The functions of numerals are as follows:

1

Numerals can modify quantifiers.

Some adjectives can modify quantifiers, such as “A[da](big)”, “/|\[xido0]
(small)” in “—K5k[yi da zhang](a large page)” and “PH/\NiR[lidng xido bei]
(two small cups)”, and they can be modified by ““A[bu] (not)”, “{E[méi]
(very)” as well, due to which the criterion of classifying adjectives can dis-
tinguish these adjectives from numerals.

Digital numbers, except for “-[shi](ten)”, cannot modify quantifiers
freely, only if they are compounded with a coefficient word to form a phrase
of a coefficient word, such as “—T5-{>[yi bai gé](a hundred ones)”, “= "} %
[sdn wan ming](thirty thousand persons)”.

Demonstratives, like “3X[zh&](this)”, “HP[na](that)”, “/F[mii](every)”,
Hmou](certain)” and “k[tou](the first)” also can modify quantifiers, such
as “IX-P[zhe gé](this one)”, “fF5fk[mii zhang](every page)”, “F-/[mou gé]
(a certain one)” and “*L#JE[tou pai](the first line)”, in the middle of which a
numeral can be added, such as “ZX—{>[xudn yi g¢&](this one)”, “&FH5k [mii
lidng zhang](every two pages)”, “F—~[mou yi g¢](a certain one)” and “3k
PAHE[tOu lidng pai](the first two lines)”. When numerals modify quantifiers,
no other numerals can be added in the middle.

Numerals and phrases of coefficient word cannot modify nouns directly
when they refer to numerical values, except for several special situations
(1.6.3.2).

Even though “i4Z[xli dud] (many)”, “/EZ%[hin dud] (plenty of)”, “F5
F[rud gan](several)”, “FT#[wi shu](countless)” and “4FEE[hido xi¢](a lot
of)” can modify nouns directly, such as “¥FZ& 5h[xi dud shi pin](many
foods)”, “{RZ%7K[hin dud shui](plenty of water)” and “Z5-[F]@i[rud gin
wen ti] (several issues)”, they don’t belong to those special situations men-
tioned in 1.6.3.2, so they are considered as the conversional words of numer-
als and quantifiers.

Most numerals and numeral phrases can function as subjects and objects but
only satisfy the following situations:

A in calculation and conversion

(12) —h0—%F = - [yl jid yi ding yu ér]
(One and one is ten.)

(13) +>F4&—TF - [shi ge shi shi yi bai]
(Ten and ten is a hundred.)

B as a transferred reference

(14) SHZESRE » —FEM{T © [you ku bao zha, yi si lidng shiang]
(The explosion at the oil depot left one dead and two injured.)
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(15) 3L—3%— - [mai yi song yi]
(Two for one.)

C in some fixed expressions

(16) —F— > & - [yishiyi, érshier]
(Free translation: to speak honestly)

(17) J\JURES |- - [bajiti bu Ii shi]

(Free translation: There is not much difference between two.)

Therefore, based on the above special situations as well as their function
of modifying quantifiers in the criterion of classifying numerals, numerals
should be categorised into modifiers.

1.7.2.4 Ordinal numerals and other words for the sequence

It is common to use numerals to indicate the sequence in the language structure,
such as “—H#[y1 16u](the first floor) or —ZF[ér déng](the second-class)”.

Not only locatives but also Gan-Zhis are employed to designate the sequence in
modern Chinese. These constituents for the sequence have the similar function to
ordinal numerals but with lack the cardinal numeral function. Therefore, they are
classified as a special category of words for the sequence. For example:

1 Gan-Zhis: FHZJ¢[jia ji](the first-class), ;§ X [bing qii](the third-section)
2 locatives: [-{lff[shang cé]( the first volume), [=FHA[xia xué qi] (the next
semester)

In addition, Latin alphabets can be used with the similar function of the words
for the sequence, such as class A and building B.

1.7.3 Numeral-quantifier phrases

1.7.3.1 Types of numeral-quantifier phrases

Generally speaking, numeral-quantifier phrases refer to the phrases of “numeral
+ quantifier”. Here is a discussion of words with the equal functions of numeral-
quantifier phrases. In word formation, these words can be divided into the follow-

ing types:

A the fixed words of “numeral + quantifier”, such as “—4[yT shéng](a whole
life)”, “—/\ig[y1 xido cud](a handful)”, “—[%[yT zhén](for a while)” and “
—2= )| [y1 hui ér](a little while)”.

B words with the compound pronunciations of “numeral + quantifier”, such as
“fA[lia](two)” and “{=[sa](three)”.

C  words excluded from the above two types and possessing the same meanings
and the same functions of numeral-quantifier phrases, such as “¥-Z%[xit dud]
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(many)”, “{EZ5[hén dud] (plenty of)”, ““K/I[bu shdo](not a few)”, “ K& [da
liang](a large number of)”, “&343[bu fen](part)”, “Z= & [quan bu](all)”, “Ff
Hsud you](all)”, “—+H/[yi qi¢](everything)”, “FFHI[you de](some)”, “}5 ZI|
[pian ké&](awhile)” and “¥F/Z [x1 jiti](a long time)”. Such words exist in the
large majority. Numeral-quantifier phrases mainly function as attributes or
quasi-objects and sometimes as adverbials.

The structure of “numerals + quantifiers” almost equals numeral-quantifier
phrases in the meaning and grammatical function, except for some minor dif-
ferences, based on which numeral-quantifier phrases can be divided into three
categories.

A. Nominal numeral-quantifier phrases

Y2 [xtt dud](many), A &E[da liang](a large number of), /D¥{[shdo shu](small
number), /D [shido xi](a little), 44K Z%%7[jué da dud shu](most of), —tJ][y1
qi€](everything), 4= & [quan bu](entire), Fi/ [sud you](all), FHH[ydu de](some),
—LE[yT xig](a number of), — 5 J[[y1 didnr](a bit), — ] & JL[yT ding diinr](a
wee bit), —i7[yT dai](area), f [liding](two), {=[sa](three)

The examples in the above mainly function as attributes and are equal to “numer-
als + nominal quantifiers” in semantic meaning and grammatical function. Some of
them can function as subjects and objects in the transferred condition, such as “&:
H[da liang](a large number of), Z6¥[dud shu](most), —1J][y1 gié¢](everything),
2 Ef[quan bu](entire) and ff [lidng](two)”. Let’s make a comparison between
“numerals + nominal quantifiers” and nominal numeral-quantifier phrases.

(18) a LT =T3¢5 [mii le san jin ping gud] (buy three catty apples)
SL7 = Jr[mdi le san jin] (buy three catty)*
b SETF %R [mii le xt dud ping gud] (buy many apples)
ST 2% [mai le xit dud] (buy many)*

(19) a = PIEHENE T [san gé ping guod dou lan le](three apples are rotten)
—/NEYE T [san gé dou lan le](three are rotten)*
b FZAEEENE T [x1t dud ping gud dou lan le] (many apples are rotten)
YFZ 80 T [xt dud dou lan le](many are rotten)*

(20) a fF3X—[a]/E[zai zhé yTjian wii] (in this room)
13X —[a][zai zhé y1 jian] (in this [&][jian])*
b FEX—7 X [zai zhe yi dai di q] (in this area)
1E3X—7[zai zhé yi dai] (in this 77 [dai])*

When “numerals +nominal quantifiers” is transferred to be the subject and
object, its function roughly equals that of a noun transferred from itself. For
example, when “=JT[san jin] (three catty)” is transferred into “SZEE [ping
guo]”, both are equal in function, serving as a common subject and object; when
“—[8] [y1jian]” is transferred into “[Z[wi](room)”, it can function as the object
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of “4F [zai](in)” because “E[wii](room)” is a place noun referring to a position
(see 1.6.3.5). Nominal numeral + quantifier phrases share the same function, such
as (19)b and (20)a in the above.!!

B Verbal numeral-quantifier phrases
—#[y1 fan], —<[y1 qi], — [T tong]

They mainly equal “numerals + verbal quantifiers” in semantic meaning and
grammatical function, serving as quasi-objects or adverbials, such as “—Z&[y1
fan], —*[y1 qi]”. Let’s compare them in the following examples.

FT# 7 — T[d4 ban le y1 xia] (have make-up slightly)
FT#7 7 —%&[d4 ban le y1 fan] (have make-up carefully)

C Time numeral-quantifier phrases

YR [xt jiti](a long time), J Zl[pian ke](awhile), —4=[y1 shéng](lifetime), —<=
JL[y1 huir](for a little while), —[% ][y zhénr] (for a moment)

They mainly equal to “numerals + time quantifiers” in semantic meaning and
grammatical function, serving as quasi-objects or adverbials, such as “¥FZ [xu
jiti](a long time) or J Zl|[pian ké](awhile)”. Let’s compare them in the following
examples.

27 =K[déng le san tian] (wait for three days)
ST/ [déng le xut jitl] (wait for a long time)

Numeral-quantifier phrases also belong to the closed category. The criterion of
classifying numeral-quantifier phrases is as follows:

<AETEiE(quasi-object)> | ((~(<Z1d|(notional word))> + Hy[de](of))) +
<% (noun)>/\ * ~<%{(numeral) + & (quantifier) + £4(noun)>)

In this criterion, numeral-quantifier phrases can function as quasi-objects,
such as “} Zl[[pian k&](awhile)”, “IFZ [x1 jit](a long time)”, “E A [lidng jit]
(a good while)” and “*}“fsj[ban shang](a long while)” or as attributes before those
attributes followed by “HY[de](of)” but not as attributes before “%4¢(numeral) +
& (quantifier)++4(noun)”, such as “ K &E[da liang] (a large number)”, “Af 7/ [sud
you](all)”, “—+HJ[yi gi¢](everything)”, “iFZ%[xi dud](many)”, “£EF[quan bu]
(all)” or “E4y[bu fen](part)”. Some demonstratives, such as “3X[zhe](this)”, “H[S
[na](that)”, “ME—[wéi yi](only)” and “{F{][rén hé](any)”, can function not only
as attributes before those attributes followed by “f5J(of)” but also as attributes
before “%4{(numeral)+& (quantifier)+54(noun)”.

Among 43,330 words, there are 72 numeral-quantifier phrases, taking up 0.17%
in total.
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1.7.3.2 The functions of numeral-quantifier phrases

1

Nominal numeral-quantifier phrases can function as attributes and be put
before another attribute with “f~(of)”, similar to phrases that have a numeral
+ quantifier. For example:

(21) HZZM[xt dud jido shi](many teachers)
VIR EAB AT x0 dud zai néng cin jido shil de jido shi]
(many teachers who teach in the country.)

(22) —YJnjEi[yi qi¢ wen ti](all problems)
— YR EEE 0] B yi gié buné jié jué de wen ti] (all unsolved problems)

(23) “A~/D$[bu shio shi](a lot of books)
RV NIH A [bu shdo gang chi bdn de shii] (a lot of newly pub-
lished books)

(24) K&ZEi%F[da liang shé béi](a large number of equipment)
NENEH%F[da liang xidn zhi de shé béi] (a large number of
unused equipment)

Based on the above conditions, most numeral-quantifier phrases can be dis-
tinguished from numerals, distinctive words, adjectives and state words.

State words without “ff5J[de](of)” as attributes directly cannot be put before
another attribute with “f9[de](of)”, except for “£xZ%[zhong dud](numer-
ous)”. For example:

(25) R EKFATTFE IR [zhong dud gdo shui ping de yan jin ke ti]
(numerous high-level research projects)

Actually, “fxZ%[zhong dud](numerous)” here is a numeral-quantifier
phrase, which should be considered as a conversional word of state words
and numeral-quantifier phrases.

The demonstratives such as “#X[zh¢](this)”, “Hf[na] (that)”, “ME—[wéi y1]
(only)”, “{F{a[[rén hé](any)” and “HA[qi ta](other)” as attributes can not
only be put before another attribute with “fy[de](of)”, but also be followed
by another phrase of a numeral + quantifier. For example:

(26) =iz EH[zhe gdo gdo pido yang de qi zhi]
XA = AR IR [zhe yi mian gdo gdo pido yang de qi zhi]
(this flag floating above)

(27) Al4EAYHE?[na jin huang de tidn yi]
H—H &5 HIHEF[na yi pian jin huang de tian yi]
(that golden field)

(28) ME—iE Rl L E AT H [weil yi tong guo jian ding de xiang mu]
ME——PNE A L TERY I H [wel yi yi gé tong guo jian ding de xiang mu]
(the only evaluated project)

(29) (Ffr]iF S HLERINLSS[rén hé wéi fan gui ding de ji guan]
(o] — I HUEATHLS3rén he yi gé wéi fan gui ding de ji guan]
(any office against rules)
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(30) HA5<HIEE]qi tA yi hui de tong zhi]
HAh—£L 524 [E £ qi tA yi xi¢ yi hui de tong zhi]
(other participants of a conference)

Therefore, “*(~ % (numeral)+& (quantifier)++4(noun))” is chosen to dis-
tinguish these demonstratives from numeral-quantifier phrases.

2 Verbal numeral-quantifier phrases, time numeral-quantifier phrases and some

nominal numeral-quantifier phrases can function as quasi-objects. For example:

(31) Z 1R/ [déng le hén jiti] (waiting for a long time)
(32) 4£77 *Hi[zuo le ban shing] (seating for a long while)
(33) =2 [gao xit dud] (much higher)

(34) /\—IE [xido yT xi€] (a little smaller)

The above two functions are the characteristics of numeral-quantifier
phrases. As a numeral-quantifier phrase, it should satisfy at least either of
them, based on which it is easy to distinguish numeral-quantifier phrases
from other parts of speech.

3 Numeral-quantifier phrases cannot modify quantifiers. However, “1fZ%[xt
dud] (many)”, “{EZ5[hén dud] (a lot of)”, “FF-[rud gan](several)”, “#fLb
[hdo xi&] (quite a lot)” and “#}%%[hdo dud] (a good many)” can modify quan-
tifiers, and they should be considered as the conversional words of numerals
and numeral-quantifier phrases.

4  Generally speaking, numeral-quantifier phrases cannot function as subjects
or objects, except for when they are used as transferred references. For
example:

(35) RZCEFR)EA T o [hén dud ping gud dou huai le](Many (apples)
rotted.)

(36) &UT—VI(A7=) - [mo shou yi qié cai chidn.](to confiscate all
(possessions))

Since the situations of being transferred references are very special, without
universality, and the numeral-quantifier phrases in “</ 7 1% (quasi-object)>"
and “~(<3Z7d(notional word)> +Y[de](of)+<%(noun)>)" function as
modifying constituents, numeral-quantifier phrases are still classified as
modifiers.

5 Some numeral-quantifier phrases can function as adverbials without chang-
ing their meanings, such as “ KX &[da liang](a large number)”, “Z47[bu fun]
(part)”, “£=[quan bu](all)”, “¥F A [x1 jiti](a long while)” and “} Zl|[pian
ke](awhile)”. They can be classified into the conversional words of adverbs
and numeral-quantifier phrases, based on the hetero-type strategy. Or, they
are only classified into the category of numeral-quantifier phrases, based on
the homo-type strategy.

“Numerals + verbal quantifiers” and “numerals + time quantifiers” can function
freely as adverbials. For example, “=ZXM[J14¢%)[san ci cong mén kou jing
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guo] (pass by the doorway three times)”, “ft A YiG— N 251525 [ta de lidn y1 xia
bian de sha bai] (his face went white immediately)” and “PHKRIZ1R[lidng tian
bu chi fan] (not to eat for two days).

Based on the homo-type strategy, verbal numeral-quantifier phrases and time
numeral-quantifier phrases, both of which function as adverbials, are not treated
as adverbials. For example:

(37)a kK ZIEI%(] [pian ké ji dao](to arrive soon)
b K —F& 1Y 1t[da jia yi fan yi lun] (everyone discussed a lot)

Since “numerals + nominal quantifiers” cannot function freely as adverbials,
Az [da liang](a large number of), 47 [bu fén](partial), £ Ef[quan bu] (all)”,
all of which function as adverbials, are treated as the conversion of numeral-
quantifier phrases and adverbs, based on the hetero-type strategy. For example:

(38) a K& A G (#& 14])[da liang rén yuan] (a large number of personnel)
(K=[da liang] is a numeral-quantifier phrase.)
b KEATHAHL(ETH) [da liang sheéng chin dian shi ji] (to produce a
large number of television sets)
(CKi&Z[da liang] is an adverbial.)

1.7.3.3 The distinctions between numeral-quantifier phrases and
adjectives or distinctive words, along with others

Some adjectives can function as attributes directly but just after other attributes
with “fJ(of)”. They also can co-exist with another structure of “numeral + quanti-
fier”. For example:

(39) a WISEAYERZ AR [gang mai de pido liang y1 fi]
(the beautiful clothes just bought)
b *ZEENISLRY AR [pido liang gang mii de yi fu]
¢ —{FNISCHYZESEAC Ry jian gang mdi de piao liang yT fu]
(a beautiful cloth just bought)

(40) a ASLAYIE HF-[mu téu de yuan zhud zi]
(the wooden round-shaped table)
b *FEARLATEF[yudn mu téu de zhud zi]
¢ —HEARSLAYE BT [yT zhang mu tou de yudn zhud zi]

(a wooden round-shaped table)

Words such as “¥42%[xt1 dud] (many)”, “ X &[da liang](a large number)”, “/1»
[shio liang]& (a little)”, “/b¥F[shio xti](a few)”, “Fff/A [sud you](everything)”
and “AXHL[da pT](amounts of)”, as adjectives, cannot be modified by “R[hén]
(very)” or co-exist with a structure of “numeral + quantifier”. They can be put
before attributes with “fJ[de](of)”” when functioning as attributes. For example:
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(41)a VP MISLAIARRIx dud gang méi de yr fi]
(many clothes just bought)
b * LA ARARAT 2 LA shi jian xUi dud y1 £/ xti dud ji shi
jian y1 fu]
(42) a KEHTHTAYSC)[da liang xTn chi ti de wén wul]
(a large number of newly unearthed cultural relics)
b *JLEAFREXY)KELE I bii jian da liang wén wi/ da liang
jibai jian wén wu|
(43) a /DENZEREY)[shio shu chi cdo de dong wu] (a few herbivorous
animals)
b *Fp DR D E - FR ) [shi zhong shio shu dong wu](*ten a few
animals)/ [shdo shu shi zhong dong wii] (a dozen of animals)

Therefore, these words should not be considered as adjectives. In addition, they
cannot be treated as distinctive words either, for distinctive words can be put
only after those attributes with “f5[de](of)” when functioning as attributes. For
example:

(44) a RESAATAY M2 4E50% [néng zhi yu de man xing ji bing]
(the curable chronic disease)
b * B MERE G AT [man xing néng zhi yu de ji bing]

(45) a HENIRE IR EFAEZ)P)[shi ying néng 1i qidng de y& shéng dong wu]
(the wild animals of strong adaptation)
b *EpAEIE RN BE JIIRAY S [yé shéng shi ying néng li qidng de dong wil]

The function of these words is similar to that of the structure of “numeral +
quantifier”, such as “iZ%[xt dud] (many)”, “AX&E[da liang](a large number)”
and “F775[sud you](everything)” in the examples from (41)—(43), which can be
replaced by a structure of “numeral + quantifier”. So, they should be classified as
numeral-quantifier phrases.

“Hll(individual)” can not only be modified by “{E[hén](very)” but also can
function as an attribute before another one with “fy[de](of)”. It is similar to a
numeral-quantifier phrase in usage. For example:

(46)  PRIER ORI [E] S [gé bié wéi fan ji 1l de tong xué]
(several individual students against rules)

So “NHll[gé bié](individual)” in the above example should be considered as
a numeral-quantifier phrase. To be more exact, “P5ll[gé bié] (individual)” is a
conversional word of adjectives and numeral-quantifier phrases.

“Hi4r[bu fen](part)” can not only be modified by phrases of numeral + quanti-
fier, such as “=-E}47[san gé bu fen](three parts)”, but also by numerals directly,
such as “—&47[yi bu fen](a part)”, so it is considered as a conversional word of
nouns, quantifiers and numeral-quantifier phrases.
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1.7.4 Demonstratives

Demonstratives have the indicative function of mainly being attributes.

1.7.4.1 Two criteria of demonstrative classification

Demonstratives can be classified by two criteria due to their distributions in dif-
ferent times. They are as follows:

I ~<¥& % (numeral-quantifier phrase +noun)> [(Z ¥ (attribute + headword)) /\*
(18 1& (predicate) | {4%{F)(nominal))
(in modern Chinese, such as “%&f[mii](every)”, “53[ling](another)”, “{F{a][rén
hé](any)”, “IfE—[wéi yi](only)”, “4X[zhé](this)” and “_F[shang](previous) )

Usually, demonstratives appear before “4& 4 (numeral-quantifier phrase +
noun)”, such as “}X—7A5[zhe yi bin shi](this book)”, “{F{a[—> A [rén hé yi
g¢ rén](anyone)” and “_[—17H 5 [shang yi ching dian ying](the last film)”.
Since some predicates and nominals can also fit in this position, such as “Z& [
—XX#E[xui bai yi shudng xié](a pair of pure-white shoes)(state word + numeral-
quantifier phrase + noun)”and “{tf2{| JP4-{> A [tA men liing gé rén](they two)(nom-
inal pronoun + numeral-quantifier phrase + noun) ”, “(i§ & (predicate) | {417
(nominal))” in the criterion is chosen to exclude them from demonstratives. The
above criterion can also be further written as follows:

~ <} & 4% (numeral-quantifier phrase + noun)> [( 7g FP(attribute + headword) )l
A* (<118 (predicate)> | <fME(complement)> | <3 EZ(subject & object)>)

II. ~<%(noun)> [(7E F(attribute + headword)) A\ * (<% & (numeral-quantifier
phrase)>~<#(noun)> | <7 E(subject and object)>)
(in classic Chinese, such as “Z<[bén](this)”, “i%[gai](this)”)

Two types of demonstratives in the above can be classified by a unified criterion:

<JE(attribute)>/\ * ~ <% & (numeral-quantifier phrase)>~[fJ(of)|+ <%
(noun)> [( 7 H1(attribute + headword) )]

Distinctive words can appear but just after numeral-quantifier phrases or
phrases of numeral + quantifier in “<%({&(numeral-quantifier phrase)>~<%
(noun)>”, such as “—&FE MMy tai cii sé dian shi jT](a color TV set)”, «
R EHEMALbU shio cdi s¢ dian shi jT](many color TV sets)”. Demonstra-
tives cannot appear simultaneously with numeral-quantifier phrases, such as “7Z%
[bén] (this)”, “1%[gai] (this)” or just appear before them, such as “#X[zh¢&](this)”,
“FF[na](that)”, “&F[mé&i](every)”, “F[mou](certain)”, “/F{af[rén hé](any)”, “55
[ling](another)”, “EAtf[qi ta](other)” and “ME—[wéi yT](only)” in “~<EHFH 4
(numeral-quantifier phrase + noun)>”, like the examples of “3X—& H{{A/1(this
TV set)”, “f—& HAHL[mE1 y1 tai cdi s¢ dian shi ji](every TV set)”, “_F— 4L
FE[shang yi gé 1i bai](the previous week)”, “SLPHHEFART[tOu liing pai song shu]
(the first two lines of pine trees)”.
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In the past, demonstratives belonged to pronouns. In consideration of their spe-
cial distribution with the big semantic difference from pronouns, they should be
categorised independently. Lv Shuxiang (1979) points out that it is more appropri-
ate to subdivide pronouns into pronouns and demonstratives, which accords with
the classification in this book.

Some demonstratives function as subjects and objects, such as “7X[zhé] (this)”,
“HS[na] (that)”, “[tk[ci](this)”, which are considered as the conversional words of
demonstratives and nominal pronouns.

Among 43,330 words, there are 26 demonstratives, taking up 0.06% in total.

1.7.4.2 Sub-categories of demonstratives

Based on the demonstrative meanings, demonstratives can be sub-categorised
into the following:

A the definite demonstratives: 7X[zhé] (this), [I5[ci] (this), F5[na] (that), Z<[bin]
(this), %[ gai](this)

B the indefinite demonstratives: :[mdu](certain)

C the arbitrary demonstratives: 5:[mé&i] (every), [£{a[[rén hé] (any)

D demonstratives for others: 55[ling] (another) » 534[ling wai] (the other) »
HAtf[qf ta](other), 3[you](again)

E demonstrative for unicity: ME—[wéi y1] (only)

F sequence demonstratives: _F[shang](upper), T~ [xia](below), Fij[gian](front),
J&i[hou](behind), sk [tou](first)

G demonstrative for sameness: [E][tong] (same)

1.7.5 Onomatopoetic words

Onomatopoetic words are the words for imitating sounds, due to which they
are also called mimetic words. Their basic function is to be attributes and
adverbials.

Commonly used onomatopoetic words are as follows:

ff[pa](bang), & [dong](rub-a-dub), ¥ [zhi](creak), Hill[shua](swish)

242U [dang dang](clang), MEME[hua hua] (a sound of gurgling water), BB [ pa
pi] (puff), KI5 [wT wii](purr)

M7 4[ding dang](jingle), MEM[hua 1a](clatter), IEMA[p1 pa](flif-flop), ML [cl

lit](slip)
MEMR I [hua 1a 1a](clatter), 0] 244 [ding dang dang](jngle), ZEfZ[%£[hong long
long](rumble)

Some onomatopoetic words originate from interjections, such as “I%[ai], &
[Ag] (to show doubt) and I{[ai yo](ouch)”.
The criterion of classifying onomatopoetic words is as follows:

“~7[HY[de] | H#[de]](FEZ[sheng yin](sound) | —FE[yi sheng](a sound) | [
{E10E [zud xidng]) A *<{Fid](predicate)>
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Among 43,330 words, there are 22 common onomatopoetic words collected
in the research, taking up 0.05% in total, most of which haven’t been listed here.
The functions of onomatopoetic words are as follows:

1 Most onomatopoetic words followed by “f[de]” can function as attributes,
and some without “HY[de]” can have the same function but may not be as flex-
ible as the ones with “HY[de]” in use. Different from other modifiers, they often
appear with quotation marks as quotation constituents in expressions with
HY[de]”or without “HYJ[de]”. As attributes, they usually modify “F & [shgng
yin](sound/voice)”, “FEln[sheng xidng](noise)”, “—7[yi sheng] (a sound)”
or ... .. 74 [sheng](sound)”, such as “‘4[dang](ding-dong)’fy—75 [de
yi sheng](a sound of [dang],’]”, “ ‘T *4[ding dang](jingle)’—7H=[yi sheng]
(a sound of [ding dang]”, « ‘MEME[hua hud](a sound of gurgling water)’ Y=
[de shgng yin](a sound of [hud hua]”, «‘ZE[#Z&[#%[hong long hong long]
(rumble)’ /YT [de shgng xidng](the noise of [hong long hong 16ng]”, « ‘I8
I [pgng peng](bang)’fY[ ] [de qido mén sheng](a knock of [peng peng]at
the door” and “ ‘M5 [wi wi](purr)’ Y 5€ 55 [de ki sheng](the cry of [wii wii]”.

2 Most oonomatopoetic words followed by “Hf” can function as adverbials,
and a few onomatopoetic words can have the same function without “7”.
Some of them can appear with quotation marks as adverbials, different from
adverbs in use. For example:

(47) Ay O ECEEE H Bk - [tA de xin zai ph pl zhi tido](“IEEE[ph pa]
(puff)” describes the strong heartbeats caused by something unexpected.)
(His heart beats faster)

(48) /N UIEIE“HIZET - [xido wang g¢ g¢ de xido le](“I&I%[ge g¢]
(chuckle)” describes the sound of smiling)
(Xiao Wang gurgles happily)

(49) ZFLBHGHEARVMEINA © [quén téu cudn de gé beng zuo xidng](“F& /1A
[gé beng](crack)” describes the sound caused when hands are clenched
tightly.) (Clench one’s fist tightly)

(50) “Wgl”$th—#F F-F T2k 2  [shud de yi bidn zi da guo qu](“Til[shua]
(swish)” describes the sound of a whip when it is used to lash some-
thing.) (to lash quickly with a whip)

3 Onomatopoetic words can be used independently or as independent constitu-
ents. For example:

(S1) “H” > ['19h—7=1@0 - [pd, mén wai yi sheng qidng xidng](“TiH[pa]
(crack)” describes the sound of shooting.) (a gunshot outside the door)

(52) —H Mk kb > O~ O~ UL . . . [yi zhi wil ya cong tou shang
fei guo](“Ui[gud] ~ Wi[gua] ~ W{[gud]” describes the sound of a crow
crying.) (A crow is flying over the heat with the sound of “gua . ..”)

4 The onomatopoetic words from the sounds of humans or animals can be used
as verbs temporarily, indicating the sounds made by these onomatopoetic
words. For example, ““#5° 7 —7 [ha le yT shéng]’means to make a sound
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“I5[ha](aha)”, which can be regarded as a result of a covert behaviour of
making a sound). More examples are as follows:

(53) /NI T —75 o [xido pO mido le yi sheng] (“I#[mido](mew) describes
the sound of a cat crying.) (Xiao Po made a cry of “miao”.

(54) FHOE TR R LEE - RAFIRIR TP © [niu ma shi
xidng le xidng, méi fa ér hui da, zhi hdo ki ka le lidng sheng](“IHFlHE
[ka ka/(clack)”describes the sound of coughing.) (Not knowing how to
reply, the Niu clergyman had to make the sound “kaka”.)

For those onomatopoetic words similar to the interjections and imitating
sounds from humans, almost all of them can be used as verbs temporarily.
For example:

(55) FMEBZM I T —F= - [yl guan kan zhe ta i le yi sheng](“I¥[4i]
(hey)”describes the sound of expressing exclamation.) (Yu Guan made
the sound of “ai” when looking at him.)

(56) MR T PR » tIVEESSE - [tA z¢& z¢€ le lidng sheng, yi tan qi gi
1ai](“I53M5i[z€ z€](click of the tongue)”describes the sound of express-
ing regret.) (After having made the sound of “zeze”, she began to sigh.)

Except for the above, onomatopoetic words cannot function as other con-
stituents. Those in the following three situations are not onomatopoetic words.

A “ILEREIE[1 i gt 10](gabble)”, “T T 244 [ding ding dang dang](jin-
gle-jangle)”, “f pimF [ [ph tong ph tong](thump)” can be used as pred-
icates and complements regardless of the sense of grammatical function
or the sense of word formation, which is as same as state words, so they
should be considered as state words. All quadrisyllabic words imitating
sounds are state words; onomatopoetic words refer to the ones in mono-
syllables, disyllables and trisyllables.

B & [di da](tick)”, “ELiZ[ba da](rattle)” and “NEHE[gh da](bubble)”
can be used as the cores of predicates or be followed by objects. How-
ever, in this situation, they are different from onomatopoetic words both
in phonetic forms and in meanings, for their latter syllables are usually
weakened into light tones along with the meanings changed from imi-
tating sounds to expressing certain behaviours. When they are used as
onomatopoetic words, the pronunciations of their latter syllables are not
changed at all. For example:

(57)a EHE_EAI/KA THZ[dida)%E - [wh yan shang de shui wing
xia dida zhe](The water is dripping from the roof.)
b R [di da]l—E= N o [dida yisheng xidng](a sound of “[di d&]”)
(58) a /NfEiE[bada)EHE - [xido gdu bada zhe zui](The puppy
snaps its mouth.)
b EIE[ba dal—FE i L35 - [ba da yi sheng ba gai ér gai
shang](Cover a lid with the sound of “[ba da]”)
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(59) a UH R IEE [g0du]fE - [bd hdi dai gOdu lan](Stew Kkelp
well-done)
b I da]—CIHEIEYE T o [gh da yi kou ba jiu he guéng
le](Drain the wine in one drink)
Therefore, “Z [dida]”, “MUIZ[bada]” and “IEHf[g0du]” in group (57)a,
(58)a and (59)a should be regarded as verbs and “Ji#Z5[di da]”, “MUIE[ba
da]” and “nd#f[g dQ]” in group (57)b, (58)b and (59)b should be regarded
as onomatopoetic words.
C “IFiE[hd 10](snore)” and “HEfi&[da 1G](trill)’can function as objects
when their phonetic forms and meanings are changed. For example:

(60)a FJT7—KIFME - [di le yi ye hilu]

(snoring for a whole night)

b MEL BRI o [hou 1ong If hil 10 xidng]

(The throat grunts)
(61)a BEEITT—PHEIE - [zui li di le yi g¢ dilu]

(make a sound of “dulu” in the mouth)

b g 2 o [dh 14 yi sheng hud xia qu]

(Slide down quickly)
“ISEiE[hdlu]” and “HfIE[dGlu]” in group (60)a and (61)a should be
regarded as nouns, while “IFEIE [hi 10]” and “IiI&[d0 14]” in group (60)b
and (61)b should be regarded as onomatopoetic words.

1.7.6 Adverbs
Adverbs don’t belong to a unified category, but their main grammatical function is
to be adverbials. They belong to the category of predicate-modifiers.

1.7.6.1 The criterion of classifying adverbs

The criterion of classifying adverbs is as follows:
<Jk(adverbial)> /\ *<EAMh )£ % 57 (other syntactic constituents)>
This criterion can be more concrete.

<IR(adverbial)> A(*R[bu] (not)~|7R[hén] (very)~|~ ( ZZ(object)) |
( FEEE(subject&object) ) | ( A1 (quasi-object) ) | (#2718 (onomat-
opoetic word) )))

“¥R[bu] (not)~|fR[hén] (very)~|~ (ZZ(object)) | ( EFE(subject&
object) ) ” The above criterion separates adverbs from nominals and predi-
cates, both of which function as adverbials. “* ( f:F£i%(quasi-object)) |
(#LL7= 1H)(onomatopoetic word) )™ separates adverbs from numeral-quantifier
phrases and onomatopoetic words.

Among 43,330 words, there are 999 adverbs, taking up 2.3% in total.
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The functions of adverbs are as follows:

All adverbs can function as adverbials. Adverbs usually follow after subjects
when functioning as adverbials. Some of them can be put before subjects,
such as “¥2 5 [xing kuf](fortunately)” and “ZfK[hl ran](suddenly)”.

A few adverbs can function as an independent sentence directly or after being
added to modal particles, such as “tf7 [yl xu](perhaps)”, ““f[bu] (not)”, «
7 [méi you](none)”, “AfE[da gai](roughly)”, “FFE[gin jin](hurriedly)”
and “H;_[-[m4 shang](immediately)” (Lu Jianming, 1982).

““K[bu] (not)” and % [méi you] (no)” can function as predicates or be modi-
fied by other adverbs, but, due to their insufficient meanings in this function, this
usage should be considered as omitting headwords. Therefore, ““f~[bui] (not)”
and “& 7 [méi you] (no)” cannot be classified as kernel words. For example:

(62) FA! [wo bu](I don’t want to)
(63) ;&7 - [tA méi you](He doesn’t have)
(64) TR ° [wo yi bu](I don’t want to, either)

“fR[hin] (very)”, “fi[ji](extremely)” can function as complements, such as
“4715fR[hdo de hin](very good)” and “Kfl T [da ji le](extremely big)”,
which is usually considered as an exception for the functions of adverbs.
From the diachronic perspective, this function comes from the remaining
influence from predicates. Although “f¢[ji] (extremely)” as an adverb of
degree and “t¢[ji](extremely)” as a noun with the meaning of “Tiji =i [ding
dian](top)” have the same origin, the latter gradually develop into a verb,
with the meaning of reaching to the top degree. For example:

(65) I TRATE[pi ji bu dé] (too extremely tired to get something)
(66) Z5R4:11 [qiong ji yi sheng](rack one’s brain extremely to find a way)

“fz[ji](extremely)” as a complement in modern Chinese continues this usage
and often appears in written language, while, when functioning as an adver-
bial, it is very popular in spoken language. No matter which form it is in, “fk
[ji] (extremely)” should be considered as a word with a generalisation level,
and “f¢[ji] (extremely)” is a verb when functioning as a complement.
“fR[hin] (very)” originated from the adjective with the meaning of “vicious
and malevolent” and used to be written as “JE[hin] (very)”. For example:

(67) HHITEIREE 7 [mii ri xing zou hin xin ki le](walking everyday is
very hard.)

(68) TBEHYIRE[wh wei de hin] (to be very boring.)

The function of being a complement for “fE(JE) [hin hin](very)” seems
to come from the remaining influence of adjectives as complements, and it
should be considered as an adjective here. If it is so, the exception of an
adverb as a complement should not exist at all.
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The compatibility degree between adverbials and complements is extremely
small, only about 0.03 (see Chapter 6 in Modern Chinese Parts of Speech:
Classification Theory), which reflects that they don’t share the equivalent
functions. It is not proper to regard words in the positions of complements
as adverbs of degree, such as “4Jfi[jué ding](utterly)”, “FE[si](deat)”, “it
[yuan](far)”, “tf[huai](bad)”, “FELL[wh bi](incomparable)”, “i%[tou](thor-
oughly)”, “#ETii[tou ding](thoroughly)”, “f[huang](flurried)” and “JFZE[li
hai](severely)” (Yang Yulin, 1995, 1998; Zhang Yisheng, 2000). In this book,
words in the positions of complements can be considered as verbs or adjec-
tives; if they can function as adverbials as well, they should be considered to
have the properties of adverbs at the same time.

5 Although “#7i[béi po](forced)”, “H#E [gu yi](deliberately)” and “ 5 H
[hu xiang](each other)” fit in the structure of “&[shi]~AY[de](is/being)”,
they should be considered as adverbs because “HY [de](is/being)” is a
mark for a nominal modifier, which can change not only nominals and
predicates into nominal modifiers but also predicate modifiers into nomi-
nal modifiers.

6 Besides the functions mentioned above, adverbs don’t have others any-
more. “f-Hf[chang qi](long-term)”, “I[HHf[lin shi](temporary)”, “E. [F[zh¢n
zhéng](really)” and “Hzfj[zi dOng](automatic)” can function as adverbials
and attributes but not as other constituents. Actually, they have the proper-
ties of both adverbs and distinctive words at the same time. Their quantity is
small and only takes up 7% of adverbs in total; therefore, they are considered
as the conversional words of adverbs and distinctive words, based on the
hetero-type strategy. “fx[zui](the most)” can function as an adverbial or as
an attribute to modify locatives and some nouns, such as “f_F.[fi[zui shang
mian](top-most)”, “fx /£ #1[zui zud bidn] (left-most)”, “EZJEE/Z[zui di céng]
(bottom-most)”, “fz =& [zui gdo feng] (the highest peak)” and “EzFiZ%[zui
gian xian] (the forefront)”, so it is also considered as a conversional word of
adverbs and distinctive words.

Zhu Dexi (1985a) once said, “distinctive words only modify nouns or appear
before ‘HY[de](is/being)’” and “adverbs are defined as words only functioning
as adverbials”. So, in that way, “+-Hf[chang qT](permanently) and I [lin shi]
(temporarily)”, which can function as adverbials, cannot be distinctive words
which “only modify nouns or appear before ‘f5[de](is/being)’”; “+-HA[chang q1]
(permanently), Ifi][lin shi](temporarily)”, which can function as attributes, can-
not be adverbs “only functioning as adverbials”. However, the fact is that both are
conversional words of distinctive words and adverbs, for they have both functions
at the same time. Obviously, Zhu’s definitions of distinctive words and adverbs
are indeed inadequate, and there is a need to explain them further. “Only func-
tioning as attributes/adverbials” (1985a) aims at distinguishing distinctive words
and adverbs from nominals and predicates, the reason of which is that Zhu Dexi
(1982a, 1985b) separately included the function of being attributes into nominals
and that of being adverbials into predicates, based on a priority of the homo-
type strategy. When the grammatical functions of distinctive words and adverbs
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cross, they are classified into the conversional category, based on a priority of the
hetero-type strategy. After this explanation, the definitions of distinctive words
and adverbs can be improved: Distinctive words are those that fit in “%{ & (quan-
tity)~4418)(noun)” as attributes; adverbs are those that can function as adverbi-
als but not quasi-objects in modifiers. In that way, modifiers functioning as both
attributes and adverbials can be treated as the conversional category of distinctive
words and adverbs.

1.7.6.2 Various meanings of adverbs

Adverbs have various meanings, which are listed as follows:

1 to express mood: 7 [ndn dao](could it be said that . . .), 7Z % [jil jing](what
actually happened), f& B [jidn zhi](virtually)
2 to express modality: t7{/F[yi xit](perhaps), Af#%[da gai](probably), L% bi
xti](should), /[ zhiin](must)
to express time: .42 [yl jing](already), Ml[gang](just), & 2% [céng jing](once)
4 to express location: Fl|#A[dao chu](everywhere), FLHE[jiu di](on the spot), I
#A(everywhere)
5 to express repetition: X [you](again), t.[yi](also), & [hai](still)
6 to express range: #5[dou](all), H[zhi](only), Y:[guang](alone)
7 to express degree: {R[hin](very), +47[shi fgn](completely), Fz[zui](most),
H[géng](more)
8 to express negation: “~[bu] (not), & [méi] (no), Hl|[bié](not)
9 to express quantity: =l FE[z0ng gong](total), —3[yi gong](altogether), & &
[20 zG](fully)
10 to express manner: 3= H [qin zi](personally), [#1F[qido gido](quietly), G 1H
[hu xidng](mutual), EFF T [gdn mang](hurriedly)

(%)

1.8 Function words

In the sense of semantic meaning, function words don’t indicate a conceptual
meaning which reflects the outside world; instead, they mirror various relations,
states and functions on the inside of a language or in the subjective implications of
speakers. Function words are not independent in grammar, which means they can-
not serve as syntactic constituents alone, and they have to be attached to another
notional constituent. They belong to the closed category, including prepositions,
conjunctions, modal particles and auxiliary words.

1.8.1 Prepositions
The semantic function of a preposition is to introduce different objects related to

behaviours or things. For example:

(1) a WX a8 THTSE[dui zheé ge wen ti jin xing yan jit](to do research on
this issue) (The object after “¥f[dui](on)” is introduced.)
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b /NI ITHE T T — Wi [xido 1it béi 130 shi pi ping le yT dun](Xiao Liu was
blamed by the teacher.)(The passive agent after “#[béi](by)” is introduced.)

¢ PRI AL [yong shu zhT bd zhang peng chéng qi lai](to sup-
port the tent with branches of a tree) (A tool is introduced after “[yong]
(with)”; the passive object is introduced after “f=[bd](to)”.)

d [ ETHEZE [xiang qidn pdo qu](run forwards) (The direction is introduced
after “[a]Fij[xiang qian](towards)”.

e MFERE K ZEUE[cong xué xido qu hud ché zhan](from school to train sta-
tion) (The starting point is introduced after “ M [cong[(from)”.

f 255 5SL T — 45 géi di di mai le y1 bén shii](buy a book for the younger
brother) (The recipient is introduced after “25[gé&i](for)”.)

g Z&/INIBA HIER[géi xido péng you jidng gu shi](tell a story to children)
(The recipient is introduced after “Z5[g&i](to)”.)

(2) a T FHEFRF AR E[guan yu yi zhou gi yudn de xué shu bao gao]
(the academic report on the origin of universe) (The related object is intro-
duced after “4%-[guan yu](on)”.)

b WX A AT E L [dui zhé ge wen ti de yi jian] (the opinion on this issue)
(The related target is introduced after “¥f[dui](on)”.)

1.8.1.1 The criterion of classifying prepositions

The criterion of classifying prepositions is as follows:

(~<5Z1d](notional word))> + <iFiF/ MR 77 (predicate constituent)>) [k
(adverbial and headword)) | (<iiA/14EE 57 (predicate constituent)>~<5&
iH(notional word)> [(J5 Ik iEpost-adverbial) )

Prepositions only have one function, and that is to form preposition structures
after being put before notional constituents. Additionally, nominal constituents
and predicate constituents can also be put after prepositions, such as “HEAFZE4E
#F[bd yan jit gdo hdo](doing the research well)” and “Y77 > N E >4 #R [ dui xué
xi bu gan xing qu](having no interest in learning)”. Under a certain condition,
prepositions can function as modifiers, such as “M 2 EF MM [cong ji xing dao
man xing](from the acute to the chronic)”.

The preposition structure is a kind of adverbial structure, and their functions
are as follows:

1 Preposition structures can function as adverbials directly.
2 Some preposition structures can be put after predicate constituents as post-
positive adverbials. For example:

(3) FErd H[1ai zi nan fang]

(coming from the south)

(4) AT L5 [sheng ya bii jing]
(born in Beijing)
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(5) {35 [yin wang shang hai]
(transport to Shanghai)
(6) fmT—l[gao yl yi gie]
(above all else)
(7) LT [gii di rén yi da i

(to attack enemies)

In the past, preposition structures after predicates were regarded as com-
plements of time and place. However, strictly speaking, the complements
of time and place are different from other complements, for the former has
the properties of modifiers, while the latter has the properties of predicates.
Therefore, it is more proper to treat the former as postpositive adverbials.

3 A few preposition structures can function as attributes after being added to “
fy[de](of)”. For example:

(8) YA/ [ dui ta de yi jian]
(the opinion of him)

(9) T HERIPHY/IE 2 [guan yu huan jing bio hu de bao gio]
(the report of environmental protection)

Among 43,330 words, there are 95 prepositions, taking up 0.22% in total.

1.8.1.2 “i%[lian](even)” as an auxiliary word

“i#[lidn](even)” is often used before constituents of notional words and then
followed by constituents of predicates, such as “3EA{ {7-~ £17&[lidn ta y& bu zhi
dao](he even doesn’t know it)”. “3Ef[lidn ta] in the example functions as a
subject instead of an adverbial, so it should not be classified as a preposition but
an auxiliary word.

Most prepositions originated from verbs, and, sometimes, it is very hard to dis-
tinguish them clearly. The ways to differentiate them are as follows:

A to see if they can function independently.

Here, to judge whether they are prepositions or verbs is to see if they can function
independently as predicates or objects or if they can be modified by adverbials
and used alone. If they can, they are verbs, for no prepositions have such func-
tions. By the way, some verbs cannot function independently, either.

B to depend on the situations after they are followed by the constituents of
notional words.

In the situation of being followed by notional constituents, if they can be modified
by ““[bu](not)” or other adverbials and function as predicates but not adverbials
or postpositive adverbials, they should be verbs; if they can function as adverbials
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or postpositive adverbials but cannot function as predicates, or if they function as
predicates but cannot be modified by ““f~(not)” or other adverbials, they should
be prepositions. For example:

Q: {RAMES T —HZ? [ni géi shui xi& le yT feng xin]
(To whom you wrote this letter?)

A: FRZEFK= - [wO gé&i zhang san]
(To Zhangsan)

A¥*: FALEFR = o [wo bu géi zhang san]

“24” in the above example is a preposition. In addition, after being followed by
the constituents of notional words, “1F[zai](in)”, “%l[dao](at)”, “FH[yong](with)”
and “§fi[chd0](to)” can function not only as predicates after being modified by “
A[bu](not)” or other adverbials, but also as adverbials and complements of time
and place. Therefore, they can be considered as the conversional words of verbs
and prepositions.

“Fl1[hé](and)”, “5[yt](with)”, “[E][tong](and)” and “FF[gen](with)” are preposi-
tions and conjunctions at the same time. It is still not easy to distinguish them clearly
in use. The criterion of differentiating them is as follows. For the sake of conveni-
ence in explanation, “f{l(and)” is chosen as the representative of “F1[hé](and)”, «
S[yu](with)”, “[=][tong](and)” and “FR[gén](with)”, and “FH[jia](A)” and “Z,[yi]
(B)” are chosen to stand for the constituents before and after “F1(and)”, respectively.

A If the structure of “FIF1/.[jid hé yi]] (A and B)” can be changed into “Fl
Z.[hé yi] (and B)”, “F1[hé](and)” is a preposition; if not, “FI[hé](and)” is
a conjunction. The examples of prepositions are from (10) to (11) and the
examples of conjunctions are from (12) to (13).

(10) FAIMITELEE [wo hé ta kai wan xido]
(I joke with him.)
FOFFBTEE[hé ta kai wan xiao]
(to joke with him)
(11) /NFEFI/NFE—FEE[xido wang hé xido I yi yang gao]
(Xiaowang is as tall as Xiaoli.)
FI/NE—FE [hé xido 1T yi yang glo]
(as tall as Xiaoli)
(12) FAIEILEE A[wo hé ta shi bii jing rén]
(Both he and I are from Beijing)
* LT * [hé ta shi bii jing rén]
(and he is from Beijing)
(13) /NFEFINFEFEF[xido wang hé xido Ii zai kan sha]
(Xiao Wang and Xiao Li are reading books.)
*H1/NEFE P * [hé xido 1i zai kan shi](and Xiao Li is reading a book)

B If “Fl(and)” in the structure of “FHF1/, [jid hé yi](A and B)” can be added
with adverbials or verbs in front, “f1[hé](and)”is a preposition; if not, “F1
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[hé](and)” is a conjunction. The examples of prepositions are from (14) to
(15) and the examples of conjunctions are from (16) to (17).
(14)  FAMITHEE[wo hé tA kai wan xiao]
(I joke with him.)
FeMIA /425 IAEFIft BT 5E[wo glng cdi/ jing chang/ xidng hé ta kai
wan xiao] (I just/often/want to joke with him.)

(15)  /NEFINE—FEE[xido wang hé xido i yi yang gio]
(Xiao Wang is as tall as Xiao Li.)
INTE 2R NE RS [xido wang gud qu /hui /yi hé xido If
yi yang gao]
(Xiang Wang used to be/will be/is as tall as Xiao Li)
(16)  FAIMMEILEE A[wo hé ta shi bii jing rén]
(Both he and I are from Beijing)
PRI ST A * [wo yi hé ta shi bii jing rén]
(Both he and I are from Beijing.)
(17)  /NEFVNESEEF[xido wang hé xido Ii zai kan shi]
(Xiao Wang and Xiao Li are reading books.)
* NT WA T NEFEE S *[xido wang ging cai hé xido Ii zai kan shil]
(Just Xiao Wang and Xiao Li are reading books)

“[Nl[yin](because), K} [yin wei](because), 5 T [wei le](for) and FiF[you
yu](due to)” are the conversional words of conjunctions and prepositions.
The nominal constituents after them are considered as prepositions; the predi-
cate constituents after them are considered as conjunctions. The examples of
prepositions are as follows:

(18) a ft[REEAEERI<: - [ta yin shi wei néng dao hui](He failed to attend
the meeting because he was engaged in other things.)
b I AESES =Y TR © [ta zhé yang zud dou shi wéi le nij(What he
did is just for you.)
¢ T RAJERECH T ZXHA1HT - [you ya tian gi yuan yin qu xido le
zhe tang hang ban] (The flight is cancelled due to the bad weather.)

1.8.2 Conjunctions

The function of conjunctions is to link words, phrases, clauses and sentences. It

builds up logical relations among the connected constituents, such as paralleling,

selection, progression, transition, cause and effect and condition and purpose.
The criteria of classifying conjunctions are as follows:

1 (<5E7d/(notional word)>~<5LZid](notional word)>) [(BA&45F4(coordinate
structure)) /\*<f];EEK 57 (syntactic constituent)>

2 ~([<XE(subjecty>] + <iFHM: 7 (predicate constituent)>) /\*((<F(sub-
ject)>~<1 (predicate)>)|<ZE5 4 58 FH (structure used singly)>)

The words that satisfy either of them in the above are conjunctions. The first
criterion ““(<3Z7d](notional word)>~ <5Z1d|(notional word)>)” stands for that a
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conjunction is in the middle of two notional words, forming a combined structure,
such as “FAIft[wo hé ta](I and him)”. The second criterion stands for that a
conjunction can be put before a structure of subject-predicate or a constituent of
predicates but cannot be put in the middle of subject and object or be used alone.
“<gEFg A (structure used singly)>” means “~ ([<=(subject)>]+<iF1alE
47 (predicate constituent)>)" or “<=(subject)>~<ig(predicate)>" can be used
individually without other clauses or sentence groups before and after either of
them. For example, “[fij H.[ét gii](and)” and “{H&[dan shi](but)” satisfy the sec-
ond criterion, so they are conjunctions. “&#A[sui ran](although)”, ““f{H[ba dan]
(not only)” can appear in the middle of a subject and an object, but there should
be other clauses or sentence groups added before or after them when they are in
use. They are also conjunctions.

There exists divergence in identifying functions of conjunctions, so two dis-
junctive criteria are offered here. In consideration of this divergence, conjunc-
tions can be further divided into two sub-categories. One is the conjunctions that
link words or phrases based on the first criterion, such as “F1[hé](and)”, “5[yu]
(with)”, “[E][tong](and)”, “FE[gen](with)”, “ K [ji](and)” and “LL Kz [yi ji](as well
as)”; the other is the conjunctions that link clauses, sentences or sentence groups
based on the second criterion, such as ““~{H[ba dan] (not only)”, “&ZK[sul ran]
(although)”, “RE[jin guin](despite)”, “fa[;5i[hé kuang](besides)”, “{HE[dan
shi](but)” and “[A[H:[yin ci](so)”.

Among 43,330 words, there are 186 conjunctions, taking up 0.4% in total.

The functions of conjunctions are as follows:

1  to link words or phrases
The first sub-category of conjunctions has this function and fits in “notional
constituent~notional constituent”.

2 to be used in “~([<F (subject)>]+<1F {Al1E % 77 (predicate constituent)>)”
The second sub-category of conjunctions has this function.

3 to be used in “<F(subject)>~<iF(predicate)>"
The second sub-category of conjunctions has this function.

Adverbs also have the same functions of No.2 and No.3, but for adverbs,
they can appear not only before subjects but also after them. When in the
latter situation, the whole combined structure of subject and conjunction can
be used independently, based on which adverbs can be distinguished from
conjunctions.

“{¥[jin](only)”, “3*:[guang](only)” and “FL[jiu](only)” canbe putat the head
ofasentence, butitdoesn’t mean they fitin “~ ([<F (subject)>]+<1E 174 5 57
(predicate constituent)>)” because they function at different levels in this struc-
ture. For example, “{%[jin] (only)”, “>%[guang] (only)” and “#t[jit] (only)” in
“({XOB)EHE[jin guang ping gud](only apples)(#3& /7 [jitt mdi le shi
jin](were bought ten Jin)” are adverbs. “3%[lidn](and)” can also be put at the
head of a sentence, but, due to the same reason, it should be considered as an
auxiliary word, such as “(ZEftf[lidn t])(he even)(E - H17E[d6u bu zhi dao])
(doesn’t know it)”.
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4  to be used before modal particles
(19) APAIE » A TEFEIX 252 - [sud yi ne, wo men yi méi bi yao
zhé me zhdo ji]
(So, we have no need to be so worried.)
(20) EJEM > M7 T — 5 o BEARAENZ T o [ki shi a, tA chi le yi didn, jiu bu
xidng chi le.]
(However, he ate a little and then didn’t want to take more.)

1.8.3 Modal particles

Modal particles refer to a kind of postpositive words for moods, which mainly
reflect speakers’ subjectivity or interactive subjectivity, including emotion, atti-
tude, evaluation, cognition etc. For example:

2D a Z4FHR)LE (EiB)[dud hio de tian er 4](What nice weather!)
(exclamation)
b {REFEFHI o (FREE ~ BlE)[ni hio hdo zuo a](try to do well) (reminding
and urging)
¢ REUEM?2(28%2)[ni shi shéi a](Who do you think you are?) (questioning
closely)
d {RFAT2 002 7#)[ni gan shén me a](What are doing?) (dissatisfaction)

(22) R{F 2 BHENE? [ni shén me shi hou 1ai ne](When will you come?) (ask-
ing for something from speaker)
(23) a BARAYE(RIAICEN? [ming tian de shi ni hai ji de ba](Do you still
remember tomorrow’s thing?) (a guess or uncertainty for something)
b FNME! [zou ba](Please go!) (urging speaker)
(24) REHECHIFZTIN - [bu shi zi ji de hai zi bei](It is not about your own
children.) (obvious attitude towards something)

The criteria of classifying modal particles are as follows:

1 <HAhpk 5 (other constituent)>~<{Zififi(pause)>/\ *<HAt 57 (other con-
stituent)>~ <JE{Silii(no pause)>

2 ((<HEAthp% 457 (other constituent)>~<i&=jd(modal particle)> [ HIfR A1y
Hi(divided from the first criterion)) | <EAt [ 57 (other constituent)>~<{=
1ifi(pause)>) /\ *<HA IJ5E (other function)>

Among 43,330 words, there are 35 modal particles, taking up 0.08% in total.
The functions of modal particles are as follows:

1 to be put at the end of sentences
This is the most ordinary function that modal particles have. For example:

(25) fn5? [ta 1ai ma](Is he coming?)
(26) FUAEFEME - [xian zai zou ba](let’s go now.)
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2 to be put before a pause in a sentence
Some modal particles can be put before a pause in a sentence.'? For example:

(27) fUE, i E— LA o [ta ne, yi shi yi gé ma da ha]
(As for him, he is careless as well.)

(28) T\, TALUEFH K © [Ki shi a, wang da shan méi you 14i]
(However, Wang Dashan didn’t come.)

3 to be put before another modal particle
For example:

(29) >k T15? [ta 14i le ma]
(Did he arrive?)

(30) S5 UEIE? [hai tdng zhe ne ba](Still reclining on a bed?)

Most modal particles can be put before a pause inside a sentence or at the end of
sentence, such as “il[a]”, “I%[ma]” and “3¢Z[14i zhe]”. Several modal particles
can be put before another modal particle, such as “['[le]” and “g[ne]”, but for
those modal particles that appear after “ 7 [le]” or “IE[ne]”, they can be put before
a pause inside a sentence or at the end of a sentence only. The second criterion is
just for this situation.

Usually, modal particles cannot be followed by other modal particles, except
for “T'[le] and WE[ne]” because of their special properties. Besides the meaning
for mood, they also have the meaning of tense and aspect, such as “'[le]” for
appearing something new and “Ig[ne]” for a continuous state. Therefore, instead
of being typical modal particles, they also possess the properties of an auxiliary
of tense.

Since the meaning and the usage of “Ifi/[la]” at the end of sentence are very
similar to those of “ [ [le]”, it is considered as a variety of “ [ [le]”.

“Ifif[la]” for exemplification in a sentence is probably a phonetic change of
“Wf[a]”. For example:

(31) wmy ~ BEML - REr > TZamPEIEE & EFE T o [winlapan
la fan hé la gong yi pin shi de zai chuang tai shang bai le y1 liu]
(Bowls, plates or lunch-boxes are placed like artworks displayed on the
windowsill.)

For “fy[de]” in the example of “FR[EWERFKHI[wWO shi zub tian lai de]
(I came here yesterday.)”, some people think it is a modal particle. However, it
should be considered as an auxiliary word in this book, for no pause can be put
after it. For example:

(32) F[EMWERHKAVIEET » [wo shi zu6 tidn 1ai de bii jing]
(It is yesterday that I came to Beijing.)
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1.8.4 Auxiliary words

1.8.4.1 The criterion of classifying auxiliary words

Auxiliary words belong to the “remaining” part in function words. “Remaining” is
just for convenience in naming, which doesn’t mean every “remaining” word has
the same property. In other words, those that cannot be categorised into preposi-
tions, conjunctions or modal particles, can be classified into auxiliary words, which
results in the strongest individualities and the least commonality among auxiliary
words inside. In a word, auxiliary words attached to notional constituents have
grammatical functions more or less and can be regarded as grammatical marks.
The criterion of classifying auxiliary words is as follows:

<5 RIHIE 5y 404 (with other constituent)>A*(<fJJE[L 5T (syntactic
constituent)>|<4}1#(preposition)>|<i%E 1 (conjunction)>|<if = 17 (modal
particle)>)

Since they are the special functional words with a small quantity of 33 that
takes up 0.08% in total, auxiliary words are all frequently used.

1.8.4.2 Sub-categories of auxiliary words

Auxiliary words can be considered as positional words which can be divided into
three types based on their positions in compounding with other constituents:

1 post-auxiliary words
Most auxiliary words belong to this type, such as “HY[de]”, “Hh[de]”, “I5
[de]”, “T[le]”, “FElzhe]”, “if[guo]”, “ZE[ding](and so on)”, “S575[yl fou]
(or not)”
2 pre-auxiliary words, such as “¥%[lian](including)”, “Fr[sud]”
3 centre-auxiliary words

There is only one centre-auxiliary word “27[zhi]”, and it is just the remainder
of classic Chinese in modern Chinese.

When compounded with other constituents, auxiliary words function differ-
ently. For example, some indicate the conversion function of an expression, such
as “M[de]”, “Z&[zhi]”, “Fr[sud]” and “ [zhi]”; some embody the significance of
aspect, such as “7J'[le]”, “%&/[zhe]” and “%[gud]”; some show enumeration, such
as “Z[ding](so on)” and “ZFZ5[ding ding](so on)”, and some mark a comparative
item to form a specific sentence structure, such as “3%[lian](including)”. As for
the constituents compounded with auxiliary words, they should be the constitu-
ents of notional words, for function words cannot be compounded with auxiliary
words.
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Based on the functions of auxiliary words, auxiliary words can be divided into

five types:

1 structural auxiliary words, such as “fy[de]”, “Hfi[de]”, “/5[de]”, “[zhi]”
and ““F[zhi]”

2 aspect auxiliary words, such as “ T [le]”, “Z&][zhe]”, “%f[guo]” and “SE]14i zhe]”

3 comparison auxiliary words, such as “{LIfY[shi de](-like)” and “—f&[y1 ban]
(as...as)”

4  numeral auxiliary words, such as “477[fen zhi](=[s4n]~—[yi] (one
third)”, “ & [dian](=[san]~—PU[yi si](three point and one four))”, “ ¥ [you]
(—[yi]~—4r=Z—[ér fen zhi yi](one and one second))”, “z[lai](—-f[eér
shi]~~{Mlai](about twenty))”, “Z%[dud](-f[shi]~->[g&]more than tem))”,
“ﬁ‘%[yﬁ](:+[ér shi]~#[ming](more than twenty persons))” and “Z[di]
(~_[¢er](the second))”

5 special auxiliary words, such as “7%[lidn] (including)”, “Z[ding] (so on)”,

“#%ding ding] (so on)”, “LIK[yi 1ai](since)”, “>[lai](since)(PHF-[lidng
nian]~ (since two years))” and “fff[sud]”

The introductions to the above types are as follows:

I. Structural auxiliary words

The function of structural auxiliary words is to be marks of certain syntactic con-
stituents or parts of speech. “f[de]” can be used in two different ways.

1

“fJ[de]” functions as the mark of an attribute (fy,[de] ;) and makes the con-
stituent after which it is attached become an attribute.

The structure of a “notional constituent +1[de]” is called a “[{J[de] struc-
ture”. Besides the main function of being an attribute, it can also function as a
subject, object or predicate. For example, when “fY[de] structure” functions
as a subject and an object, it can be considered as a kind of “attribute and
headword construction” without a headword in it. “fY[de] structure” replaces
“attribute and headword construction” temporarily, which is regarded as a
transferred reference of modifiers.

(33) a LAY A [mii shu de rén](book-buyer) (“buy” as a verbal constituent
is attached to “fYJ[de]”.)
b E{ZHY A [song xin de rén](letter-sender) (“send” as a verbal constitu-
ent is attached to “H9[de]”.)
¢ [EFHIP [tong xué de shii](classmates’books) (“classmates” as a
nominal constituent is attached to “[fY[de]”.)

From the transformation of part of speech, “f9J[de]” is a mark of a nominal
modifier, with which a nominal constituent or a predicate constituent can be
transformed into a nominal modifier constituent.
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2 “HY[de]”as a mark of a state word (HY,[de] ,) can be attached after a state
word and makes it more free in use; or it can be attached after some phrases
and make them possess the properties of state words. For example:

(34) a KARTFT 4517 - [y1 fu gan gan jing jing de](These clothes are very
clean.)

b /INZAVIGLLETHY - [xido hai de lidn hong hong de](Children’ faces are
nice and pink.) (“4[.£]” cannot be used alone, but with “fy[de]”, it can
be a predicate or a complement freely.)

¢ RFHELHY - [da jia ting gdo xing de] (Everyone is happy.) (“HE
5247 is an adverbial-headword phrase and with “f5J[de]”, it is trans-
formed into a state word.)

d YMNEESFTEEHY - IRFA © [wai mian gido lud di gli de hén ré nao] (it
is boisterous outside with beat drums and clang gongs.) (“EifF§ 5% as a
coordinate construction is attached to “f*J[de]” and becomes a state word.)

“#t)[de]” as an auxiliary word functions as a mark of an adverbial and
makes the constituent after which it is attached become an adverbial.

From the transformation of the part of speech, “it[de]” is a mark of an
adverb with which a nominal constituent or a predicate constituent can be
transformed into an adverbial constituent. For example:

(35) a FZEFEHIE Y E FHY— 51 - [wo rong xing de chéng wéi qi zhong de
y1 yuan](I am glad to be one of them.) (“ZZ=E[rong xing] as an adjec-
tive is attached to “#t/[de]” and becomes an adverbial constituent.)

b REA RS F1E > © [ni yao you ji hua de xué xi hé fu xi](You
need to learn and review as planned.) (“4511¥|[you ji hua]” as a verbal
constituent is attached to “#f’[de]”” and becomes an adverbial constituent.)

¢ NZA S E R XM Al - [ying gai li shi de kan dai zhé ge wén ti]
(This issue should be analysed from the historical perspective.) (/77
52 [1i shi]”as a noun is attached to “#f[de]” and becomes an adverbial
constituent.)

“5[de]” as an auxiliary word functions as the mark of complement and
makes the predicate of predicate-complement construction after which it is
attached become a complement. For example:

(36) a HEf5FF 44 [xi de gan gan jing jing](make them washed cleanly)
b ZEEUERHESRE T [1e1 de zhan bu i lai le](too tired to stand up)

II Dynamic auxiliary words (auxiliary words of tense and aspect)

The function of dynamic auxiliary words is to show the progress of a behaviour or
state by the verbs or adjectives after which they are attached. They are also called
auxiliary words of tense and aspect or aspect auxiliary words.

“T[le]” represents an accomplishment of a certain behaviour or a state; “Z&
[zhe]” represents the persistence of a behaviour or a state; “%f[guo]” is for a
behaviour or a state in the past; and “3&3[l4i zhe]” is for the retrospect of an
event or a state in the past.
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[T Comparison auxiliary words

Comparison auxiliary words function as the metaphor mark when they are
attached after metaphorical words, such as “{L{#[shi de](-like) and —f%[yT ban]
(as...as)".

IV Numeral auxiliary words

In numeral structures, numeral auxiliary words function as assistant marks, such
as “55[di]” as an ordinal mark, “i[didn]” as a decimal mark, “43 7 [fen zhi]” as
a fraction mark, “F 437 [bdi fen zhi]” as a percentage mark and “Z%[dud] and 5%
[y0]” as remainder marks.

V Special auxiliary words

Except for the types mentioned above, some auxiliary words are not easy to cat-
egorise, so they are classified as special ones.

“3E[lian]” is the mark for extreme; “Z[déng] and ZZE[déng déng]” are used
as enumerating marks. As a remaining constituent from the classical style of writ-
ing in Chinese, “Fff[sud]” functions as the extract mark of objects when verbal
constituents function as attributes, referring to that headwords modified by attrib-
utes are objects of verbs or prepositions.

1.9 Interjections

Interjections can be independently used for exclamation and response especially.
Its semantic functions include expressing emotion and making a response.

1 Emotional interjection
It expresses the speaker’s feelings and attitudes, including admiration, sur-
prise, sudden comprehension, doubt, pain, dissatisfaction with contempt etc.
For example:

mi[4,a,a,3,a], M[ai], MCUF(ai ya], (Al yo], Y[yo], iz [hai], HKk[6,0], Ik
[yil, ¥ [hng], H:[wa], If[p&i], i[z¢]

2 Responsive interjection
It expresses a call, a reminder and a response. For example:

MR[wei], TE[hei]
1.9.1 The criterion of classifying interjections
The criterion of classifying interjections is as follows:

(<77 A% A](used as independent sentence)> | <J#1 17547 (independent con-
stituent)>) /\ *<E At % (other usage)>
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The functions of interjections are very simple because they cannot be com-
pounded with other constituents and are often used alone as an independent sen-
tence or a constituent.

Among 43,330 words, there are 25 interjections, taking up 0.06% in total. The
interjections collected in the vocabulary of this book are those used commonly,
while the real quantity of interjections is actually larger than that.

Interjections belong to a special category in language due to the following rea-
sons. In respect of function, they are often used alone, which no other catego-
ries of words can satisfy; in respect of semantic meaning, they express emotional
meanings only, instead of ideational ones; in respect of phonetic forms, they have
their own specialties:

A The sounds and the rhymes of interjections are beyond the phonetic system
of general words, such as “Ii[z¢] (non-airflow from the lung)”, “I=[heng]
[hn]”, “B[hen] [hm]”, “EJ[yd, yo][io]”, “M}[mu][m]” and “I[ng - Ag - iig]
[n] []".

B Interjections don’t have tones.”® Generally speaking, except for un-sounded
interjections, other interjections have own different pitches which should
be regarded as intonations instead of tones. There are three reasons for this
understanding.

a
b

Some interjections don’t have changeable pitches, such as “IFi[z¢€]”.
The changes of pitch are different from the four tones in modern standard
Chinese pronunciation; they are called the level tone, rising tone, falling-
rising tone and falling tone. For example, “I8” can be pronounced as[4i,
ai], neither of which is as same as these four tone pitches. Some inter-
jections’ tone pitches seem to be similar to those of these four tones,
but they are actually not the same due to the differences in length or in
level. For example, “I%[4i » ai]” can be pronounced as [di-] (to show
dissatisfaction), but it is different from “4%[4i]” in utterance because “I5
[i » ai]” has a prolonged intonation, while “/%[&i]” doesn’t. For another
example, “I£[ai > ai]” can be pronounced as [ai-] (to show a response),
different from “Z[ai]”, for “IZ[ai » ai]” is specialised for its prolonga-
tion and mildness in intonation, while “#[ai]” isn’t.

Tone has a fixed relationship with Chinese character and doesn’t have
any meaning in itself but just as a part of a phonetic form of a word.
However, the tone pitch of interjections varies, which causes changes
in meaning. For example, a high, rising tone pitch expresses a ques-
tion, such as “Ifij[4]”, “I£[4i]” and “I&[fig]”; a high, falling tone pitch
expresses an agreement or a sigh with feeling, such as “Ifi[a]”, “I5[ai-
17 and “U&[ g]”. These are the characteristics of intonations. There-
fore, in the past, interjections with different tone pitches were thought
of as different, or interjections had no definite tones. Such an under-
standing, in fact, is attributed to the misunderstanding of intonations as
tones.
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Since interjections have no tones, there is no necessity to mark tones for inter-
jections in dictionaries. Those listed as different entries based on their different
“tones” in dictionaries should be united as one entry.

1.9.2 The relationship between interjections and onomatopoeic words

Interjections have a very close relationship with onomatopoeic words, which can’t
be attributed to their commonality but to the fact that most interjections have the
functions of onomatopoeic words. For example:

(1) a B/a](interjection), FTHAH T [wd ming bai le] -
(Ah, I understand.)
b B (onomatopoetic word)”HiBL T HEE - [tA a a de jido le i 14i]
(Oh-oh, he cried.)

(2) a I (interjection), ¥KIE T ! [4i yO, téng si le]
(Ouch, it hurts!)
b I (onomatopoetic word) E I - [t Ai yo 4i yo zhi jido]
(Ow-ow, he cried.)

Such a relationship can be analogised by an example. When a person sneezes,
he makes a sound of “a gie” instinctively, so this sound is not an onomatopoetic
word. When this sound is used to imitate “[[IE[4 ti](atishoo)”, “fA[IE[4 ti] (ati-
shoo)” can be considered as an onomatopoeic word. The sounds made by people
to express a sigh with feeling or summoning are interjections, such as (3)a in the
following, and these sounds can be imitated by their onomatopoeic words, such
as (3)b in the following.

(3)a > /NTAENG? [wéi, xido wang zai ma]
(Hello, can Xiaowang speak now?)
b GBS IR FE % - [dian hua If chudn ch( wéi wéi de shgng yin]
(The voice of “hello” comes from the telephone.)

Just as is mentioned in 1.7.5, most onomatopoeic words for the sounds made by
human or animals can be used as verbs temporarily, so those onomatopoeic words
with the same origin of interjections can function as verbs temporarily as well (see
the examples in 1.7.5).

The relationship between interjections and onomatopoeic words is similar to
that between natural sounds and onomatopoeic words. The onomatopoeic word “
IR [wéi](hello)” is the sound imitation of the interjections “Ig[wéi] (hello)”, and
both are represented by the same Chinese character “I[wéi] (hello)”. Therefore,
with respect to expressive function and grammatical function, there exists a huge
difference between both. Interjections are non-compound words, but onomato-
poeic words are the modifiers in compound structures, which further proves a big
difference for their positions in the grammatical system.
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1.10 Pronouns

A pronoun doesn’t have a real conceptual meaning; its basic function is to be a
special substitution for a person, thing, place, time, quantity, manner, behaviour,
nature, state etc. For example:

(1) /NEFEMFKEIRT - [xido wang kan jian zhang 130 shi le] (Xiao Wang saw
Mr. Zhang.)
INFEFE AT © [xido wang kan jian ta le] (Xiao Wang saw him.)

(2) FZFALEFTE? [1d0 wang zud zai mén kou] (Does Lao Wang sit at the
doorway?)
FFAAEARE © [1d0 wang zuo zai nd 1i] (Lao Wang sit there.)

(3) /XL T =& - [xido 1it mdi le san bén shi] (Xiao Liu bought three
books.)
JINKISE T 267457 [xido 1it mai le dud shio shii] (How many books did Xiao
Liu buy?)

(4) EZIZFET - [ldo 1 he zui le] (Lao Li is drunk.)
FAE L FET? [130 1i z&n me yang le] (How is Lao Li?)

(5) XAPIRHE - [zhé bén shii hén hiio kan] (This book is good.)
XA ELFE? [zhé bén shil zEn me yang] (How about this book?)

Strictly speaking, pronouns don’t belong to an independent category, for they
come from those words which have a special addressing function among notional
words, so they cannot be listed with nouns, verbs or adjectives on the same level.
Due to the same reason, pronouns can be categorised into nominals, predicates
and modifiers without any unified grammatical functions.

Among 43,330 words, there are 105 pronouns, taking up 0.24% in total.

Pronouns include the following types:

1 Personal pronouns

Personal pronouns refer to persons or things in certain utterance activities. The first-
person pronoun refers to the addresser; the second-person pronoun refers to the
addressee. Except for addresser and addressee, the third side in the utterance activities
is called the third-person pronoun. There also exists a reflexive pronoun when one
side refers to itself. The main personal pronouns in modern Chinese are as follows:

The first personal pronouns:F[wo](I), FfJ[wd men](we), TH[zan](T), IE1]
[zdn men](we)

The second personal pronouns: {X[ni](you), /R{ J[ni men](you), #Z[nin](you)

The third personal pronouns: (4 ~ ‘©)[ta](he, she, it), A 1(@AT ~ B
[ta men] (they)

The reflexive pronouns: H [z ji](myself), 5>/ L[zi g& ér](myself)
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2 Interrogative pronouns

Interrogative pronouns refer to those pronouns whose interrogative function is
to substitute things in certain indefinite forms, such as a person, object, location,
time, quantity, behaviour, nature, status, method etc. The main interrogative pro-
nouns include:

1f[shui](who), {+Z.[shén me](what), B} B [na [i](where), 1 ) L[nder](where),
JL[j1](how many), %/1*[dud shdo](how much), JEf¥#[zén yang](how about),
€ 2 f%[z&n me yang](how about), /£ 2.[z&n me](why), Z2[dud](how much),
{afiF[hé shi](when), 2% )[.[dud huir](when)

3 Demonstrative pronouns

Demonstrative pronouns refer to those having a deixis function and a special
addressing function. The deixis function has two specific usages, one of which is
to direct a person, object, behaviour, nature and quantity in utterance activities,
and the other of which is as an anaphora for a person, object, action, nature and
quantity, as mentioned in the above text.

Demonstrative pronouns can be divided into two categories according to space
distance or time distance from the things referred.

1 #1F5{CiFnear demonstrative pronouns : #X[zhé](this), X H[zhe 1i](here), 3X
JL[zhé er](here), ZXf[zhé shi](by now), X< ) [[zhé huir] (at the moment), X
f£[zhe yang] (like this), X Z.[zhé me](such), X 2. f#[zhé me yang] (like this)

2 #x08FDC;F5{{flfar demonstrative pronouns : H[5[na] (that), HPE[na Ii]
(there), B ) L[nar] (there), HPHS [na shi] (at that time), H}<= J[[na huir](at that
moment), H}fF£[na yang] (like that), F[S2.[na me](then), H[S 2. F£[na me yang]
(like that)

Since “AF[méi](every), F[mou](some), {£fi][rén hé](any), 55[ling](another),
#[ge](every)” don’t have the addressing function, they are demonstrative words
instead of demonstrative pronouns; “¥X[zhé&] (this)”, “Hf[na] (that)” can be
regarded as the conversional words of demonstrative words and pronouns, which
means when they function as a subject and an object, they are demonstrative pro-
nouns, and when they function as attributes, they are demonstrative words.

In respect of grammatical function, pronouns have different parts of speech,
based on which they can be divided into the following types:

1 Verbal pronouns. They can be modified by ““f~[bu] (not)”, “;&[méi] (no)” or
general adverbials and function as predicates or complements, but they can-
not be modified by “{F[hin] (very)”, such as “3X#¥[zhé yang] (like this)”, “Hf}
f£[na yang] (like that)”, “/E4¥[zin yang](how)” and “/E 2. FE[zin me yang]
(how)”.



The system of parts of speech 103

2 Nominal pronouns. They include all personal pronouns, such as “Fx[wo](I)”, «
{R[ni](you)” and “ftfi[td](he)”, interrogative pronouns, such as “if[shui](who)”
and “{1-Z.[shén me](what)”, and demonstrative pronouns, such as “%X[zh¢]
(this)” and “F[S[na] (that)”. The type of these pronouns cannot be modified by
K[bu] (not)” or “%[méi] (no)” but can function as subjects and objects.

3 Locational pronouns or locative pronouns, such as “3X E[zh¢ 1i] (here)”, “HIS
H[na Ii] (there)”, “4X JL[zhér](here)”, “BFEE[nd 1i](where)” and “WJfJ[[nar]
(where)”

4 Pronouns of time, such as “3X[f[zhé shi](by now)”, “H[Si-f[na shi] (at that
time)”, “3X <= J[.[zhé huir] (at the moment)” and “[:H-[ci shi](right now)”

5 Numeral pronouns, such as “J][ji](several)” and “Z/[[du6 shdo] (how
many)”

6  Pronouns that have properties of numeral-quantifier phrases, such as “Z%/[»
(how many)”

7 Adverbial pronouns, such as “3XZ.[zhé ne](such)”, “H[S2.[na me](then)”, «
Z[dud](much)” and “Z% 2. [edud m](much)”

In respect of grammatical function, some pronouns are conversional words. For
example, “Z%/D[dud shio] (how many)” is a conversional word between numeral
pronouns and numeral-quantifier phrases;'* “¥X[zhé&](this)” and “#[na](that)”
between nominal pronouns and demonstrative words; “3X¥[zhé yang] (like this)”
and “J}\f%[na yang](like that)” between verbal pronouns and adverbial pronouns.

Pronouns function especially for addressing as their basic function, excluding
other ones. Some words can have the addressing function temporarily, such as
numeral-quantifier phrases, quantifiers and distinctive words. For example:

Numeral-quantifier phrases: 3L T #%[mii le xu dud](buy a lot), ZU—1]
[mo shou yT gi¢](confiscate everything)

Quantifier: —3EA{5[yT si lidng shang] (one died and two wounded)

Distinctive words: 4= 5 4= %:#3—#f¥[she nan shéng nii dou y1 yang.] (to give
birth of a boy or a girl is the same.)

SRR G o 1B MEA T AL xing hdo zhi, man xing bing bu hio zhi.](The acute
disease is easy to cure, while the chronic disease is hard to cure.)

“Temporarily” in the above means such a function only works under the
transferred condition, and it isn’t the basic function. Therefore, they are not
pronouns.

Some words can substitute participants in utterance activities, such as “Z< A
[b&n rén](myself), A ZZ[da jia](all of us), AZZ[rén jid](other), B A [bié rén]
(other people) and Fij#[qian zh&](the former)”. These words belong to nouns.
Words, such as “ZF%[bén xiao] (this school), FiF¢[gui xiao](your honorable
school) and HAth A[qi ta rén](other people)” can be categorised into nominal
phrases. In fact, they are actually nouns or nominal phrases instead of nominal
constituents in the substitute forms, even though they indicate the referred objects
by their conceptual meanings.
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Notes

1

10

11

12

13

For other classifications, it is accepted to take a non-homogenous criterion to distin-
guish different levels of a category, which can also reflect the hierarchy of a category.
However, it is only to depend on grammatical function as the criterion of classifying
parts of speech that the hierarchy of a category can be ensured to satisty the situation
that upper levels have higher generalisation levels than the lower ones.

The grammatical functions at the smallest generalisation level refer to a group of ones
that is seated in the smallest identical upper level. For example, attributes and adverbi-
als can function as modifiers, which means that they are seated in the smallest identical
upper level with the smallest generalisation level.

None of prepositions, conjunctions, modal particles or auxiliaries can serve as syntac-
tic constituents, but adverbs can. If adverbs were classified into the category of func-
tion words, there would exist a lack of commonality between the adverbs inside and
those in other categories.

Referring to Lu Jianming (1982).

The serial numbers are arranged by section due to the many examples listed in this
chapter.

The English adjective is regarded as a modifier whose main function is to be attribute,
quite different from that in Chinese. Actually, distinctive words in Chinese are very sim-
ilar to English adjectives in function, which mainly function as attributes and belong to
the category of modifiers. Strictly speaking, “adjective” is a proper name for a distinc-
tive word instead of an adjective in Chinese. The reasons for adopting “adjective” here
are based on two considerations. One is that there exists a general correspondence in the
sense of word meaning between Chinese adjectives and English adjectives, specially
for those common ones, such as “Z]” for “red” and “JZ5%” for “beautiful, pretty”. The
other is that “adjective” has been often used in the educational circle of Chinese gram-
mar since Newly-published Chinese Grammar by Li Jin, published in 1924. Therefore,
this usage is followed here for the sake of conventional custom.

The numeral “f+(ten)” can function as a subject in calculation and conversion, which,
as mentioned in 2.4 in Modern Chinese Parts of Speech: Classification Theory, is con-
sidered as a specific situation and not included as one of its grammatical functions.
The structure of “ ‘—(one)’ +quantifier +noun” has two varieties in spoken language.
One is the omission of “—(one)” in 1.5.4.2. The other is the omission of ““{>[g¢]” here.
Neither of the two focuses on “— (one)”. Differently, “quantifier” in the former has no
limitation, while that in the latter is only limited by “/>g¢]”. In addition, the former
appears in the position of an object only while the latter can also appear in the position
of a subject. From the perspective of users, the former is commonly used, while the
latter occurs only in the Beijing dialect. For example, neither “ZE[chg]” nor “J5[bing]”
can be matched with ““{>[g&]” in Mandarin, but expressions such as “HijH & | — %
[gian mian 14i le yT gé ch&](here comes a car)” and “f5: | —&[dé le yT gé bing](have
a disease)” can be heard in the Beijing dialect due to the permission of such a match.
The differentiation between entity nouns and positional words is not formed in English,
which is similar to ancient Chinese.

“1017J[101 xing](type 101)” and “_[Jg=([shang hai shi](Shanghai style)” are
excluded for their special reference. Words such as “ X & [da liang](numeral-quantifier
phrase)”, “Z#4:[huang jin](state word)” and “{F{a] ~ {fi—[rén hé, wéi yT](demonstra-
tive)” are excluded, for they belong to other categories of parts of speech.

When “Z[wii](room)” is used alone as the object of “F [zai](in)”, it is much restricted,
so there needs an attribute before it, such as “fF A J&=[zai da wi] (in this big room)”.
Fang Mei (1994) thinks that the function of modal word is to mark the theme of a
sentence.

About phonetic features of interjections in Chinese, Zhao Yuanren (1968b) once said:
“Interjections have no tone but have definite intonations (1.6.2)”. This utterance was
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translated by Ding Bangxin as “[E{I a5 71 - (HA —ERYE . Interestingly,
another different Chinese version was offered by Lv Shuxiang as “IV 1575 & EAY
FiE » {HiEH—EMIIEE”, which means that interjections have unfixed tones. Lv’s
translation reflects his different opinion from Zhao’s.

In the expressions “Z%/>>dud shdo g&] (how many)”, “%/) [T [dud shido jin](how
many Jin)” and “Z/1[dud shdo] (how many/much)” is a numeral pronoun; in the
expressions of “Z%/D3EH[dud shio ping gud](how many apples)”, “Z%/L7Hi[dud shio
you] (how much oli)” and “Z%/1>[dud shdo] (how many/much)” is a pronoun that has
the properties of numeral-quantifier phrases.



2 Statistical study on parts of
speech in modern Chinese

2.1 Correlation between word frequency
and functions of words

2.1.1 Foreword

There exist big divergences in the quantitative statistics on functions of parts of
speech in modern Chinese. For example, it is generally considered that most adjec-
tives can function as attributes, while there only 29% of adjectives can function
as attributes directly, based on the statistics in this book. It is thought that 90% of
disyllabic verbs can function as attributes directly (Shao Jingmin, 1995), while the
statistical percentage in this book is only 35%; about one-third of disyllabic verbs
can be modified by nouns directly (Xu Shu, 1991), while the statistical percentage
in this book is only 7%. Why such big divergences? The fundamental reason for
them exists in the correlation between word frequency and the functions of words.
The correlation between word frequency and the functions of words varies due
to the differences among parts of speech and functions. On one hand, the same
function for different parts of speech may vary greatly with their word frequencies.
For instance, the function of being a subject among verbs greatly weakens along
with the decreasing word frequency, but it doesn’t vary much among nouns. On
the other hand, there may exist a big difference between the different functions of
the same part of speech and word frequency. For example, for adjectives, the func-
tion of being attributes greatly weakens along with the decreasing word frequency,
while that of being compound complements doesn’t vary so much. On the contrary,
the function of being predicates strengthens when the word frequency decreases.
In this book, the related coefficients between the functions of adjectives,
nouns and verbs and their word frequencies are calculated to analyse and dis-
cuss the essence of the correlation between word frequency and function. By
the way, for some words, their coefficients between word frequency and func-
tion are not included here due to two reasons. One is that the quantities of these
words are too small to illustrate their correlations between function and word
frequency; the other is that due to the oneness of some words in function, such
as distinctive words and adverbs, it is not necessary to analyse their correlations
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between function and word frequency. Therefore, the related coefficients are not
calculated here.

The 43,330 words chosen in the study come from the Dictionary of Gram-
mar Information in Modern Chinese (electronic edition) co-edited by the Depart-
ment of Chinese Language and Literature at Peking University and the Institute of
Computational Linguistics. The word frequency tables in the statistics are offered
by Prof. Song Rou from Beijing Language and Culture University, which collects
247,487 Chinese characters selected from 200 million in different newspapers
from different years. They are as follows:

From the People’s Daily:

24,051,292 Chinese characters in 1993;
22,318,899 Chinese characters in 1994;
24,353,782 Chinese characters in 1996;
25,098,645 Chinese characters in 1997,

From Economic Daily:

17,337,643 Chinese characters in 1992;
21,543,035 Chinese characters in 1993;

From Market News:
8,086,394 Chinese characters in 1994;
From the Xin-hua News Bulletin:

6,928,847 Chinese characters in 1994;
26, 448,700 Chinese characters in 1995;
24,548,018 Chinese characters in 1996.

Usually, homographs are divided into different entries, and the same is true for
polysemes sometimes in dictionaries. However, the homographs and polysemes
are not divided by entry in the word frequency tables in this book, which results
in the fact that many entries of homographs or polysemes in the Dictionary of
Grammar Information in Modern Chinese share the word frequency of a certain
entry. For example, the word frequency of “Zz#i[wii win] (euphemistic)” in the
word frequency table is 111 times. In the adjective table of Dictionary of Gram-
mar Information in Modern Chinese, it has two entries, i.e. “Zz#i[wii win]1” in
euphemistic meaning and “Zz#i[wii widn]2” in the meaning of beautiful cadence.
Definitely, the word frequency of 111 times cannot fit in both meanings at the
same time, and such a situation has been dealt with by simply depending on the
first entry and excluding the others in this book.
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2.1.2 Statistics on the correlation between word frequency
and function

2.1.2.1 The correlation between word frequencies
and the functions of adjectives

There are 2,355 entries of adjectives. If 15 repeated entries of homographs and
polysemes are excluded, 2,340 entries are left, which can be divided into five
grades with 468 ones for each, based on word frequencies from high to low.
Table 2.1 is the graded statistics on functions of adjectives.

In Table 2.1, “r” stands for the “related coefficient” between the word fre-
quency and the number of adjectives with a certain grammatical function, which
reflects the degree of linear correlation in the arrays. The value of “r”is -1<r<1.
The closer the absolute value of “r”” approximates to 1, the higher the degree of
correlation is. When “r” =1, the two arrays are completely in positive correlation;
when “1”” = -1, the two arrays are completely in negative correlation;? when “r”’=
0, the two arrays are not relevant at all. However, the value of “r”” cannot simply
decide whether the notable significance® of the correlation between two arrays
exists or not, so a degree of freedom is needed to make the final decision. The
calculation formula for the degree of freedom is “the number of pairs of data -2”.
Since the number of pairs of data in this table is 5, the degree of freedom is 3. It is
found from the table that when the degree of freedom is 3, 5% of the critical val-
ues for the notable levels are 0.878, and 1% of the critical values for the notable
levels is 0.959. If | r | >0.878, the two arrays are notably correlated (marked with
“+7), which shows that they are definitely related. If | r | >0.959, the two arrays
are highly correlated (marked with “+ +7). But if | r | < 0.878, the two arrays are
not notably correlated (marked with “-”"), due to which it is hard to decide whether
these two arrays are definitely related or not.

In Table 2.1, the middle word frequency refers to the word frequency for the
word in the middle of a certain grade. For instance, the total number of words in
the first grade is 468. According to the order of word frequency, the 234th word
frequency is the middle word frequency of the first grade.

As can be found from the table, only the numbers of words with the four func-
tions of ““R[bu] (not)~”, “<predicate>”, “/E[hin] (very)~" and “~HYJ[de](of)”
increase slightly with the decline of word frequencies (the correlation coefficient
is negative). On the contrary, the numbers of words with other functions decrease
with the decline of their word frequencies. The numbers of adjectives with func-
tions, such as being an attribute, an adverbial, a quasi-predicate object or an object
of “FH[you](have)”, being modified by a noun directly or being a conglutinate
complement, have reached notable levels. In order to show the tendency clearly,
the relative quantity is adopted to describe the changes for the number of func-
tions in each grade. In other words, the absolute number of words is changed into
the relative number of words. The calculation formula of the relative number of
words is as follows:

The relative number of words = the number of words with a certain function/the
highest number of words with a certain function.
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Table 2.2 shows the relative quantity of correlation between word frequencies
and adjectives.

2.1.2.2 The correlation between word frequencies
and the functions of nouns

The total number of nouns is 27,408. Excluding the repeated entries of homographs
and polysemes, 27,232 entries are left, which can be divided into five grades with
5546.4 for each, based on word frequencies from high to low. Table 2.3 is the
graded statistics on the correlation between word frequencies and the functions of
nouns. Table 2.4 contains the statistics on the quantity of the correlation.

2.1.2.3 The correlation between word frequencies
and the functions of verbs

The total number of verbs is 10,299. Excluding the repeated entries of homo-
graphs and polysemes, 9,814 entries are left, which can be divided into five grades
with 1962.8 for each, based on word frequencies from high to low. Table 2.5 is the
graded statistics on the correlation between word frequencies and the functions
of verbs.

Table 2.2 The relative quantity of correlation between word frequencies and adjectives

1 2 3 4 5
“R[bu] (not)~ 93.90% 99.30%  100.00%  100.00% 99.50%
{R[hén](very)~ 97.40% 99.60% 99.10%  100.00% 94.80%
predicate 96.80% 99.60% 98.90% 99.40%  100.00%
compound complement 95.00% 95.90%  100.00% 89.70% 76.20%

conglutinate complement 100.00% 61.20% 27.10% 21.20% 9.40%
followed by complement 94.20%  100.00% 96.30% 85.20% 76.40%

~3 T 7 [zhe le guo] 97.80%  100.00% 99.50% 86.30% 77.00%
~H[de] 95.00% 96.50% 98.50%  100.00% 99.60%
~1tt[de] 95.90%  100.00%  100.00% 79.90% 50.70%
{E[hén] (very)~[de] 90.70%  100.00% 98.70% 80.50% 52.20%
~ quasi-object 97.60%  100.00% 88.60% 66.80% 36.20%
~directional complement 92.60%  100.00% 98.90% 75.40% 53.70%
overlapping 100.00% 81.20% 69.30% 62.40% 36.60%
attribute 100.00% 56.10% 42.50% 28.40% 14.40%
adverbial 100.00% 36.60% 12.20% 7.60% 4.70%
quasi-predicate object 100.00% 42.50% 45.00% 10.00% 5.00%
Hyou](have)~ 100.00% 13.60% 31.80%

noun (attribute)~ 100.00% 16.70% 50.00%

conversional category 100.00% 38.60% 17.20% 9.70% 9.70%

monosyllabic 100.00% 62.50% 21.90% 10.40% 2.10%
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Table 2.4 The relative quantity of correlation between word frequencies and functions of

nouns
GF 1 2 3 4 5 GPD  APD
subject 97.60% 98.70% 99.20% 99.40% 100.00% —2.40% —0.50%
object 97.50% 98.80% 99.10% 99.60% 100.00% -2.50% -0.50%
numeral- 100.00% 97.80% 97.40% 98.20% 99.70%  0.30% 0.10%
quantifier~
noun (attribute) ~ 100.00% 84.60% 65.00% 49.20% 50.00% 50.00% 10.00%
number~ 100.00% 36.70% 21.60% 11.50%  6.50% 93.50% 18.70%
location 100.00% 35.70% 17.10% 6.50% 33.40% 66.60% 13.30%
temporary quantifier  100.00% 66.70% 43.80% 27.10% 10.40% 89.60% 17.90%
attribute 100.00% 93.00% 86.50% 81.00% 87.40% 12.60% 2.50%
adverbial 100.00% 56.50% 26.10% 8.70% 91.30% 18.30%
overlapping 100.00% 25.00% 4.20% 100.00% 20.00%

conversional category 100.00% 31.20% 14.10% 13.60%  3.00% 97.00% 19.40%

(Note: GF = grade of frequency, GPD = general percentage of decrease, APD = average percentage
of decrease)

2.1.3 Discussion and analysis

2.1.3.1 What does the correlation between word frequency
and function indicate?

There are three situations of the correlation between grammatical function and
word frequency: 1) There is no notable correlation between word frequency and
function; 2) word frequency is notably positively correlated with function; or
3) word frequency is notably negatively correlated with function. What is the
essence of correlation that is reflected by these three situations?

The essence can be analysed from two related aspects of correlation: 1) the cor-
relation between word frequency and conversional word and 2) the compatibility
among functions.

2.1.3.1.1 THE CORRELATION BETWEEN WORD FREQUENCIES
AND CONVERSIONAL WORDS

The above statistics on the correlations between numbers of conversional words
and word frequencies among nouns, verbs and adjectives indicate that the num-
bers of conversional words are positively correlated with word frequencies.
Table 2.6 is the statistics on the correlation between all conversional words and
word frequencies in the study, from which the same tendency can also be found.
Many scholars have noticed the positive correlation between word frequency
and changes of linguistic forms and meanings, which can be explained further
in other words: Changes always happen in use, which means that the more fre-
quently constituents are used, the greater possibility of changes there are, deriving
new meanings and new usages more easily. If the frequency of being used goes in
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Table 2.6 The correlation* between numbers of conversional words and word frequencies

GF 1 2 3 4 5 TN RC NL
NW 7622 7622 7622 7622 7622 38110
MWF 2091 401 114 33 6

conversional NW P NW P NW P NW P NW P NwW P
words 1308 17% 417 5.5% 229 3.0% 136 1.8% 95 1.2% 2185 5.7% 0.996 -

(Note: GF = grade of frequency, NW = number of words, MWF = middle word frequency, NL = nota-
ble level, RC = related coefficient, P = percentage)

the reverse direction, the reverse result will happen. Those with the least changes
are the constituents that won’t be used anymore. The words with a variety of parts
of speech are usually created by their changes in use, with new meanings and new
usages appearing along the way. Therefore, it is admitted that how many parts of
speech a word has is positively correlated with word frequency.

2.1.3.1.2 THE ESSENCE OF CORRELATION BETWEEN WORD
FREQUENCY AND FUNCTION

As what has been mentioned above, there are three relationships between word
frequency and function: notable positive correlation, notable negative correlation
and non-notable correlation. For a certain part of speech, its functions with nota-
bly positive correlations have a small degree of compatibility with its most basic
functions; its functions with notably negative correlations or non-notable correla-
tions have a greater degree of compatibility with its most basic functions. It has
been mentioned above that word frequency is positively correlated with properties
of parts of speech. The functions with a high degree of compatibility reflect the
same properties of parts of speech, while those with a low degree of compatibility
reflect the different properties of parts of speech. Therefore, generally speaking,
those functions that are positively correlated with word frequency are actually the
conversional functions of this part of speech, which is considered as the properties
of conversional words. However, they are not classified as conversional words
due to the homo-type strategy. Those functions that have non-notable correlations
or negative correlations with word frequency are actually the basic functions of
this part of speech, namely the distinctive functions. Take adjectives as an exam-
ple: Their basic function of “/E[hin] (very)~" and some other functions, such as
being predicate, compound complement or being modified by ““~[bu] (not)~” or
followed by a complement, have no notable correlation or negative correlation
with word frequency. These functions are considered as the equivalent functions,
with a greater degree of compatibility among one another. Besides, some func-
tions of adjectives, such as being attributes or adverbials or being modified by
nouns are positively correlated with word frequency and are considered as the
non-equivalent functions, which have a small degree of compatibility with their
basic function of “{R[hin] (very)~". The adjectives with these non-equivalent
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functions are actually considered as having the properties of distinctive words,
adverbs and nouns.

2.1.3.2 Analysis and discussion of the correlation between
functions of adjectives and word frequencies

In Table 2.1, there exists a greater degree of compatibility among those functions
upwards from the function of “~ directional complement”, so they are considered
as the distinctive functions of adjectives. The functions below from “attribute” are
not the distinctive functions. As can be seen from the same table, these distinctive
functions have no notable correlation or even negative correlation with word fre-
quency, expect for the function of being a “conglutinate complement”, while the
non-distinctive functions have a notably positive correlation with word frequency.

Here comes the explanation to the exception of being a “conglutinate comple-
ment”. This is because the number of syllables can affect the ability of adjectives
to be a “conglutinate complement”. The ability of monosyllabic adjectives to be
“conglutinate complement” is much higher than that of disyllabic adjectives (see
Table 2.7). In addition, most of monosyllabic adjectives have higher word fre-
quencies. Therefore, very likely due to the interference of the number of syllables,
the ability of adjectives as “conglutinate complement” decreases notably with
word frequency. In order to exclude the interference of the number of syllables,
the functional changes of the disyllabic adjectives are counted, and other func-
tions are also included in the statistics for the sake of comparison (see Table 2.8.)

As can be seen from Table 2.8, the related coefficient between adjectives as
“conglutinate complements” and word frequency reduces to 0.361 after exclud-
ing the interference of the number of syllables, which is greatly lower than the
critical value of the notable level (0.878). Therefore, the ability of adjectives to
be “conglutinate complements™ still subordinates to the rule that distinctive func-
tions have no correlation with word frequency.

2.1.3.3 Analysis and discussion of the correlation between
functions of verbs and word frequencies

From Table 2.5, it can be seen the relationship between functions of verbs and word
frequencies is more complicated than those between the functions of adjectives and
nouns and word frequencies, with many exceptions marked with “?”” in the col-
umn of “notable level” of the table. However, some of them can be explained. For
example, the exceptions of verbs as attributes, adverbials, subjects and objects and
being modified by nouns directly can be explained by the fact that the number of
syllables is notably correlated with certain functions of verbs, such as functioning
as attributes (see Table 2.9) or being modified directly by nouns (see Table 2.10).
Most monosyllabic words are high-frequency words and will interfere with the
correlation between word frequencies and functions; therefore, the correlation
between the functions of disyllabic verbs and word frequencies is counted only
in the statistics; this is considered to eliminate the interference. (See Table 2.11.)
As can be seen from Table 2.11, all the related coefficients between functions,
such as being an attribute, an adverbial, a subject or an object and being modified
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by nouns directly, and word frequencies rise to the notable level after excluding
the interference of the number of syllables.

However, the related coefficients between the distinctive functions, such as
being followed by a real object and a conglutinate complement, and word fre-
quencies also rise to the notable level, which leads to new exceptions as well. The
exception of being followed by a real object can be explained by word formation.
In Table 2.12, it is shown that the ability of verbs to be followed by an object in
the word formation of the VO case is weaker than that of verbs in the non-VO
case. The correlation between the ability of verbs being followed by object in the
non-VO case and the word frequency is only counted in Table 2.13.

After eliminating the interference of the word formation of VO case, it can be
seen that the ability of verbs having objects has no notable correlation with the
word frequencies.

However, unfortunately, the notable positive correlation between the ability of
disyllabic verbs to be followed by a conglutinate complement and word frequen-
cies cannot be explained at present.

In addition, from Table 2.3, it can be seen that the distinctive functions of nouns
are notably positively correlated with the word frequencies, except for “number~".
Most non-distinctive functions of nouns are positively correlated notably with word
frequencies, expect for the functions of being an attribute and a temporary quanti-
fier. Unfortunately, the reason for these exceptions has not been found yet.

2.1.4 Brief summary

There are three kinds of relationships between word frequency and function:
positive correlation, negative correlation and non-notable correlation. Generally
speaking, the functions that are notably positively correlated with word frequency
are conversional functions of parts of speech. And those that have a non-notable
correlation or a negative correlation with word frequency are the basic functions
of parts of speech, namely the distinctive functions.

Then, the question mentioned in the foreword, about why in the statistics, there
are big divergences among functions of parts of speech, can be answered here.

According to the investigation in Verb Usage Dictionary, Shao Jingmin (1995)
believed that 90% of disyllabic verbs can function as attributes directly. But, in
fact, the words collected in this dictionary are words used commonly, and this
function happens to be one of the conversional functions for verbs, which is posi-
tively correlated with the word frequencies, and the percentage of this function is
much higher among common words than among uncommon ones. If the uncom-
mon words are also counted in, only 35% of disyllabic verbs can function as
attributes directly, far less than the percentage of 90% mentioned above. Xu Shu
(1991) believed that about a third of disyllabic verbs can be directly modified by
nouns, which is based on the investigation in Mandarin 3000 Common Words
Table by Chen Aiwen (1986). Likewise, the function of verbs being modified
by nouns directly happens to be another one of the conversional functions and is
positively correlate with word frequency. If uncommon words are also counted,
only 7% of disyllabic verbs can function like this.
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Table 2.13 The correlation between verbs with real objects in the non-VO case and word

frequencies
GF 1 P 2 P 3 P 4 P 5 Total P R NL
NW 1425 1425 1425 1425 1425 7125
MWF 4616 816 271 96 12
followed 1281 89.9% 1201 84.3% 1084 76.1% 1043 73.2% 944 5553 77.9% 0.815 —
by real
object in
non-VO

case

(Note: GF = grade of frequency, MWF = middle word frequency, NL = notable level, NW = number
of words, P = percentage)

There often exist two opinions on which one should be considered as the main
function of adjectives: being a predicate or being an attribute? Being an attribute
as the main function of adjectives was due to the statistics on the common adjec-
tives. However, according to this book, 99% of adjectives can function directly as
predicates, and only 29% of adjectives can function as attributes directly, which is
based on the following three points: the negative correlation between the function
of beinga predicate and the word frequency, the positive correlation between the
function of being an attribute and the word frequency and the small compatibility
between both functions. Therefore, the function of being a predicate should be
considered as the main function of adjectives, and the function of being an attrib-
ute is just the conversional function for them.

2.2 Non-grammatical factors affecting the distribution

As has been mentioned in the previous chapters, some non-grammatical factors
affect the distribution of words, including both mandatory and tendentious influ-
ences. The statistical approach below will specify the tendencies influencing the
non-grammatical factors for the distribution of words. Since word frequency and
grammatical function are correlated, the following statistics are also graded to
avoid the interference of word frequency with grammatical function.

2.2.1 The influence of the number of syllables on distribution

The number of syllables has a wide influence on the distribution of words. The
following statistics in Tables 2.14-2.29 show the influences of the number of syl-
lables on the distributions of verbs and adjectives. Since there are few words
with more than two syllables, only monosyllabic words and disyllabic words are
counted in the statistics.

Here is the statistical data first.

Due to the notable influence of VO case on verbs followed by objects, only the
verbs followed by objects in non-VO case are counted in Table 2.19.
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140  Statistical study on parts of speech

The standard values of Z in two sets of data are calculated based on the normal dis-
tribution in the above tables. The calculation formula of the standard values of Z is:

7 = pl_pZ/Gpl_p2
“1” in “p™ stands for the probability of “yes” in the first set of data, and “2”
in “p*” is the probability of “yes” in the second set of data. “°p'-p*” refers to the
standard deviation of two sets of data. The calculation formula of °p'-p? is:

°p'-p> = SQRT[(p' x q'/n') + (p* * q*/n?)]
“1” in “q"” stands for the probability of “no” in the first set of data, and “2” in
“q*” is the probability of “no” in the second set of data; n' refers to the total sam-
ples in the first set, and “2” in “n?” is the total samples in the second set.

“+” and “-” for the value of Z represent the positive correlation and the nega-
tive correlation in these two sets, respectively. The value of Z shows the degree
of differences between two sets of data. When |Z[> 1.64, the occasional probabil-
ity is less than 5%, which indicates that there is a significant difference between
these two sets of data. When |Z|> 2.33, the occasional probability is less than 1%,
which indicates that there is an extremely significant difference between these
two sets of data; when |Z| <1.64, the occasional probability is more than 5%,
which cannot decide the significant difference between them. The criterion for the
significant critical value mentioned above just comes from statistics and whether
it matters in different professional fields. However, for the purpose of calculating
the significant critical value for the influence of non-grammatical factors on the
distributions of words in the field of statistics, a comparison of various situations
is required, and, therefore, the statistic data for the comparative sets are listed.

From the above tables, many values of Z have reached the significant critical
value, such as in Table 2.14, Table 2.20, Table 2.22, Table 2.23 and Table 2.24.
Some groups of data in Table 2.29 have also reached that value. Therefore, such
a significant critical value in statistics is not strict enough to judge the influence
of non-grammatical factors on the distribution of words, which promotes another,
stricter criterion to be raised.

There are two ways to advance the criterion. One is to increase the critical value
to “4”. Obviously, the average values of |Z| in Tables 2.14 and 2.20 are greater
than “10”, while the average values of |Z| in Tables 2.22, 2.23 and 2.24 are less
than “4”. Evidently, the first way to advance the criterion is too subjective to be
persuasively accepted. The other way is to keep the original critical value in sta-
tistics but with an extra condition that the values of Z in the first three grades of
frequency should reach the original critical value at the same time. The following
is the explanation.

From the above tables, four situations can be found. The first situation is that
the value of Z in each grade of frequency among the sets of data has reached the
significant critical value with the correlation in the same direction, such as in
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Tables 2.14 and 2.16. The second situation is that the values of Z in the higher
grades of frequency have reached the significant critical value, while those in the
lower grades of frequency haven’t reached the significant critical value and do
not even have a correlation in opposite direction, compared to those in the higher
grades of frequency, such as in Table 2.15 and 2.20. The third situation is that the
values of Z in the lower grades of frequency have reached the significant critical
value, while those in the higher grades are less than that, such as in Tables 2.22,
2.23 and 2.24. The fourth situation is that there is an irregularity of Z among the
grades of frequency, such as in Tables 2.25 and 2.26. Based on the first situation,
the number of syllables is proven to have a notable influence on grammatical
functions. The second situation may be due to the small quantity of words in the
lower grades of frequency, for the smaller the number of words is, the bigger the
occasionality is, which results in the differences between the higher grades of
frequency and the lower ones. For example, in Table 2.20, 50% of monosyllabic
adjectives in the fifth grade can function as conglutinate complements, but, actu-
ally, the total number of adjectives in this degree is only 2, which indicates this
probability is not reliable. Suppose the interference of such a minor quantity is
excluded, and only the first three situations are chosen to be focused on: The same
conclusion can be drawn. Up to now, no reasons can be found for the third and the
fourth situations, due to which it is hard to judge the influence of the number of
syllables on these grammatical functions.

Therefore, the professional criterion for the influence of non-grammatical fac-
tors to grammatical functions is as follows:

The average value of Z in five grades of frequency has reached the significant
critical value in statistics (Z>1. 64, p<0.05; Z>2.33, p<0.01), and the values
of Z in the first three of them have also reached the same level.

In the above tables, the average value of Z for the total number of words less
than 10 is excluded in the sets for the sake of avoiding the interference of the
minor quantity of words. The “professional notable level” labled with “-” refers
to that the value of Z in at least one grade of frequency from the first three or
that the average value of Z among them has not reached the critical value. The
“professional notable level” labled with “+” refers to that the values of Z in the
first three grades of frequency have reached the critical value and that the average
value of Z is greater than 1.64 as well. The “professional notable level” labled
with “++ refers to that the values of Z in the first three grades of frequency have
reached the critical value and that the average value of Z is greater than 2.33 at
the same time.

In a word, the situations about the influence of the number of syllables on gram-
matical functions are listed as follows:

1 The influence of one or two syllables on verbs functioning as attributes is that
verbs with two syllables more easily tend to function as attributes.
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2 The influence of one or two syllables on verbs modified by nouns directly
is that verbs with two syllables tend to be more easily modified by nouns
directly.

3 The influence of one or two syllables on verbs functioning as conglutinate
complements is that verbs with a single syllable more easily tend to function
as conglutinate complements.

4  The influence of one or two syllables on verbs followed by conglutinate com-
plements is that verbs with a single syllable more easily tend to be followed
by conglutinate complements.

5  The influence of one or two syllables on verbs being followed by real objects
is that verbs with a single syllable tend to be more easily followed by real
objects.

6  The influence of one or two syllables on verbs followed by quasi-objects is
that verbs with a single syllable tend to be followed by quasi-objects more
easily.

7  The influence of one or two syllables on adjectives functioning as congluti-
nate complements is that adjectives with a single syllable more easily tend to
function as conglutinate complements.

8 The influence of one or two syllables on adjectives functioning as attributes
directly is that adjectives with a single syllable more easily tend to function
directly as attributes.

2.2.2 The influence of the word formation of the VO case
on the grammatical functions of verbs

Here is the statistical data first.
From Tables 2.30 and 2.31, the notable influence of the VO case on verbs fol-
lowed by objects can be seen clearly.

2.2.3 The correlation and the causal relationship

Up to now, the correlation between non-grammatical factors and grammatical
functions of words has been proved after the above analysis. However, it has
not been identified yet whether there exists a certain causal relationship between
both sides. In other words, the correlation might be causal or might be decided by
functions of other factors more or less. Anyway, the correlation is not equal to the
causal relationship, which means that these non-grammatical factors cannot be
considered as the reason for the functional differences. Additionally, distribution
of words cannot be completely decided by grammatical properties for sure.

2.3 The correlation between word frequency and
the numbers of words of parts of speech

The total number of words of parts of speech (43,330 in total) and the percentage
statistics are shown in Table 2.32.
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The statistical results in Table 2.32 are basically the same as Yin Bin Yong’s
(1986). Table 2.33 shows that word frequency and numbers of words of parts of
speech are also generally related.

From Table 2.33, it can be seen that the numbers of other words are positively
related to word frequency, except for nouns and state words. By the way, ono-
matopoetic words and interjections are excluded, since their quantities are too
small to be considered. Among the words in Table 2.33, most of words have
reached the significant critical value, except for verbs, adjectives, distinctive
words and locational words. Nouns and state words are negatively related to
word frequency, whose changing tendencies are still noticeable, even though
they haven’t reached the notable level. Besides, except for nouns and state
words, words such as verbs, adjectives, distinctive words, adverbs, numerals,
quantifiers, time words, locative, locational words and function words mainly
appear in the category of common words but among the uncommon words are
mainly nouns.

Therefore, if the numbers of words of parts of speech are counted according to
grades of word frequency, their percentages will change accordingly.

2.4 The statistical study on the actual distribution
of parts of speech

2.4.1 Foreword

2.4.1.1 The reasons for the statistical study on the actual
distribution of parts of speech in the corpus

In the previous statistics, the grammatical functions of parts of speech have been
investigated from the perspective of being syntactic constituents. In the follow-
ing, the actual distribution of parts of speech will be analysed in the corpus for
the purpose of offering a more comprehensive explanation as to their functions.
Zhu Dexi (1985a) once thought that there didn’t exist one-to-one correspond-
ence between part of speech and syntactic constituent, which meant that a part of
speech could be multi-functional. Therefore, the following statistics will investi-
gate the corresponding relationship between both sides based on the real material
in the corpus to see how complicated the relationship is. The statistics are focused
on two aspects, one of which is on frequencies of parts of speech as different
syntactic constituents, and the other of which is on the composition of parts of
speech as syntactic constituents. Although similar studies have been done before
(Mo Penglin and Shan Qing, 1985; He Yang, 1996), the following are the reasons
for such a repetition.

1. The different systems of parts of speech

Words such as adjectives, distinctive words and state words are classified into
different parts of speech in this book, while all of them are simply treated as
adjectives in other studies. Similarly, locatives, locational words and time words
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are excluded from nouns in this book, while they are classified into nouns instead;
demonstratives and numeral-quantifier phrases belong to different parts of speech
in this book, while they are categorised as pronouns and adjectives, respectively.
Since one of the purposes of the statistics in this book is to complete and examine
the new system proposed by this study, it is not proper to adopt the already-existed
system of parts of speech in other studies.

2. Incomplete statistics in the past

The past system of parts of speech was too rough because it only covered
most notional words in about three categories, nouns, verbs and adjectives,
without including other categories, such as adverbials, numerals, quantifiers,
pronouns and preposition structures. That is why more complete statistics are
needed here.

3. The inaccuracy of data influenced by improper statements in the past

For example, the function of being an attribute for “Xf5” was misunderstood as
the function of “X”, or the functions of being subjects and objects for “XHJ” was
misunderstood as the function of being an attribute for “X”. Besides, the situation
of an auxiliary followed by a predicate constituent was treated as an auxiliary
functioning as an adverbial.

4. The statistics on words in written language and spoken language

The statistics done by Mo Penglin and Shan Qing (1985) didn’t count the words
in the form of written or oral separately; although He Yang did, his statistics were
only focused on adjective functions in these two forms. Therefore, the statistics in
this book will count words in written language and spoken language separately,
considering the big divergences between both two forms.

2.4.1.2 The corpus in the statistics

The corpus contains 20,000 Chinese characters, 10,000 of which are in written
language and the other of which are in spoken language.

The Chinese characters in spoken language are from the video conversation
records of the teleplay “The stories of editorial department-flying stars”, which
contains 11,000 Chinese characters (6,672 words).

The Chinese characters in written language are from two groups of materials.
One is the first edition and a certain part of the second edition of the Peoples
Daily on December 16th, 1995, with 11,000 Chinese characters (5,635 words).
The other is the first part of the fourth chapter of Children's Psychological World,
with 2,000 Chinese characters (1,042 words). To sum up, there are 13,000 Chi-
nese characters (6,677 words) in written language.
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2.4.2 Analytical methods

2.4.2.1 Parsing of words

The parsing of words is mainly based on the accuracy of the functional analysis
and the representativeness of statistical data, instead of the completeness of a
word. For example, as the name of newspaper, “ A & H #%[rén min ri bao] (Peo-
ple’s Daily)” is supposed to be combined with other constituents only as a whole
one and should be considered as a single parsing unit from the perspective of
function. If it is divided into two parts of “ A E&[rén min](people)” and “H ¥R
[ri bao](daily)”, “ A EE[rén min](people)” becomes an attribute of “H#f[ri bao]
(daily)’, which will result in a big increase in the number of nouns functioning as
attributes.
The following is the methods for some special situations.

1 A person’s name is usually treated as a parsing unit. A dot can be added
between the surname and the given name(s), such as “Ye/\*[déng xido
ping](Deng Xiaoping)/”, “tHi[l[*&Bf[zhong shan tai lang](Zhongshan
Tailang)/”, “HerberteGeorges Welsh/”.

2 The proper term formed by “special term + general term” is treated as a pars-
ing unit, such as “JtEi[béi jing shi](Beijing City)/”, “H 4A[E[ri bén gud]
(Japan Country)/” and “5 J1 &% [jing jiu ti& [0](Jingjiu Railway)/”.

3 Other proper terms are treated as parsing units, such as “ A & H#[rén min
ri bao] (People’s Daily)/”, “#rE] H i s 2 [xIn wén chil bin zOng shii](Gen-
eral Administration of Press and Publication)/”, “JbE 5T A [béi jing da xué]
(Beijing University)/” and “p% 45 F[1-57E [shang wu yin shii gudn](The Com-
mercial Press)/”. However, if these proper terms are connected with other
possessive names, they should be parsed, such as “J 57 [bé&i jing shi](Bei-
jing)/F5 55 [F[shui wu ji](tax bureau)”, “L117< & [shan dong shéng](Shandong
Province)/ A\ BRAXF K 2x[rén min dai bido da hui](People’s Congress)/” and
“HPAZEf[wai jido bu](the Ministry of Foreign Affairs)/ AN E][ya zhou si]
(Department of Asian Affairs)/”.

4 Numerals and numeral phrases are treated as parsing units, such as “—F§ .
- =[yT bai ér shi san](123)1[ge]/, “120/[ge]/” and “=4%=> —[san fen
zhi y1](one-third)/”.

5 A shortened form is treated as a parsing unit, such as“£%[gé](every)/EZz[bu
wéi](ministries and commissions)/”, “H1/[\Z 4 [zhong xido xué sheéng](pri-
mary and secondary school students)/”, “Z i [nli dan](Z; T2+ [nli zi dan
da])(women’s singles)/” and “#4 ~ 5 ~ {f[ming, t&, you](famous)/ & fifi[shi
pin](food)/” ; the shortened form of the nominal coordinate relation should
be parsed, such as “f1[zhong](China)/Z£[méi](America)/PH[lidng](two)/[E
[gud](countries)/”,  “F[jing](Beijing)/;)F[hu](Shanghai)/Jf-f#[kai  zhin]
(carry out)/. . .” and “ZE/ /P A/ A A [jun/ di/ lidng yong/ rén cail/(officers
and soldiers both for military and civilian jobs) ”.
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6 If “X34” is a fixed constituent, it is treated as a parsing unit, such as “{EZ
[zuo zhé&](author)/”, “it&[ji zh&](reporter)/”, “FE & [huan zh&](patient)/”,
1525 [da zh&](reader)/”, “JiFEE [dG cai zh&](dictator)/” and “/NE]=E [ xido
shéng chan zhé](small producer)/”’; while if it is treated as a temporary, com-
pound one, it should be parsed, such as “iRFI]/Z/[chi dao/zh&](latecomer)”,
“ORi/F% 42/ /[ling/ yang 1o jin/ zh&](pensioner)”, “3&ij/5/[14i fing/zh&]
(visitor)” and “4NE BE/HEGT/4E2/3/[wai zhi jie/ tou Z1/ jig shou/ zh&](for-
eign direct investment receiver)”.

7 A overlapping form is considered as a parsing unit, such as “Z& 7Z&/+[kan kan
shii]/(reading a book)”, “f% &= 5§ = [shang liang shang liang]/(consulting),
FT 4% [gan gan jing jing]/(clean)” and “XK/ [ Fii/[tian tian/ xid yl](rain-
ing every day)”, and so is the repeated form, such as “Y/¥4/%¢/[dui dui dui]
(yes)” and “JEH /JEH /4F/[fei chang/ fei chang/ hdo](very good)”.

8 “&[liang]” and “ZE[an]” cannot be parsed, for they are not usually used
alone, such as “Jfi &[lit liang]/(rate of flow)”, “&7/b & [han sha liang]/(sedi-
ment concentration)”, “fji Z&[ming an]/(homlelde case)” or “[fllZE[xué an]/
(murder case)”. However, if the constituents before them can be extended
long enough, they should be divided from their front constituents, such as “If
5|/4NgE/&E/[xT yin/ wai 71/ liang](scale of attracting foreign investments) ”,
R /YT /28 [dao qié/ jin yong/ wu z1/ an](case of stealing military
goods and materials)” and “33575/EFLLR B/ 2k T/ 28/ [wéi 3/ zOu s1/ gi
ch@/ tou shui/ tdo shui/ an](case of illegal smuggling cars, tax dodging and tax
avoiding ”.

9 “#[quén](all)+%4 174K 43 (nominal constituent)” should be parsed, such as
“%/%4[quéan/ shéng](all the province)”,“4=/HF/[quan/ ban](all the class)”, «
2/ FL/[quan/ shi jig](all the world)”, “4x/3%/[quan/ lian](all the company)
” and “#/[E/[quan/ gud](all the country)”. The same is true for “%[ge]
(every)—i-,‘/%(noun constituent), & A4k 7 (quantifier constituent)”, such

s “2%/45[gé/ shéng](every province)”, “2%/[E[gé/ guod](every country)”,
%/ﬂﬂge/ zhong](every type)”, “&/f5[gé/ xido](every school)” and “& /it
[ge/ di](every region)”.

10 A separable phrasal word is treated as a parsing unit. If there exist other con-
stituents in the middle, it can be regarded as a discontinuous one whose pars-
ing analysis is supposed to be done with part of speech tagging, such as “%
[xi]/v-T [le]/u—/m /1 /7I<[ZaO]/ V(take a shower)” and “Z[1i]/v-A[bu]/d
JF[kai]/-v(cannot leave)”. “v-"" and “-v” stand for the front and the rear of a
discontinuous verb, respectively, both of which form a “v” when combined
together.

EERNNT3

2.4.2.2 Parts of speech and the additional tagging characteristics

1  Tagging parts of speech based on the system in this book.

2 Besides the tag of pronoun, the tag of grammatical property is also needed
when a pronoun is to be tagged, such as “Fx[wo](I)r/n” for a nominal pro-
noun, “¥Xf¥[zhé yang](like this)r/v” for a predicate pronoun, “3XZ.[zhé me]
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(then)r/d” for an adverbial pronoun, “J|,[ji](serveral)r/m” for a numeral pro-
noun and “#X E[zhe 1i](here)r/s” for a locational pronoun.

Classical Chinese constituents should be tagged with “#”, such as “J[ Z[ér
tong]/mfF A [jiang]/vT-[yal# /ptt[shi]# /n(a baby was born)”.

The shortened forms should be tagged with their parts of speech and short-
ened form marks, such as “JE-K[bé&i da]j/n(Peking University)” and “rft
[zhong]j/mZE[méi] j/n F[liang]/m [E[gud]#/n(China and America)”.

Idioms should be tagged with their idiom marks and marks of grammatical
properties, such as “H1fikfI:[zhong lin di zhu]i/n(mainstay)” and “SZZE5K
+E[shi shi giu shi]i/v(be practical and realilstic)”. “[# A [F1&[kuai rén wai
yi]i/v(straight talk from an honest person)” and “£:/[ 4= [quan xIn quan
yi]i/d(heart and soul)”.

2.4.2.3 Functional tagging

1

The functions of syntactic constituents in the statistics include: subject(S),
object(O), predicate(P), attribute(A), adverbial(D), complement(C), environ-
mental language(H), independent constituent(I), non-core constituent of the
successive predicates construction(W) and non-core constituent of recursive
construction(X). In addition, the attribute (F) in the locative construction
should be counted separately.

Environmental language refers to constituents of time or location before
verbs, but not as arguments of verbs. For example:

(1) HER[zu6 tidn)/t{Hftf[ta]r/n|S/% [méi])/d|D[14i]/v[P - (He didn’t come
yesterday.)

[33EH

The tags before “|” is marks for parts of speech, and the ones after “|” are
functional marks.

Independent constituents refer to the core constituents of independent lan-
guage and non-subject sentences, including the constituents of calling and
responding, nominal constituents as independent sentences in conversations
and predicate constituents without subject as independent sentences (no mat-
ter whether the subject is omitted or not).

The former predicate in the construction of successive predicates is usually
considered as the non-core constituent and the latter as the core one (Guo Rui,
1997b). However, “>[lai](come)” and “Z[qu](go)” are supposed to be non-
core constituents when they are as the latter predicates. For example:

u|”

(2) FAI[wo men]r/n|S IZ[chi]/vV[W T[le]/u fR[fan]/n FE[kan]/v|P HE
[dian ying]/n|O - (We go to the movies after finishing the dinner.)

(3) FAI[wo men]r/n|S FElkan]/v[P HZ[dian ying]l/nO ZE[qu]/v|W - (We
go to the movies.)
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The latter predicate in the recursive construction is considered as the non-
core constituent. For example:

(4) /NFE[xido wang]/n|S F3K[yao qia]/v[P {R[ni] r/n|OZFF(li kai]/viX e
(Xiawang asks you to leave.)

2 The overall function of a certain phrase is decided by the function of the
core constituent of this phrase. The core constituent includes: the head-
word of construction consisting of a modifier and the word it modifies,
the predicate of the predicate-complement construction, the predicate of
the predicate-object construction, the predicate of the subject-predicate
construction, the latter predicate of successive predicates construction
(except for “3[lai](come), Z[qu](go)”), the former part of the recursive
construction, the preposition of the preposition construction and “f5/H,
[de]” in the structure of “HY/#f[de/ de]”. The functions of other syntactic
constituents prescribed by the grammatical relationship between the core
constituent and its direct constituents cannot be tagged again as another
function of the core constituent. For example, when the phrase “4[ =5
[hong ping gud](red apple)” functions as a subject, the function of “3%
H.[ping gud] (apple)” as subject can be tagged only once and cannot be
tagged again when it functions as a headword. Differently, the predicate in
the construction of a subject-predicate can be tagged as a predicate again.
For example:

(5) H13ZZ[zhong weén xi]/n|d, F/u|A [F]5[tong xué]/n|S t[yi]/dD K&
[zhi dao]/v|P fifi[ta]r/n|S S[14i]/v|P|O E [zi])/p|C Fef1[wd men]r/n|A~F
Fé[xué xiao]/n|O = (“d,” refers to form a direct constituent with “f7,”.)
(The students of the department of Chinese language and literature also
know that he comes from our school.)

3 The overall functions of the coordinate construction and the apposition
construction are decided by the functions of their constituents in each. For
example:

(6) F[wo] r/n|S Fil[hé]/c fifi[ta] r/n|S ZF[qu]/v|P ° (I go with him.)

(7) dbK[bii da]j/n|A FFE[xiao zhdng]/n|S [Fe{EH[chén jid ir]/n|S HIfFE
[chi xi]/v|P £1/n|O - (The president of Peking University Chen Jiaer
attended the conference.)

2.4.3 The statistics on the functions of syntactic constituents
in the structures of notional words and function words

2.4.3.1 The frequencies of occurrence for the words of parts
of speech in the data

Table 2.34 shows that the frequencies of occurrence for verbs and nouns are very
high, taking up about one-fourth, respectively, and almost taking up a half in total.
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Table 2.34 The frequencies of occurrence for words of parts of speech

noun verb adjective  state time word locational locative
word word

r p T P T P T P T P T P T P

spoken 845 13% 1,728 26% 302 4.5% 5 0.1% 44 0.7% 20 0.3% 48 0.7%
written 2254 34% 1,676 25% 371 5.6% 5 0.1% 90 1.3% 13 02% 93 1.4%
total 3099 23% 3,404 26% 673 5.0% 10 0.1% 134 1.0% 33 0.2% 141 1.1%

quantifier numeral  numeral- demon-  distinctive adverb onomat-
quantifier strative  word opoetic
phrase word

T P T P T P T P T P T P T P

spoken 165 2.5% 139 2.1% 80 1.2% 154 23% 27 0.4% 837 13% 13 0.2%
written 201 3.0% 286 4.3% 38 0.6% 153 2.3% 129 1.9% 290 43% 0 0.0%
total 366 2.7% 425 3.2% 118 0.9% 307 2.3% 156 1.2% 1127 8.4% 13 0.1%

pronoun preposition  conjunction modal auxiliary  interjection total
particle

T P T P T P T P T P T P

spoken 944 14% 178 2.7% 115 1.7% 413 6.2% 355 5.3% 260 3.9% 6672
written 100 1.5% 264 4.0% 168 2.5% 7 0.1% 539 81% 0 0.0% 6677
total 1044 7.8% 442 3.3% 283 2.1% 420 3.1% 894 6.7% 260 1.9% 13349

(Note: T = times, P = percentage)

The frequency of verbs is a bit more than that of nouns, although the total number
of the former (10,283) is far less that that of the latter (27,400). Similar situa-
tions happen among other parts of speech, such as adverbs, pronouns, auxiliaries
and adjectives. For example, although the number of adverbs (999) is much less
than that of adjectives (2,355), their frequency is higher than that of adjectives;
there are only 139 pronouns, but their frequency is almost as same as that of
adverbs and even higher than that of adjectives. Auxiliaries have the least among
these four categories of words, but their frequency is more than that of adjectives.
The frequencies of occurrence for these six categories take up 77% (about three-
fourths) of all words in total.

There is a big difference for frequency of occurrence for some parts of
speech in the forms of spoken and written language, such as the modal
particle, pronoun, adverb, noun and interjection. The frequency of modal
particles in spoken language is 59 times that in written language; the fre-
quency of pronouns in spoken language is 9.4 times that in written language;
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the frequency of adverbs in spoken language is 2.9 times that in written lan-
guage; the frequency of nouns in written language is 2.7 times that in spoken
language; and interjections in spoken language appear 260 times, but they
never do in written language.

There are no obvious differences in the frequencies among demonstratives,
verbs, adjectives, quantifiers and conjunctions. The differences among other parts
of speech are in the intermediate state.

The corresponding pie chart is omitted with the author’s permission. The results
in the above statistics are similar to those statistics by Yin Binyong (1986).

The following is about the frequencies of the functions for words of parts of
speech. The statistics on the frequencies of syntactic functions of notional words
are presented in Table 2.35.

Table 2.35 The frequencies of syntactic functions of notional words

subject object predicate complement
T P T P T P T P
noun spoken 184  22% 428  51% 10 1.2% 0 0%
written 450  20% 746 33% 0 0% 0 0%
intotal 634  20% 1,174  38% 10 0.3% 0 0%
verb spoken 36 2% 88 5% 811  47% 97 6%

written 52 3% 221 13% 525 31% 66 4%

in total 88 3% 309 9% 1,336 39% 163 5%

adjective spoken 2 0.7% 23 7.6% 83  27% 37 12%
written I 03% 23 6.2% 60  16% 32 9%

in total 3 04% 46  6.8% 143 21% 69  10%

state word  spoken 0 0% 0 0% 0 0% 0 0%
written 0 0% 1 20% 1 20% 0 0%

in total 0 0% 1 10% 1 10% 0 0%

distinctive  spoken 1 4% 5 19% 0 0% 0 0%
word written 1 1% 5 4% 0 0% 0 0%
in total 2 1% 10 6% 0 0% 0 0%

adverb spoken 0 0% 0 0% 0 0% 0 0%
written 0 0% 0 0% 0 0% 0 0%

in total 0 0% 0 0% 0 0% 0 0%

time word  spoken 0 0% 1 2% 0 0% 0 0%
written 0 0% 13 14% 0 0% 0 0%

in total 0 0% 14 10% 0 0% 0 0%




attribute ~locative adverbial environ-

mental
language
T P T P T P T P

noun spoken 63 7% 34 4% 6 0.7% 7 1%
written 801 36% S8 3% 1 0.0% 11 0%
intotal 864 28% 92 3% 7 02% 18 1%
verb spoken 11 0.6% 1 0% 0 0% 0 0%
written 246 15% 13 0.8% 0 0% 1 0%
intotal 257 8% 14 0.4% 0 0% 1 0%
adjective spoken 31 10% 6 2% 23 8% 0 0%
written 106 29% 2 1% 86 23% 0 0%
intotal 137 20% 8 1% 109 16% 0 0%
state word ~ spoken 0 0% 0 0% 0 0% 0 0%
written 2 40% 0 0% 0 0% 0 0%
in total 2 20% 0 0% 0 0% 0 0%
distinctive  spoken 12 44% 0 0% 0 0% 0 0%
word written 115 89% 0 0% 0 0% 0 0%
in total 127 81% 0 0% 0 0% 0 0%
adverb spoken 0 0% 0 0% 837 100% 0 0%
written 0 0% 0 0% 290  100% 0 0%
in total 0 0% 0 0% 1127  100% 0 0%
time word  spoken 3 7% 0 0% 0 0% 37 84%
written 22 24% 1 1% 0 0% 46 S1%
in total 25 19% 1 1% 0 0% 83 62%

independent others in

constituent total

T P T P T
noun spoken 13 1.5% 100 12% 845
written 21 0.9% 166 7% 2,254
in total 34 1.1% 266 9% 3,099
verb spoken 501 29% 183 11% 1,728
written 316 19% 236 14% 1,676
in total 817 24% 419 12% 3,404
adjective spoken 71 24% 26 9% 302
written 7 1.9% 54 15% 371
in total 78 12% 80 12% 673
state word spoken 1 20% 4 80% 5
written 0 0% 1 20% 5
in total 1 10% 5 50% 10
distinctive spoken 0 0% 9 33% 27
word written 0 0% 8 6% 129
in total 0 0% 17 11% 156
adverb spoken 0 0% 0 0% 837
written 0 0% 0 0% 290
in total 0 0% 0 0% 1,127
time word spoken 2 5% 1 2% 44
written 0 0% 8 9% 90
in total 2 1% 9 7% 134

(Continued)



Table 2.35 (Continued)

subject object predicate comple-
ment
T P T P r P T P
locational spoken 0 0% 5 25% 0 0% 0 0%
word written 1 8% 5 38% 0 0% 0 0%
in total 1 3% 10 30% 0 0% 0 0%
locative spoken 0 0% 22 46% 0 0% 0 0%
written 3 3% 55 59% 0 0% 0 0%
in total 3 2% 77 55% 0 0% 0 0%
numeral spoken 0 0% 2 1% 1 1% 0 0%
written 0 0% 19 7% 2 1% 0 0%
in total 0 0% 21 5% 3 1% 0 0%
numeral- spoken 14 18% 22 28% 1 1% 0 0%
quantifier written 0 0% 2 5% 0 0% 0 0%
phrase in total 14 12% 24 20% 1 1% 0 0%
quantifier spoken 8 5% 34 21% 1 1% 0 0%
written 7 3% 33 16% 6 3% 0 0%
in total 15 4% 67 18% 7 2% 0 0%
demonstrative spoken 0 0% 0 0% 0 0% 0 0%
written 0 0% 0 0% 0 0% 0 0%
in total 0 0% 0 0% 0 0% 0 0%
onomatopoetic spoken 0 0% 0 0% 0 0% 0 0%
word written 0 0 0 0
in total 0 0% 0 0% 0 0% 0 0%
attribute ~loca- adverbial ~ environ-
tive mental
language
T P T P r P T P
locational spoken 5 25% 0 0% 0 0% 6 30%
word written 6 46% 0 0% 0 0% 0 0%
in total 11 33% 0 0% 0 0% 6 18%
locative spoken 1 2% 0 0% 0 0% 0 0%
written 13 14% 0 0% 1 1% 0 0%
in total 14 10% 0 0% 1 1% 0 0%
numeral spoken 111 80% 0 0% 8 6% 0 0%
written 235 82% 1 0% 1 0% 0 0%
intotal 346 81% 1 0% 9 2% 0 0%
numeral- spoken 35 44% 0 0% 6 8% 0 0%
quantifier written 36 95% 0 0% 0 0% 0 0%
phrase in total 71 60% 0 0% 6 5% 0 0%
quantifier spoken 104 63% 0 0% 4 2% 7 4%
written 139 69% 1 0% 0 0% 6 3%
intotal 243 66% 1 0% 4 1% 13 4%
demonstrative spoken 154 100% 0 0% 0 0% 0 0%
written 153 100% 0 0% 0 0% 0 0%
in total 307 100% 0 0% 0 0% 0 0%
onomatopoetic spoken 1 8% 0 0% 0% 0 0%
word written 0 0 0
in total 1 8% 0 0% 0 0% 0 0%




independent others in total
constituents
T P T P T
locational spoken 1 5% 3 15% 20
word written 0 0% 1 8% 13
in total 1 3% 4 12% 33
locative spoken 19 40% 6 13% 48
written 10 11% 11 12% 93
in total 29 21% 17 12% 141
numeral spoken 0 0% 17 12% 139
written 14 5% 14 5% 286
in total 14 3% 31 7% 425
numeral- spoken 1 1% 1 1% 80
quantifier written 0 0% 0 0% 38
phrase in total 1 1% 1 1% 118
quantifier spoken 5 3% 2 1% 165
written 2 1% 7 3% 201
in total 7 2% 9 2% 366
demonstrative spoken 0 0% 0 0% 154
written 0 0% 0 0% 153
in total 0 0% 0 0% 307
onomatopoetic spoken 12 92% 0 0% 13
word written 0 0 0
in total 12 92% 0 0% 13
subject object predicate complement
T P T P T P T P
pronoun spoken 511 54% 188 20% 5 1% 0 0%
written 43 43% 15 15% 0 0% 0 0%
in total 554 53% 203 19% 5 0% 0 0%
attribute ~loca- adverbial environmental
tive language
T P T P T P T P
pronoun spoken 98 10% 0 0% 67 7% 14 1%
written 21 21% 1 1% 2 2% 5 5%
in total 119 11% 1 0% 69 7% 19 2%
independent others in total
constituent
T P T P T
pronoun spoken 38 4% 23 2% 944
written 0 0% 13 13% 100
in total 38 4% 36 3% 1,044

(Note: T = times, P = percentage)
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Figure 2.1 The frequencies of syntactic functions of nouns
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Figure 2.2 The frequencies of syntactic functions of verbs

Figures 2.1, 2.2 and 2.3 are the histograms® of syntactic functions of nouns,
verbs and adjectives, respectively, for the sake of the clear observation on the
functions of notional words.

From the perspective of grammatical properties, pronouns are different parts
of speech. Table 2.36 is the frequencies of syntactic functions of pronouns with
different parts of speech.
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Figure 2.3 The frequencies of syntactic functions of adjectives

Table 2.36 The frequencies of syntactic functions of pronouns with different parts of

speech
subject object predicate comple- attribute
ment
T P T P T P T P T P

Pn S 509 62% 164  20% O 0% 0 0% 96 12%

w 43 47% 4 15% 0 0% 0 0% 21 23%

T 552 61% 178  20% 0 0% 0 0% 117 13%
Pv S 0 0% 2 10% 5 25% 0 0% 0 0%

w

T 0 0% 2 10% 5 25% 0 0% 0 0%
Pd S 0 0% 0 0% 0 0% 0 0% 0 0%

W 0 0% 0 0% 0 0% 0 0% 0 0%

T 0 0% 0 0% 0 0% 0 0% 0 0%
Ps S 2 6% 18 50% O 0% 0 0% 0 0%

W 0 0% 1 17% 0 0% 0 0% 0 0%

T 2 5% 19 45% 0 0% 0 0% 0 0%
Pm S 0 0% 0 0% 0 0% 0 0% 1 100%

W

T 0 0% 0 0% 0 0% 0 0% 1 100%
Pq S 0 0% 4 80% O 0% 0 0% 1 20%

W

T 0 0% 4 80% O 0% 0 0% 1 20%

(Continued)
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Table 2.36 (Continued)

~locative adverbial  environment independent  others total
language constituent
P T P T P T P T P T P T
Pn S 12% 0 0% 0 0% 0 0% 26 3% 22 3% 817
W 23% 1 1% 0 0% 0 0% 0 0% 13 14% 92
T 13% 1 0% 0 0% 0 0% 26 3% 35 4% 909
Pv S 0% 0 0% O 0% 0 0% 12 60% 1 5% 20
W 0
T 0% 0 0% O 0% 0 0% 12 60% 1 5% 20
Pd S 0% 0 0% 65 100% 0 0% 0 0% 0 0% 65
W 0% 0 0% 2 100% 0 0% 0 0% 0 0% 2
T 0% 0 0% 67 100% 0 0% 0 0% 0 0% 67
Ps S 0% 0 0% 2 6% 14 39% 0 0% 0 0% 36
W 0% 0 0% 0% 5 83% 0 0% 0 0% 6
T 0% 0 0% 2 5% 19 45% 0 0% 0 0% 42
Pm S 100% 0 0% O 0% 0 0% 0 0% 0 0% 1
W 0
T 100% 0 0% O 0% 0 0% 0 0% 0 0% 1
Pq S 200 0 0% O 0% 0 0% 0 0% 0 0% 5
W 0
T 20 0 0% O 0% 0 0% 0 0% 0 0% 5
(Note: T = times, P = percentage, P , = pronoun » S/W/T = spoken, written, total)

oy, .. ...

“Others” in the above table includes the data on the front of constrictions of suc-
cessive predicates and the rear of recursive constructions. Verbs in the front of con-
structions of successive predicates appear 64 times in spoken language and 34 times
in written language, while verbs in the rear of recursive constructions appear 47
times in spoken language and 56 times in written language. Adjectives in the front
of constructions of successive predicates appear one time in spoken language and
zero times in written language, while adjectives in the rear of recursive construc-
tions appear three times in spoken language and three times in written language.

The following is the frequencies of the syntactic functions of the phrases of
function words (see Table 2.37).

The statistics in the above table prove the prototype correlation proposed in
4.8.1 of Modern Chinese Parts of Speech: Classification Theory between parts of
speech and expressive functions and syntactic constituents. Figure 2.4 displays
the correspondence between syntactic constituents and the main parts of speech
in the categories of nominals, predicates and modifiers (the data in bold refers to
the main correspondence).

The correspondence frequency between predicates and verbs and adjectives is
only 36%, because many verbs and adjectives can be independent constituents
(22%) and some of them can function as complements. If all are included, the per-
centage can reach 64%.
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Table 2.37 The frequencies of syntactic functions of phrases of function words

subject object predicate  complement  attribute
T P T P T P T P T P
Xih[de] S 0 0% 0 0% 0 0% 0 0% 0 0%
\ 0 0% 0 0% 0 0% 0 0% 0 0%
T 0 0% 0 0% 0 0% 0 0% 0 0%
XfJ[de]2 S 0% 1 11% 0 0% 3 33% 0 0%
\W 0% 0% 0 0% 0 0% 0 0%
T 0 0% 1 10% 0 0% 3 30% 0 0%
XfJ[de]3 S 13 7% 41 23% 2 1% 0 0% 111 63%
W 9 2% 14 4% 0 0% 0 0% 371  94%
T 22 4% 55 10% 2 0% 0 0% 482  85%
PP S 0% 0% 0% 5 3% 0 0%
W 0% 0% 0% 18 6% 1 0%
T 0 0% 0 0% 0 0% 23 5% 1 0%
~loca-  adverbial environ-  independ-  others total
tive ment ent
lan- constituent
guage
T P T P T P T P T P T
Xiff[de] S 0 0% 10 100% 0 0% O 0% 0 0% 10
W 0 0% 9 100% 0 0% O 0% 0 0% 9
T 0 0% 19 100% 0 0% O 0% 0 0% 19
Xf[de]2 S 0 0% 0 0% 0 0% 5 56% 0 0% 9
W 0 0% 0 0% 0 0% 1 100% 0 0% 1
T 0 0% 0 0% 0 0% 6 60% 0 0% 10
XfJ[de]3 S 0 0% 0 0% 0 0% 7 4% 1 1% 175
W 0 0% 0 0% 0 0% 0 0% 0 0% 395
T 1 0% 0 0% 0 0% 7 1% 1 0% 570
PP S 0% 171 96% 0% 0% 2 1% 178
W 0% 245 87% 0% 0% 17 5% 281
T 0 0% 416 91% 0 0% O 0% 19 4% 459

(Note: T = times, P = percentage, S/W/T = spoken/written/total, PP = preposition phrase)
2.4.3.2 Characteristics in the data

From the data in the above, the following characteristics can be figured out.

I The percentages of syntactic functions for nouns, verbs and adjectives are
scattered, among which none of percentages for adjectives is beyond 30%.
Comparatively speaking, the percentages of syntactic functions for other
words are more concentrated.

I  For some words, their percentages in the forms of spoken and written diverge
greatly. For example:

1 noun as object: 51% in spoken language, 33% in written language;
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written language;
10 “Xfy,”as subject & object: 31% in spoken language, 8% in written

language;

noun as attribute: 7% in spoken language, 36% in written language;
verb as object: 5% in spoken language, 13% in written language;

verb as attribute: 0.6% in spoken language, 15% in written language;
verb as independent constituent: 29% in spoken language, 19% in writ-

adjective as predicate: 27% in spoken language, 16% in written language;
adjective as attribute: 10% in spoken language, 29% in written language;
adjective as adverbial: 8% in spoken language, 23% in written language;
adjective as independent constituent: 24% in spoken language, 2% in

11 “XHy, as attribute: 63% in spoken language, 94% in written language.

IIT The big difference between the frequencies of nouns and the frequencies of

nominal pronouns when functioning as subjects and objects.

There exists a big difference between the frequencies of nouns and the frequen-
cies of nominal pronouns when functioning as subjects and objects. Nouns func-
tion as subjects 634 times, taking up 20%, and as objects 1,174 times, taking up
38%. On the contrary, nominal pronouns function as subjects 509 times, taking up
62%, and as objects 164 times, taking up 20%. The above data is as same as the
results of statistics by Mo Pengling and Shan Qin (1985). Mo Pengling and Shan
Qin thought that the reason for the big difference lies in that pronoun has a higher
frequency of functioning as subject which is often omitted and a lower frequency
of functioning as object. The statistics of this time prove once again the conclu-
sion made by these two persons.

Based on the statistics from the corpus of 20,000 Chinese characters, the total
number of subjects is 1136, taking up 11%, and the total number of objects is
2,012, taking up 17%. Because subject is often omitted, the number of objects is
almost two times that of subjects.
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2.4.4 The reasons for the differences among the frequencies
of functions of parts of speech in different styles

Not all frequency differences can be explained due to lack of awareness of the
real reasons, such as the frequency differences of verbs as objects in written and
spoken language. The following attempts to briefly explain some frequency dif-
ferences based on the statistics.

2.4.4.1 The reason for the frequency differences of nouns, verbs and
adjectives as attributes in written and spoken language and
the reason for the frequency differences of adjectives
as adverbials in written and spoken language

In written language, the frequencies of nouns, verbs and adjectives as attributes
are 29%, 14% and 19%, higher than those in spoken language. The reason might
be simple: For a sentence in written language, comparatively speaking, tends to
be longer, is more precise and needs more attributes. Therefore, the total number
of attributes in written language is 2,265, taking up 35% of syntactic constituents,
while there are only 740 attributes in spoken language, taking up 13% of syntactic
constituents. Due to the necessary demand of attributes in written language, the
frequencies of nouns, verbs and adjectives as attributes are higher than those in
spoken language naturally.

The reason mentioned above seems not to be appropriate for the frequency
differences of adjectives as adverbials in written and spoken language. There
are only 635 adverbials in written language, taking up 10% of syntactic con-
stituents, but the total number of adverbials in spoken language reaches 1,133,
taking up 20% of syntactic constituents. The reason for this frequency difference
is unclear, but it is probably due to the different semantic functions reflected by
adverbs and adjectives when both function as adverbials. When functioning as
adverbials, adverbs mainly refer to time, range, mood and tone, which are closely
related to communicative functions. The frequency of adverbs as adverbials in
spoken language is higher than in written language, which results in the fact that
the total number of adverbials in spoken language (837, 74%) is much higher
than in written language (290, 46%). As for adjectives functioning as adverbi-
als, they are mainly involved in manner instead of communication. Suppose the
explanation in the above might be true; the reason for the frequency differences
of adjectives as attributes also works for the frequency differences of adjectives
as adverbials.

2.4.4.2 The reason for the frequency differences of objects
and attributes in written and spoken language

The frequency of nouns as objects in spoken language is 18% higher than that in
written language; the frequency for nouns as attributes in spoken language is 29%
lower than that in written language. These two frequency differences are related
and complementary, which can explain not only the low frequency in spoken
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language and the high frequency in written language when nouns function as
attributes, but also the opposite tendency as well, when nouns function as objects.
Here comes the question as to why there also exist the frequency differences of
nouns as subjects in written and spoken language. The answer to this question
is that these frequency differences are related to the situation in which pronouns
often serve as subjects in spoken language. Table 2.38 is a comparison of the
function frequencies between nouns and nominal pronouns when both function as
subjects, objects and attributes.

In the above table, 61% of pronouns serve as subjects, while only 20% of nouns
do; 38% of nouns serve as objects, while only 20% pronouns do. From the per-
spective of function, the ability of pronouns as subjects is much stronger than that
as objects; from the perspective of comparison between pronouns and nouns, the
frequency of pronouns as subjects is higher than that of nouns as subjects. There-
fore, the times nouns serve as subjects decrease a lot.

Obviously, in the above table, the higher frequency of nouns as attributes in
written language decreases that of nouns as objects and consequently influences
that of nouns as subjects as well, due to which the frequency of nouns as subjects
in written language should be expected to be much lower than that in spoken
language, let alone the influence of pronouns on nouns when both serving as sub-
jects. But why there is no big frequency difference of nouns as subjects between
written language and spoken language? The answer to this question lies in the
low frequency of pronouns in written language. The occurrence frequency of pro-
nouns in spoken language (944 times, 14%) is greatly higher than that in written
language (100 times, 1.5%). Therefore, when both serve as subjects, the influence
of pronouns on nouns embodies fully in spoken language but much less in written
language, due to the small quantity of pronouns in this style.

Table 2.39 is about the composition of parts of speech as subjects, objects and
attributes (referring to Figure 2.5, Figure 2.6 and Figure 2.9).

In Table 2.39, 66% of subjects are served by pronouns and only 24% by nouns
in spoken language; the opposite tendency appears in written language: 79% of
subjects are served by nouns and only 8% by pronouns. Differently, the frequen-
cies of objects served by nouns are far higher than those by pronouns, regardless of
whether it is spoken language or written language: 50% of objects in spoken lan-
guage and 65% of objects in written language are served by nouns. Comparatively

Table 2.38 The function frequencies between nouns and nominal pronouns both function-
ing as subjects, objects and attributes

subject object attribute

noun nominal pronoun noun nominal pronoun noun nominal pronoun

spoken 22%  62% 51%  20% 7% 12%
written  20%  47% 31%  15% 36% 23%
total 20% 61% 38% 20% 28% 13%
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Table 2.39 The composition of parts of speech as subjects, objects and attributes

subject object attribute

times  percentage  times  percentage  times  percentage

noun S 184 24% 428  50% 63 9%
w 450  79% 746 65% 801  35%
T 634 47% 1174 58% 864  29%
nominal S 509  66% 164 19% 9%  13%
pronoun W 43 8% 14 1% 21 1%
T 552 41% 178 9% 117 4%
others S 76 10% 168 31% 581 79%
w 74 13% 492 39% 1,443 64%
T 150  11% 760  38% 2,024 67%
total S 769 860 740
w 567 1,252 2,265
T 1,336 2,012 3,005
90%
0% 79% = spoken language written language ® grand total
70% |oeonl 66%
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Figure 2.5 Composition of parts of speech as subjects

speaking, only 19% of objects in spoken language and 1% of objects in written
language are served by pronouns.

Consequently, based on Tables 2.38 and 2.39, in spoken language, the strong
ability of pronouns as subjects (Table 2.38) and the high occurrence frequency of
pronouns (Table 2.39) decrease the frequency of nouns as subjects (Table 2.38);
in written language, the strong ability of nouns as attributes (Table 2.38) decreases
the frequency of nouns as subjects (Table 2.38), without considering the influence
of pronouns for their lower occurrence frequency in written language (Table 2.39).
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Figure 2.6 Composition of parts of speech as objects

The analysis about two tables in the above further answers the question of why
there is no big frequency difference of nouns as subjects, no matter in written
language or in spoken language (Table 2.38).

2.4.5 The statistics on the composition of parts of speech
as different syntactic constituents

Table 2.40 is about the composition of parts of speech as different syntactic con-
stituents. Figures 2.5 to 2.10 are the corresponding histograms.

From Table 2.40, it can be figured out that the total number of subjects in spo-
ken language (769, 13%) is more than that in written language (567, 9%). This
result indicates that the omission of subject occurs more frequently in written
language than in spoken language, which conversely happens to differ from the
previous understanding.

Furthermore, the corresponding relationship between parts of speech and the
syntactic constituents of predicates, complements and adverbials is rather strict,
but it appears relatively dispersive among other syntactic constituents, such as
subjects, objects and attributes, especially for attributes whose highest percentage
is only 29% (served by nouns). Although such a corresponding relationship is not
very stable, it still implies a certain obvious tendency between parts of speech
and some syntactic constituents. For example, 99% of predicates are served by
predicates (verbs and adjectives); 90% of complements by predicates; 93% of
adverbials by adverbs, preposition structures, adverbial pronouns and the struc-
tures of “XHY[de]”; 88% of subjects by nominal constituents (nouns and nominal



Table 2.40 The composition of parts of speech as different syntactic constituents

noun verb adjective state distinctive
word word

T P T P r P T P T P
subject s 184 24% 36 4.7% 2 03% 0 0% 1 0.1%
w450 79% 52 9.2% 1 02% 0 0% 1 02%
t 634  47% 88 6.6% 3 02% 0 0% 2 0.1%
object s 428  50% 88 10% 23 27% 0 0% 5 1%
w746 65% 221 19% 23 2.0% 1 0.1% 5 04%
t 1,174 58% 309 15% 46 23% 1 0% 10 0.5%
predicate s 10 1.1% 811 89% 83 9.1% 0 0% 0 0%
w 0 0% 525 88% 60 10% 1 0.2% 0 0%
t 10 0.7% 1,336 89% 143 9.5% 1 0.1% 0 0%
complement s 0 0% 97 68% 37 26% 0 0% 0 0%
w 0 0% 66 57% 32 28% 0 0% 0 0%
t 0 0% 163 63% 69 27% 0 0% 0 0%
attribute s 63 8.5% 11 1.5% 31 42% 0 0% 12 1.6%
w801 35% 246 11% 106 4.7% 0 0% 155 5.1%
t 864 29% 257 8.6% 137 4.6% 0 0% 127 42%
~Ilocative s 34 83% 1 2.4% 6 15% 0 0% 0 0%
w 58  74% 13 17% 2 26% 0 0% 0 0%
t 92 T7% 14 12% 8 67% 0 0% 0 0%
adverbial S 6 0.5% 0 0% 23 20% 1 0.1% 0 0%
w 1 02% 0 0% 8 14% 0 0% 0 0%
t 7 0.4% 0 0% 109 62% 1 0.1% 0 0%
environment s 7 71.8% 0 0% 0 0% 0 0% 0 0%
language w 11 14% 1 1.3% 0 0% 0 0% 0 0%
t 18 11% 1 0.6% 0 0% 0 0% 0 0%
independent s 13 2.0% 501 76% 71 11% 0 0% 0 0%
constituent ~ w 21 58% 316 87% 7 19% 0 0% 0 0%
t 34 33% 817 80% 78 8% 0 0% 0 0%
others s 100 26% 183 48% 26 7% 4 1.1% 9 24%
w 166 31% 236 44% 54 10% 1 02% 8 1.5%
t 266 29% 419 46% 80 9% 5 05% 17 1.9%

adverb time word  locative locational ~ numeral

word

T P r P T P T P T P
subject s 0 0% O 0% 0 0% 0 0% 0 0%
w 0 0% O 0% 1 02% 3 0.5% 0 0%
t 0 0% O 0% 1 01% 3 02% 0 0%
object s 0 0% 1 0% 5 1% 22 3% 2 0%
w 0 0% 13 1.1% 5 04% 55 48% 19 1.6%
t 0 0% 14 07% 10 05% 77 38% 21 1.0%
predicate s 0 0% O 0% 0 0% 0 0% 1 0.1%
w 0 0% O 0% 0 0% 0 0% 2 0.3%
t 0 0% O 0% 0 0% 0 0% 3 02%

(Continued)



Table 2.40 (Continued)

adverb time word  locative locational ~ numeral
word

T P T P T P T P T P
complement s 0 0% O 0% 0 0% 0 0% 0 0%
w 0 0% O 0% 0 0% 0 0% 0 0%
t 0 0% 0 0% 0 0% 0 0% 0 0%
attribute s 0 0% 3 04% 5 07% 1 0.1% 111 15%
w 0 0% 22 1.0% 6 03% 13 0.6% 235 10%
t 0 0% 25 08% 11 04% 14 05% 346 12%
~Tlocative s 0 0% O 0% 0 0% 0 0% 0 0%
w 0 0% 1 13% 0 0% 0 0% 1 1.3%
t 0 0% 1 08% O 0% 0 0% 1 0.8%
adverbial s 837 74% O 0% 0 0% 0 0% 8 0.7%
w 290 46% 0 0% 0 0% 1 02% 1 02%
t 1,127 64% O 0% 0 0% 1 0.1% 9 0.5%
environment s 0 0% 37 41% 6 6.7% 19 21% 0 0%
language w 0 0% 46 58% O 0% 10 13% 0 0%
t 0 0% 83 49% 6 3.6% 29 17% 0 0%
independent s 0 0% O 0% 1 02% 2 03% 0 0%
constituent w 0 0% 2 06% O 0% 0 0% 14 3.9%
t 0 0% 2 02% 1 01% 2 02% 14 1.4%
others s 0 0% 1 03% 3 08% 6 1.6% 17 4.5%
w 0 0% 8 1.5% 1 02% 11 21% 14 2.6%
t 0 0% 9 1.0% 4 04% 17 19% 31 34%
quantifier- quantifier demonstra- onomatopo-

numeral tive etic word

phrase

T P T P T P T P
subject S 14 1.8% 8 1.0% 0 0% 0 0%
\% 0 0% 7 1.2% 0 0% 0 0%
T 14 1.0% 15 1.1% 0 0% 0 0%
object S 22 2.6% 34 4.0% 0 0% 0 0%
W 2 0.2% 33 2.9% 0 0% 0 0%
T 24 1.2% 67 3.3% 0 0% 0 0%
predicate S 1 0.1% 1 0.1% 0 0% 0 0%
W 0 0% 6 1% 0 0% 0 0%
T 1 0.1% 7 0.5% 0 0% 0 0%
complement S 0 0% 0 0% 0 0% 0 0%
W 0 0% 0 0% 0 0% 0 0%
T 0 0% 0 0% 0 0% 0 0%
attribute S 35 4.7% 104 14% 154 21% 1 0.1%
W 36 1.6% 139 6.1% 153 6.8% 0 0%
T 71 24% 243 8.1% 307 10% 1 0.0%
~Tlocative S 0 0% 0 0% 0 0% 0 0%
W 0 0% 1 1.3% 0 0% 0 0%
T 0 0% 1 0.8% 0 0% 0 0%




uantifier- uantifier demonstra- onomatopo-
q ! q /4

numeral tive etic word
phrase
T P T P T P T P
adverbial S 6 0.5% 4 0.4% 0 0% 0 0%
W 0 0% 0 0% 0 0% 0 0%
T 6 0.3% 4 0.2% 0 0% 0 0%
environment S 0 0% 7 7.8% 0 0% 0 0%
language W 0 0% 6 7.6% 0 0% 0 0%
T 0 0% 13 7.7% 0 0% 0 0%
independent S 1 0.2% 5 0.8% 0 0% 12 1.8%
constituent W 0 0% 2 0.6% 0 0% 0 0%
T 1 0.1% 7 0.7% 0 0% 12 1.2%
others S 1 0.3% 2 0.5% 0 0% 0 0%
w 0 0% 7 1.3% 0 0% 0 0%
T 1 0.1% 9 1.0% 0 0% 0 0%
pronoun  Xif] X, Xt preposition  total
[de] [de]2 [de]3 phrase
T P T P TP r P r P T P
subject s 511 66% 0 0% 0 0% 13 1.7% 0 0% 769 13%
w 43 76% 0 0% 0 0% 9 1.6% 0 0% 567 9%
t 554 41% 0 0% 0 0% 22 1.6% 0 0% 1336 11%
object s 188 22% 0 0% 1 0.1% 41 48% 0 0% 860 15%
w 15 13% 0 0% 0 0% 14 12% 0 0% 1152 18%
t 203 10% 0 0% 1 0.0% 55 27% 0 0% 2012 17%
predicate ] 505 0 0% 0 0% 2 02% 0 0% 914 16%
w 0 0% 0 0%0 0% 0 0% 0 0% 59 9%
t 503% 0 0% 0 0% 2 01% 0 0% 1,508 12%
complement s 0 0% 0 0% 3 21% 0 0% 5 35% 142 2%
w 0 0% 0 0%0 0% 0 0% 18 16% 116 2%
t 0 0% 0 0% 3 12% 0 0% 23 89% 258 2%
attribute s 98 13% 0 0% 0 0% 111 15% 0 0% 740 13%
w 21 09% 0 0% 0 0% 371 16% 1 0.0% 2,265 35%
t 119 40% 0 0% 0 0% 482 16% 1 0.0% 3,005 25%
~locative s 0 0% 0 0% 0 0% 0 0% 0 0% 41 1%
w 1 13% 0 0% 0 0% 1 13% 0 0% 78 1%
t 1 08 0 0% 0 0% 1 08 0 0% 119 1%
adverbial s 67 59% 10 09% 0 0% 0 0% 171 15% 1,133 20%
w 203% 9 14% 0 0% 0 0% 245 39% 635 10%
t 69 39% 19 1.1% 0 0% 0 0% 416 24% 1,768 15%
environment s 14 16% 0 0% 0 0% 0 0% 0 0% 90 2%
language w5 63% 0 0% 0 0% 0 0% 0 0% 79 1%
t 19 11% 0 0% 0 0% 0 0% 0 0% 169 1%
independent s 38 58% 0 0% 5 08% 7 1.1% 0 0% 65 11%
constituent w 0 0% 0 0% I 03% 0 0% 0 0% 363 6%
t 3837% 0 0% 6 06% 7 07% 0 0% 1,019 8%
others s 23 61% 0 0% 0 0% 1 03% 2 05% 378 7%
w 1324% 0 0% 0 0% 0 0% 17 32% 536 8%
t 36 39% 0 0% 0 0% 1 01% 19 21% 914 8%
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Figure 2.7 Composition of parts of speech as predicates
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Figure 2.8 Composition of parts of speech as complements

pronouns); and 68% of objects by nominal constituents. However, such a ten-
dency is not obviously reflected by attributes. For example, 42% of attributes are
served by modifier constituents, such as distinctive words, numerals, numeral-
quantifier phrase, demonstratives and structures of “f9[de]”; 33% of attributes by
nominal constituents, such as nouns and nominal pronouns; and 14% of attributes
by predicates, such as verbs and adjectives.
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Figure 2.9 Composition of parts of speech as attributes
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Figure 2.10 Composition of parts of speech as adverbs

In addition, the composition of parts of speech varies a lot in written and spo-
ken language for some syntactic constituents, especially for subjects served by
nouns and pronouns. The subjects by nouns in spoken language take up 24%
but 79% in written language; by contrast, the subjects by pronouns in spoken
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language take up 66% but only 8% in written language. Also, a similar situation
occurs for adverbials by adverbs in written and spoken language.

2.4.6 Others about “XHy[de]” and “Hy[de]”

Two tables are presented in the following.

In Table 2.41, “XAY[de]” mainly functions as an attribute when “X” is com-
posed of a noun, verb and adjective, but the percentage of “XHY[de]” as subject
and object is much higher than that as an attribute when “X” is composed of
distinctive words. Maybe it is because distinctive words belong to the category
of modifiers, whose basic function is being attributes without tagging “Hy[de]
(of)”, except for “3E5%Z[qin ai] (dear) and ,(» 7% [xIn ai] (beloved)”, for their verbal
property still exists, more or less. The purpose of tagging “f5J[de](of)” is to form
a transferred referent which is supposed to appear in the position of a subject or
am object.

In Table 2.42, except for verbs in spoken language, the percentages of other
parts of speech as attributes without “f5[de]” are higher than with “fY[de]”. No
matter in written language or in the total number, the percentages of verbs and
adjectives as attributes with or without “#Y[de]” are almost same but are higher
than that of nouns as attributes with “f3[de]”. The percentages of distinctive
words as attributes directly are above 95%, which proves once again that the basic
function of distinctive word is to be a modifier.

Table 2.41 The composition of parts of speech for “X[J[de]” and their different functions

subject object predi-  attribute inde- TE[shi]  total
cate pendent  X{[de]
con-
stituent
T P T P T P T P T P Tr P T
adjective S I 5% 5 23% 0 0% 15 68% 1 5% 3 14% 22
“Ei’{}[de]s” W 1 2% 3 6% 0 0% 45 92% 0 0% 3 6% 49
T 2 3% 8 11% 0 0% 60 8% 1 1% 6 8% 171
verb S 9 12% 17 23% 2 3% 44 59% 2 3% 9 12% 74
“E’ﬂ[de];’ W 7 6% 6 5% 0 0% 114 90% 0 0% 4 3% 127
T 16 8% 23 11% 2 1% 158 79% 2 1% 13 6% 201
noun S I 2% 8 15% 0 0% 39 75% 3 6% 2 4% 352
“E’ﬂ[de];’ W 0 0% 1 1% 0 0% 157 99% 0 0% 1 1% 159
T 1 0% 9 4% 0 0% 196 93% 3 1% 3 1% 211
distinctive S 2 22% 6 67% 0 0% 0 0% 1 11% 0 0% 9
word W 1 14% 0 0% 0 0% 6 8% 0 0% 0 0% 7
“Ude],” T 3 19% 6 38% 0 0% 6 38% 1 6% 0 0% 16

(T = times, P = percentage, S/W/T = spoken/written/total)
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2.4.7 On the criterion of classifying parts of speech
based on main functions

Zhang Gonggui (1983) and Mo Pengling and Shan Qing (1985) proposed the clas-
sification of parts of speech based on main functions. Yuan Yulin (1995) also put
forward the percentage difference in the distribution of words could be depended
on to classify parts of speech. However, neither of the criteria mentioned above is
admitted in this book. In the following, two reasons are presented.

I. The imbalance in function

There may exist differences between frequencies of all functions for a certain
part of speech and frequencies of functions for some words from the same part of
speech. In other words, an imbalance in function does exist, and it can be reflected
in two aspects. One is that even in the same big category, frequencies of functions
in sub-categories still vary greatly, which was mentioned by Mo Pengling and Shan
Qing (1985). For example, 25% of directional verbs can function as predicates but
75% as complements, rather different from the main function of being predicates
for common verbs. In that case, directional verbs cannot be classified into the cat-
egory of verbs. The other is that even for the same category, there may exist big
differences of frequencies of functions among its members. The following is the
statistics on frequencies of functions for some words. Group A is based on the
corpus of 20,000 Chinese characters and Group B on 80,000 Chinese characters.

predicate complement attribute adverbial

Group A K [da](big) 11 0 18 1
/IN[xido](small) 0 0 6 0
Hr[xin](new) 0 0 21 3
{175 [you xiu] 0 0 13 0
(outstanding)

B [zhong yao] 0 0 8 0
(important)

#[hdo](good) 9 31 3 0
A [huai](bad) 0 0 2 0

Group B 5j[gao](tall) 14 2 5 0
{K[di](low) 4 0 | 0
T [kuai](fast) 6 3 0 8
1% [man](slow) 2 1 0 4
#7t[yudn](far) 5 2 1 3
#r[jin](close) 2 1 1 0
#[140](old) 0 0 7 0
B K [zhong da] 0 0 3 0
(significant)

(=]
(=]
W
(=]

F K [wei da](great)
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The words in the above table are usually classified into the category of adjec-
tives, but their frequencies of functions vary greatly. So, they should be classi-
fied into different categories based on their main functions or their predominant
distributions.

The following is another example based on the corpus of 10,000 Chinese char-
acters in written language.

predicate attribute subject object

Group A 5&1F[giang diao](emphasize) 6 0 0 0
i#1%[jian shé](construct) 1 9 1 15
& [guan [{](administrate) 5 3 10 12
I EE[gdi gé](reform) 1 2 3 2
5 %2[y6u guan](relate to) 0 5 0 0
e [kai zhdn](carry out) 2 0 1 2
2H 2H [zt zhi](organise) 2 4 2 1
J< JE[fa zhan](develop) 5 3 10 12

The words in the above table are usually classified into the category of verbs,
but their frequencies of functions vary greatly. So, they should be classified into
different categories based on their main functions.

Therefore, due to the imbalance in function, the classification of parts of speech
would be in disorder if based on their main functions.

II. The criterion proposed by Mo Pengling and Shan Qing

The criterion proposed by Mo Pengling and Shan Qing is mainly based on the
concepts of “stability of function” and “distinctiveness of function”. In other
words, the functions of nouns, verbs and adjectives are stable, but their functions
are distinctive from one another. However, this understanding cannot be admitted
in this book because functions of nouns and verbs are still stable when they are
counted together, even if they come from different groups of corpus. The follow-
ing is the statistics on the frequencies of being subjects and objects among nouns,
verbs and adjectives by Mo Pengling and Shan Qing.

groups of A A+B A+B+C A+B+C+D  A+B+C+D+E
corpus

noun subject  193(20.0%)  402(21.0%) 690(21.3%) 1004(21.6%) 1213(22.1%)
predicate  0(0.0%) 2(0.1%) 10(0.31%) 12(0.26%) 12(0.22%)

verb subject 8(0.92%)  14(0.77%)  31(0.99%)  47(0.95%)  52(0.91%)
predicate 665(76.7%) 1,406(77.2%) 2,374(76.5%) 3,785(76.3%) 4,405(76.8%)
adjective subject 8(3.35%)  10(1.96%)  11(1.28%)  13(1.04%)  14(0.97%)
predicate  52(21.8%)  141(27.7%) 228(26.6%) 340(27.3%)  400(27.6%)
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If the data about nouns and verbs, when functioning as subjects and objects, is
counted up together, the result is displayed as follows:

noun & verb subject  201(11.0%) 416(11.1%)  721(11.4%) 1,051(10.6%) 1,265(11.3%)
predicate 665(36.3%) 1,408(37.7%) 2,384(37.6%) 3,797(38.2%) 4,417(39.3%)

From the above data, it can be figured out that the functions for both nouns and
verbs are still stable when counted up together, even if they belong to different
parts of speech. Therefore, “stability of function” as the evidence for the classifi-
cation of parts of speech is not convincing.

The imbalance in function mentioned above also indicates that “distinctiveness
of function” only means the “distinctiveness” of main functions among different
categories but such “distinctiveness” also exists among main functions inside a
certain category. For instance, if distinctive words are selected from adjectives
classified by Mo Pengling and Shan Qing, the result reflects a big function differ-
ence: 81% of distinctive words as attributes, 0% as predicates, 20% of adjectives
as attributes and 21% as predicates.

III. The process of argumentation

The criterion of classifying parts of speech based on main functions is logically
wrong in the process of argumentation; that is to say, it is ultimately circular. On
one hand, to identify the main function of a certain part of speech should go after
classifying this part of speech; on the other hand, classifying a certain part of speech
should depend on its main function. Consequently, this process becomes a circle.
In addition, this criterion based on main functions or predominant distributions is
not feasible in practice. There are three reasons. First, it is really a labour-consuming
job to count all frequencies of functions in a corpus. Although the processes of pars-
ing and analysing can be finished by computer, it still consumes a lot of time and
energy in proofreading by man, due to the low accuracy of an automatic analysis
by a computer. By the way, such an automatic analysis is usually based on the parts
of speech which should have been identified already, which ultimately becomes
another circle. Second, different conclusions can be drawn due to big differences
among frequencies of functions for a word or for a certain part of speech from dif-
ferent groups of corpus. Third, it is not easy to identify the main functions for a
word or for a certain part of speech, such as “2H £ [z11 zhT](organise/organisation)”.
In a word, if classifying parts of speech can depend on their syntactic functions, the
statistics on the frequencies of these syntactic functions seem meaningless indeed.

Notes

1 The related coefficient in this book is calculated by Microsoft Excel.

2 The positive correlation refers to the change tendency in two arrays that go in the same
direction. For example, the data increase of Array A will result in the data increase of
Array B. The negative correlation refers to the change tendency in two arrays of data that
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go in the opposite direction. For example, the data increase of Array A will result in the
data decrease of Array B oppositely.

Only if the value of “r” reaches a certain critical value of notable level can it be proved
that the correlation between two arrays does not happen by accident.

Many entries of polysemous words and homographs are treated as one entry, which
results in the fact that the number of words in the statistics (38,110) is less than the total
number of words (43,330).

o in the table refers to the standard deviation, and Z is the standard score. Their calcula-
tion method is in 2.2.1.

The data in the following histograms is rounded to integers, and the exact data is listed
in the corresponding tables.



3 System of parts of speech
in modern Chinese from
the perspective of typology
of parts of speech

3.1 The system of parts of speech in modern Chinese
from the Amsterdam model

3.1.1 Preface

The constant debates on Chinese parts of speech are due to multi-functions of
notional words in Chinese. For example, notional words don’t have a part of
speech; words, such as “fff%%[yan jid](research), &% [dido cha](investigate/
investigation) and ‘& ¥[gudn If](administrate/ administration)” should be classi-
fied into the conversional category of verbs and nouns or nominal words or differ-
ent viewpoints about the inclusive patterns of nouns-verbs. From cross-linguistic
investigations, the phenomenon of multi-functions of notional words doesn’t exist
in Chinese only. Thus, an observation on Chinese parts of speech from the typol-
ogy perspective is necessary for a better understanding. This chapter is to observe
the system of Chinese parts of speech from the Amsterdam model and to analyse
the related problems of this model.

3.1.2 The Amsterdam model in typology of parts of speech

3.1.2.1 Correspondence between syntactic positions and parts
of speech

The Amsterdam model refers to the theory about the typology of parts of speech
and was proposed by Kees Hengeveld, a linguistic professor of the functional
school at the University of Amsterdam. It is based on the proposition functions
of predication, reference and modification to make four main parts of speech dis-
tinguished, such as verbs, nouns, adjectives and adverbs, and then to classify dif-
ferent types of parts of speech according to the differentiation of a word item in
proposition functions in different languages.

In order to make a cross-linguistic investigation on types of parts of speech,
Hengeveld established a relation between the property of a part of speech and
syntactic function in 1992, based on four syntactic positions of the constituents of
predication and reference (see Table 3.1).
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Table 3.1 Word item and syntactic slot (Hengeveld, 1992)

core modifier

predicative phrase V(verb) MAdv (manner of adverb)
referential phrase N(noun) A(adjective)

Why can these four main parts of speech be classified by these four posi-
tions? It is because that expressive functions of predication and reference are
linguistically supposed to be very basic. (Zhu Dexi, 1982b: 102; Lu Jianming,
1993b: 95; Guo Rui, 1997a) Reference (R) indicates an object which can be
asked by “ff2.[shén me](what), i[shui](who)”; predication (P) indicates an
assertion which can be asked by “/EZff[z&n me yang](how/how about).”
Modifiers (M) come from predicative constituents or referential constituents.
For example:

() #HFH [EF Pl £ EBHE T e [Xintong xué gido gido qu tu shii gudn le]
(The new students went to the library quietly.)
M R M P R

Guo Rui (1997a) thinks that reference and predication are very fundamental in
language expression. Instead of being used independently, modifiers modify and
restrict referential constituents or predicative constituents through being attached
to them. Consequently, two levels are formed: The first level includes a basic
compared pair of reference and predication; the second level includes a compared
pair of nominal modifiers and predicate modifiers (see 4.3.3 in Modern Chinese
Parts of Speech: Classification Theory). Notional words can be classified into
three categoryies based on their expressive function, namely nominals, predicates
and modifiers(Guo Rui, 1997a). Therefore, Hengeveld’s and Guo Rui’s theories
are very similar.

As for correspondence between four syntactic functions and parts of speech,
Hengeveld (1992) thinks that only those untagged serving as certain functions
can decide the corresponding parts of speech. According to the specialisation of a
word item, Hengeveld determines the existence of corresponding parts of speech.
In other words, if some word items specifically correspond to a certain syntactic
slot without being tagged, these word items are specialised as an independent part
of speech; if not, they are not specialised and cannot correspond to a certain part
of speech.

Based on the above, Hengeveld believes there exist specialised word items in
these four syntactic slots; this was named the differentiated system in English by
Hengeveld. For example:

(2) The little_girl danced beautifully
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3.1.2.2 The flexible system of parts of speech and
the rigid system of parts of speech

Unlike the four basic types mentioned above in English, there are only two in
many other languages.

1 Flexible system

Word items from the language of flexible system are very flexible in syntactic funtion.
They are multi-functioned without being specialised. Take Samoan as an example.

3)a ‘Ua malosi le 1a. (12 as the core of referential phrase)
PERF strong ART sun
“The sun is strong.”
b ‘Ua la e aso. (1a as the core of predicative phrase)
PERF sun ART day
“The day is sunny.”

4)a E alu Ie pasi i Apia (alu as the core of predicative phrase)
GENR go ART bus DIR Apia
“The bus goes to Apia.”
b le aluo le pasi i Apia (alu as the core of referential
phrase)
ART goPOSS ART bus DIR Apia
“The going of the bus to Apia.”
(Mosel & Hovdhaugen 1992: 80, 73)

(5) le fale ta‘avale (ta‘avale as the modifier of referential phrase)
ART house car ‘the garage’
“the car house”

(6) ‘Ua ma‘i misela le tama. (misela as the modifier of predicative
phrase)
PERF sick measles ART boy
“The boy has got the measles.”
(Mosel & Hovdhaugen 1992: 305, 394)

2 Rigid system

Word items from the language of the rigid system are specialised and very rigid
in syntactic funtion, but there are some syntactic slots without specialised word
items. Take Garo as an example (Burling 1961: 27, 33).

(7)a Da’r-an-gen. (the core of predicative phrase untagged)
big-IT-FUT
‘It will get big.’
b da’r-gipa mande (the modifier of referential phrase tagged by gipa)
big-REL man
‘the big man’

(8)a Ca’-gen-ma. (the core of predicative phrase untagged)
eat-FUT-INT
‘Will you eat?’
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b ca’-gipa mande (the modifier of referential phrase tagged by gipa)
eat-REL man
‘the man who eats’

Sinhala/Sinhalese has verbs and nouns but no adjectives or manner adverbs.
A relatively minor sentence based on a verb serves as the modifier of a referential
phrase.

The verb tagged serves as the modifier of a predicative phrase in Sinhala/
Sinhalese.

(9)a Rak-e dok-aha. (the modifier of predicative phrase tagged by e)
strong-SUB  hit-PAST
‘He hit hard.’
b Bia gare kat-an-aha. (the modifier of predicative phrase tagged by e)

3 SG throw-SUB run-IT-PAST
(the third-person singular)
‘Throwing, he ran away.’

If “flexibleness” can be considered as multi-functions of four syntactic posi-
tions and “rigidness” can be considered as the single function of word item, the
classification in English is actually regarded as the rigid one. Therefore, “flexible-
ness” and “rigidness” are universally proper in classifying systems of parts of
speech among all languages.

3.1.2.3 Types of systems of parts of speech

According to degrees of “flexibleness” and “rigidness”, Hengeveld (1992) classi-
fies system of parts of speech into seven types (see Table 3.2).

Other types are added in the middle by Hengeveld et al. (2004), based on new
data (see Table 3.3).

In the flexible system, basic word items in some languages are universal, but
their derivative word items are very rigid in function, so they belong to specialised
ones. In the rigid system, there are specialised word items in a certain syntactic

Table 3.2 Systems of parts of speech (Hengeveld, 1992)

(PoS) (P) R) (Mr) (Mp) Language
type

Parts of Core of Core of Modifier of  Modifier of

speech predicative  referential  referential predicative

system phrase phrase phrase phrase

flexible notional words Samoan

1

2 verb non-verb Warao

3 verb noun modifier Miao
rigid 4  verb noun adjective manner adverb  English

5  verb noun adjective — Dutch

6  verb noun — — Krongo

7  verb — — — Tuscarora
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Table 3.3 Intermediate systems of types of parts of speech (Hengeveld et al., 2004)

Parts of Core of Core of Modifier of  Modifier of  Language
speech system predicative  referential  referential predicative  type
phrase phrase phrase phrase
flexible 1 notional word Samoan
1/2  notional word Mundari
[non-verb]
2 verb non-verb Warao
2/3  verb noun Turkish
[modifer]
3 verb noun modifier Miao
3/4  verb noun adjective Lango
[manner
adverb]
rigid 4 verb noun adjective manner English
adverb
4/5  verb noun adjective (manner Koasati
adverb)
5 verb noun adjective — Dutch
5/6  verb noun ((adjective)  — Garo
6 verb noun — — Krongo
6/7  verb (noun) — — Tuscarora
7 verb — — — —
(““[17: function of derivative word item; ““ ()””: function of closed word item)

slot in some languages, but they still belong to closed word items due to their
small quantity, such as nouns in Tuscarora.'

As for Chinese, Hengeveld (1992) thinks it should belong to the sixth type. That
is to say, verbs and nouns are strictly distinguished in the rigid system. There are
no modifiers (adjectives and adverbs), and verbs and nouns which are tagged can
function as attributes and adverbials. From the investigation by Hengeveld et al.
in 2004, Chinese (Mandarin) was categorised into 5/6 type in the rigid system,
in which there are specialized verbs and nouns but there is a lack of adjectives
and no manner adverbs. A lack of adjectives doesn’t mean there are no adjectives
at all in Chinese because according to new data, there still exists a limited num-
ber of non-predicate property words (distinctive words) that are specially used as
modifiers of referential phrases. It might be a misunderstanding to say there are no
manner adverbs or adverbials specialised by “Hf;” due to the fact that in Chinese,
many words of different parts of speech tagged by “#f;”can function as modifiers
of predicative phrases, such as a large number of predicate property words (A
E[rén zhen](serious), ZZ3£[rong xing](honored)), some verbs (15 5&{4[you tido
jian](conditional), IMHi|[féng ci](satirize)) and some nouns (75 52 [1i shi](history)).
In fact, there is a small number of manner adverbs in Chinese, such as3% F [qin zi]
(in person), 1H1¥[qiao qiao](quietly), K JJ[da li](energetically), 4= Jj[quan li](all-
out), 1= [gao su](high-speed), £ Jd[dan da](alone) and i F [da zi](by oneself).
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Hengeveld’s understanding of Chinese in the above is far different from those
of Gao Mingkai and Shen Jiaxuan, the former of whom thinks that there is no clas-
sification of parts of speech for notional words in Chinese, and the latter of whom
thinks that nouns should be included into verbs in Chinese. Then, which system
of parts of speech should Chinese belong to, flexible or rigid? In this book, the
system of Chinese parts of speech is regarded as one that has both characteristics
at the same time.

3.1.3 Investigation of the system of Chinese parts of speech

3.1.3.1 Function investigation of Chinese word items

Hengeveld’s framework of classifying parts of speech (1992) corresponds to that
of Guo Rui (1997a). In Chinese, an adjective is basically a predicative and mainly
functions as the core of a predicative phrase, just like verbs. Nominal modifi-
ers are mainly distinctive words, and predicate modifiers are adverbs. Therefore,
the correlation between properties of parts of speech and syntactic positions is
adjusted as follows in Table 3.4:

Table 3.4 Correspondence between Chinese parts of speech and syntactic positions

Core Modifier
predicative phrase predicate adverb
referential phrase nominal distinctive word

Based on the above table, 41,204 notional words are investigated in this book,
excluding functional parts of speech, such as numerals, quantifiers, locatives and
delexical adverbs.

The criterion to decide whether a verb is nominal is as follows:

1 to be the object of a verb of a nominal object (including verbs of quasi-
predicate objects), such as “FH{THFFE[jin xing yan jili](to research), 1L
ZE[jia yi yan jit](to be researched)”

2 to be modified by another noun, such as “[75EAF%[1i shi yan jit](history
study)”

It is the criterion not only for nominal verbs and nominal adjectives proposed
by Zhu Dexi (1984b, 1985a, 1985b) but also for the conversional category of
verbs and nouns proposed by Lu Bingfu (1981).

Thus, it can be seen that when verbs and adjectives are in the positions of sub-
jects and objects as well as being modified by attributes, on one hand, they are
actually nominals, and on the other hand, they are still predicates.
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The investigation results are as follows in Table 3.5:

Table 3.5 Function patterns of parts of speech in modern Chinese

Category Function Number Percentage Example
1 predicate P 7917 1921%  F[you](have), F1#E[zhi dao](know),
E R ([x1 huan](like), I\ [rén wéi]
(think), Jg[tong](hurt), #EZT[tong
hong](red)

2 predicate- P,R 981 2.38% [a]fii[hui gu](retrospect), $K2%

nominal [md sha](obliterate), i [qidn
zé](condemn), ZF ZH[shu fu]
(constrain), Z7E%[an jing](quiet)

3 predicate- P,R,Mr 1,447 3.51% %€ [yan jit](research), & E[gudn
nominal- I{](administrate), £ 2x[jidn cha]
distinctive (examine), 77 > [xué xi](learn), J5
word & [wen nudn](warm)

4 predicate- P, Mr 2,236 5.43%  %17[chéng li](establish), & 4[fa
distinctive shéng](happen), F-%1][bing li¢]
word (parallel), % 4 [bo chi](broadcast),

Z£3k[hao shuing]
(straightforward)

5 predicate- P, R, Mr, 44 0.11% XY5l[qa bié](differ), ¥ 75[bu
nominal- Mp chong] (complement), EE&
distinctive [chong fu](repeat), fEFF[xtn
word-adverb huan](circulate), *F-fi[ping héng]

(balance)

6 predicate P, Mr, 168 0.41%  [ffhn[fu jial(add), Ffrr[fo dai]
-distinctive Mp (attach), J&zf][gun dong](roll), 43
word-adverb S[ling xian](lead), I\ E:[rén zhen]

(earnest)

7 predicate- P, Mp 239 0.58%  AZ%H[jiao cuo](stagger), 5 & [fan fu]

adverb (repeatedly), 4E£%[ji xu](continue),
FEHA[yan qT](postpone), Jj(# [chén
zhud](composed)

8 predicate- P, R, Mp 18 0.04%  Y&E[dui déng](equality), [ feng
nominal- ci](satirize), =g [wai qu](distort),
adverb JB5E[zhut zong](trace), /475 [1éng

jing](calm)

9 distinctive Mr, Mp 45 0.11%  FL[F][gong tong](common), +-HA
word-adverb [chang qi](long-term), Hzfj[zi

dong](automatic), IffHf[lin shi]
(temporary)

10 distinctive Mr 417 1.01% ¥ ff[cdi s¢](colourful), #F4: [y

word shéng](wild), A%I[da xing](large-

scale), 2% [ji xing](acute)

11 adverb Mp 284 0.69% 3 H [qin zi](presonally), A Jj[da
li](vigorously), [41¥[qigo gido]
(quietly), J# 5 [du zi](alone)

12 nominal R 8,801 21.36%  %/%{[sui shu](age), =k[guan

tou](moment), &2 [qing xing]
(situation), £ 5 [nuo yan]
(promise)
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Category Function Number Percentage Example

13 nominal- R, Mr 18,563  45.05%  ARk[mu tou](wood), F{A[tuan ti]
distinctive (group), £ T-[zhud zi](table), TLiE
word [ying yu](English)

14 nominal- R, Mr, 27 0.07%  Z4E[xi tong](system), L5 [1i mao]
distinctive Mp (politeness), Fl#7[xian ching]
word-adverb (site), 1A [zhéng mian](frontage)

15 nominal- R, Mp 17 0.04% JFf¥[yudn yang](original), JF i
adverb [yuan di](inplace), % A [zhuan rén]

(specially assigned person), ]
[yan xing](cruel torture)
it total 41204 100.00%

(P = core of predicative phrase; R = core of referential phrase; Mr = modifier of referential phrase;
Mp = modifier of predicative phrase)

property of nominals

property of predicates

property of adverbs

Figure 3.1 Pattern of parts of speech in modern Chinese?

The four basic properties of Chinese words, namely properties of predicates,
properties of nominals, properties of distinctive words and properties of adverbs
are illustrated in Figure 3.1.
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Both “flexibleness” and “rigidness” in Chinese parts of speech can be seen

from the above figure.

The “flexibleness” of Chinese parts of speech is reflected in Tables 3.6 and 3.7.

1 Alarge number of word items with two or more than two word properties are

as follows:

Table 3.6 Overlapping parts of main word properties

Conversional function word N P Pt Pf Pl

Predicate-nominal 2,490 6.04% 6.15% 19.08% 8.33%
Predicate-distinctive word 3,895 9.45% 12.13% 29.85% 16.97%
Predicate-adverb 469 1.14% 3.49% 3.59% 55.70%
Nominal-distinctive word 20,081 48.74% 63.18% 67.17% 87.51%
Nominal-adverb 106 0.26% 0.88% 0.35% 12.59%
Distinctive word-adverb 284 0.69% 1.21% 1.24% 33.73%

(Note: N = number; P = percentage; Pt = percentage of two word properties; Pf = percentage of the
former word property; Pl = percentage of the latter word property)

2 Words with the properties of nominals mainly serve as the cores of referential
phrases, such as “/R3k[mu tou](wood), [F75E[1i shi](history) and J57 & [zhi
liang](quality)”; words with the properties of predicates mainly serve as the
cores of predicative phrases, such as “IX5l|[qu bié](distinguish), I\ E[rén
zhén](serious) and 7 [xun su](rapid)”.

Table 3.7 Specialisation degrees of distinctive words and adverbs in Chinese

Number of words with properties of distinctive ~ Ap An Aa
words 3,895 18,590 45
22,947 16.97%  81.01% 0.20%
Number of words with properties of adverbs Ap An Ad
842 469 44 45
55.70% 5.23% 5.34%

Sd

417
1.82%
Sa

284
33.73%

(Note: Ap = additionally served by predicate; An = additionally served by nominals; Aa = Additionally
served by adverbs; Ad = additionally served by distinctive words; Sd = specially served by distinctive

words; Sa = specially served by adverbs)

The “rigidness” of Chinese parts of speech is reflected in Table 3.8.

1 Specialisation of predicates, nominals, distinctive words and adverbs:

Table 3.8 Number of specialised word items in Chinese

Function Number Percentage
Predicate P 7,917 19.21%
Nominal R 8,801 21.36%
Distinctive word Mr 417 1.01%
Adverb Mp 284 0.69%
Total 17,419 42.27%
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2 “HY/H[de/di]” as tags of functional conversion are often used in Chinese.
Although there are specialised distinctive words (A %I[da xing](large scale),
54 [ye sheng](wild), #Hi¥2[xiu zhén](pocket-size), 7\ [gong](male), £f[mi]
(female)) and manner adverbs (3% H [qin zi](in person), Jit H[du zi](alone),
1418 [qgido qiao](quietly) and A Jj[da li](energetically)) in Chinese, their
numbers are far less than those with conversional functions (Table 3.6), and
they belong to the closed category. The constituents of predicates and nomi-
nals need the tag “fJ” to change into the constituents of distinctive words as
attributes; the constituents of predicates and nominals need the tag “#f7” to
change into the constituents of adverbs as adverbials. (Guo Rui, 1997a, 2000,
2002). As for languages with “flexibleness”, there is no such need.

Hengeveld (1992) has exaggerated the “rigidness” of Chinese; Gao Mingkai
and Shen Jiaxuan have exaggerated the “flexibleness” of Chinese. Therefore, both
sides need adjusting further.

3.1.3.2 Criteria to adjust types of parts of speech and “flexibleness”
and “rigidness” of parts of speech in Chinese

In fact, Chinese doesn’t belong to Hengeveld’s classifying system because he
ideally thinks a certain language which is flexible cannot be rigid definitely. Actu-
ally, Hengeveld has adopted double criteria for functional conversion by tagging.
For example, verbs and nouns in Sinhala/Sinhalese can function as attributes and
adverbials when tagged, so they belong to the rigid system; verbs and nouns in
Turkish also can function as attributes and adverbs when tagged by “ce” and “ce”,
which are regarded as rigid characteristics. However, Turkish is prescribed as
“flexible” language (e.g. nouns can function as modifiers), so it is not proper to
classify it into a range from 5 to type 7. For such a situation, Hengeveld regards
“ce” and “ce” as the marks of derivatives, instead of tags of functional conversion.

Even English cannot be simply categorised into a “rigid” language (or dis-
tinctive language). According to the investigation of Collins Cobuild Advanced
Learner s English-Chinese Dictionary (Foreign Language Teaching and Research
Press, 2007), there are 114 verbs with initial “A”, including 21 conversional
words of verbs and nouns in the percentage of 18.42%, such as “advance, answer,
approach, arrest, attack, attempt, auction”. Such the conversional words of verbs
and nouns in English actually possess both functions of predication and reference,
so English is still characterised by “flexibleness”.

Hengeveld’s classifying system is due to his grades of parts of speech and their
implicational relation (Hengeveld et al. 2004).

Core of predicative phrase > core of referential phrase > modifier of referential
phrase > modifier of predicative phrase

Hengeveld and Van Lier (2008, 2010) reinterpreted syntactic slots into proposi-
tional functions when classifying parts of speech and described these functions as
parameters of two levels. The parameters of the first grade are referential function
and predicative function, which are regarded as the basic communicative func-
tions. Compared with referential function, predicative function is considered as
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privileged function, whose implicational relation is “predication creference”. The
parameters of the second grade are core function and modifying function. Core
function is prior to modifying function because of its necessity. The implicational
relation is “corecmodifier”. Furthermore, in some languages, word forms cannot
be used to show modifying function, and the distinction of predication-reference
cannot be avoided in any language, so the parameter of “predication-reference”
is prior to the parameter of “core-modifier”. The implicational relation between
these two parameters is “predication-reference”’c"“core-modifier”. Based on three
implicational grades among four propositional functions in the above, three impli-
cational constraints can be reached.

1 predicationcreference

a  If specialised word items can be used as the cores of referential phrases
in a certain language, it should have specialised word items as cores of
predicative phrases. In other words, it should have nouns as well as verbs.

b If“flexible” word items can be used as the cores of referential phrases in
a certain language, it should have “flexible” or “specialised” word items
as cores of predicative phrases. In other words, it should have nominals
or non-verbs as well as verbs or predicates.

2 corecmodifier

a  If specialised word items can be used as modifiers of certain phrases in
a certain language, it should have specialised word items as the cores of
those phrases. In other words, it should have manner adverbs as well as
verbs; it should have adjectives as well as nouns.

b If “flexible” word items can be used as modifiers of certain phrases in a
certain language, it should have “flexible” or “specialised” word items
as the cores of those phrases. In other words, it should have modifiers or
non-verbs as well as verbs or nouns.

3 predication-reference — core-modifier

If there are different types of word items between core constituents and modi-
fying constituents in a certain language, there should be different types of word
items between cores of predicative phrases and referential phrases also.

Hengeveld and Van Lier (2008, 2010) think there might be only 17 possible
types of word items which have logically existed among languages in the world,
according to the implicational relations in the above.

However, the universality of this grade order is also in a dispute. Take English
and Turkish as an example: The grade orders in these two languages are not very
strict. Adjectives and adverbs have differentiated in English, due to which they
should have been specialised according to the implicational relation of this clas-
sifying system. In fact, 18% of verbs are left unspecialised in their functions of
predication and reference. In Turkish, nouns are multi-functional in reference and
modification, which means a situation in which nouns function as modifiers when
tagged should not occur. However, it actually does.
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The same is true in Chinese. Because of the conversional tags “HY/3h”, it is
prescribed into the rigid system, for there is no such a need for tagging in the
flexible system. Unfortunately, Hengeveld has neglected a fact that both the phe-
nomena of “flexible” and “rigid” exist in Chinese, such as nouns, verbs and adjec-
tives directly functioning as attributes. In addition, the conversional category of
distinctive words and adverbs is also very flexible, such as “I:[&][gong tong]
(common), Hzf[z1 dong](automatic), E 1F[zhén zhéng](real) and I[ffHf[lin shi]
(temporary)”, all of which can function as attributes and adverbials as well. As a
matter of fact, there is no function differentiation between distinctive words and
adverbs, which corresponds to the third type in the system of parts of speech: no
difference between adjectives (distinctive words) and adverbs in modifiers.

Therefore, the Amsterdam model is too simple for real linguistic facts. An
either-or situation is too ideal. Hengeveld et al. (2004) once said that “a sys-
tematic flexibleness, including the whole lexeme types in syntax and semantic
meaning, decides whether this language is flexible or not. Therefore, English
cannot be prescribed into a flexible language, even though a flexible homo-type
transformation often occurs between many nouns and verbs in English”. In fact,
there is no clear distinction between systematic flexibleness and non-systematic
flexibleness. Therefore, the explanation of Hengeveld et al. (2004) just proves
that fact submits to theory. An either-or situation of “single-functional” or “multi-
functional” cannot possibly exist. The distribution of word items in four posi-
tions doesn’t possess prescribed implicational relations as strict as those in the
Amsterdam model. Instead, there are overlapping parts among different parts of
speech, so it is very difficult to classify any system of parts of speech into those
7 or 17 types.

Therefore, in order to improve Hengeveld’s classifying criterion, we must try to
take the percentage of overlapping parts among word items as an index in decid-
ing flexibleness and rigidness. As for a lack of a certain part of speech, instead
of reflecting a high “rigidness”, it only indicates how broad or narrow concentra-
tion of specialisation is, that is to say, whether all positions or only some of them
are specialised. Furthermore, functional conversion by tagging is an additional
characteristic for languages in “rigidness” but not a manifestation of a high “rigid-
ness”. So these two situations mentioned in the above cannot be taken as param-
eters in deciding flexibleness and rigidness.

There are different methods of calculating degrees of “flexibleness” and “rigid-
ness” in the system of parts of speech. The first method is to calculate the total
degrees of “flexibleness” and “rigidness”.

From Table 3.9, the total degrees can be reached:

Table 3.9 The total degrees of “flexibleness” and “rigidness” in the parts of speech of
modern Chinese

rigid word item 17,419 42.27%
flexible word item 23,785 57.73%
total 41,204 100.00%
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The above table reflects a higher percentage of flexible word items, 45% of which
(18,563 words) are from the overlapping parts of nominals and distinctive words.
Since it is very common for nominals to function as attributes, the “flexibleness” of
other word items will decrease if these words are excluded (see Table 3.10).

The second method is to separately calculate the percentage of either or both
in the overlapping parts. Flexible words refer to those with overlapped properties;
rigid words are those with a single property. The percentage of rigid words actu-
ally reflects the differentiation degree of two word properties. The calculation for-
mula for differentiation degree between property (a) and property (b) is as follows:

Dab = Rab / de

D,, refers to the total differentiation degree between property (a) and property (b);
R, means the number of words with either property (a) or property (b); W,, means
the total number of words with both property (a) and property (b); W, means the
number of words with property (a); and W, means the number of words with
property (b).

Although it has “flexible” characteristics, Chinese is generally regarded as a
“rigid” language because only differentiation degree of nominals and distinctive
words is lower. This makes Hengeveld’s description of Chinese sound reasonable
(see Table 3.11).

Table 3.10 The total degrees of “flexibleness” and “rigidness”, excluding the conversional
category of nominals and distinctive words, in the parts of speech of modern

Chinese
rigid word item 17,419 76.94%
flexible word item 5,222 23.06%
i total 22,641 100.00%

Table 3.11 The total differentiation degree of Chinese word properties calculated with the
second method

function non-specialised flexible specialised rigidness number
in the total
differentiation
degree
1 P-N 2490 6.15% 37,968 93.85% P+N 40,458
2 P-D 3895 12.13% 28,207 87.87% P+D 32,102
3 P-A 469 3.49% 12,954 96.51% P+A 13,423
4 N-D 20081 63.18% 11,702 36.82% N+D 31,783
5 N-A 106 0.88% 11,965 99.12% N+A 12,071
6 D-A 284 1.21% 23,221 98.79% N+A 23,505
average value 14.51% 85.49%

(Note: P = predicates; N = nominals; D = distinctive words; A = adverbs)
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The investigation of a one-way differentiation degree between a certain word
property and others will show a different result. The calculation formula of a one-
way differentiation degree is as follows:

D =R /W,

R, refers to the number of words only with a single word property (a); W, refers
to the number of words with the word property (a) (see Table 3.12).

In the above table, the one-way differentiation degree of the predicate property
is reached like this: D, =7917 / 13050=60.67%. There are 7,917 words with only
a single predicate property; 13,050 is the total number of words with a predicate
property, including 7,917 and 5,133, the numbers of words with the properties of
predicates and nominals or modifiers.

Thus, it can be seen that, compared with others, predicates have a higher differ-
entiation degree. Nominals and adverbs have lower ones. Distinctive words have
the lowest, which indicates that Chinese is lacking independent modifiers with the
property of distinctive words. Although this fact seems to prove that Hengeveld
(1992) is right to have classified Chinese into the 5/6 type of the rigid language
system, a lack of “adjectives” doesn’t mean there are not enough words as modi-
fiers of referential phrases. As a matter of fact, there are many such the words in
Chinese, except that most of these words haven’t differentiated from predicates or
modifiers. From this point, it seems that Chinese is supposed to be classified into
Hengeveld’s flexible system.

In general, the differentiation degree between predicates/nominals and modi-
fiers is higher, and the differentiation degree between distinctive words and nomi-
nals/predicates is lower.

3.1.4 On nouns and verbs in Chinese from the perspective
of functional differentiation of Chinese word items

In Chinese, the relationship between nouns and verbs is the most controversial
issue. The reason for the dispute is whether verbs possess properties of nouns,
which is caused by multi-functionality of Chinese parts of speech.

Table 3.12 One-way differentiation degree among main word properties

Function R, w D,

P-N,M 7,917 13,050 60.67%
N-PM 8,801 29,898 29.44%
D-P,N, A 417 22,947 1.82%
A-P, N, D 284 842 33.73%
D-P, N 462 22,947 2.01%
A-P, N 329 842 39.07%

(Note: P = predicates; N = nominals; M = modifiers; D = distinctive words; A = adverbs)
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The multi-functionality of Chinese parts of speech attracted Gao Mingkai’s
attention. He once said, “instead of possessing their fixed characteristics, Chinese
notional words are characterized by expressing meanings of many different parts
of speech” (Gao Mingkai, 1960: 38). “Most of Chinese words have ability of
combining with different kinds of words” (Gao Mingkai, 1957: 75). “If it is right
to say that classification of parts of speech is decided by combinability of words,
we should not be forced to accept that there are no fixed parts of speech among
Chinese notional words” (Gao Mingkai, 1957: 76).

Thus, it can been seen that Gao Mingkai has pointed out the characteristics of
Chinese. The multi-functionality of notional words mentioned by Gao Mingkai is
equal to the multi-functionality of Chinese. Zhu Dexi pointed out, “The relation-
ship between Chinese parts of speech and syntactic constituents is very complex
and far from one-to-one” (1984b: 13), a statement which has gradually developed
into one of the two important grammatical characteristics of Chinese in his book
Yu Fa Wen Da (Questions and Answers on Grammar) (1985a: 4): There is no one-
to-one correspondence between Chinese parts of speech and syntactic constituents.

In this book, we can consider two perspectives to understand the essence of
multi-functionality of Chinese word items. One is that their functional differentia-
tion degree is not high. For example, many Chinese nouns can function directly as
attributes, which means the differentiation degree of these nouns is very low in the
aspects of referential function and modifying function. 29% of adjectives can func-
tion directly as attributes, which actually indicates the low functional differentia-
tion degree of these adjectives in the aspects of predicative function and modifying
function. The other is that selective restriction on words is not very strict for some
grammatical positions. For example, not only nouns but also verbs and adjective
can take the positions of subjects and objects, such as “F > {REEZE[xué xi hén
zhong yao](Learning is very important)” and “[5] = Z=[tong yi qu](agree to go)”.

Gao Mingkai thought Chinese words were universal. “It is impossible to pre-
scribe one notional word into a single part of speech and Chinese notional words
are multi-categorized” (Gao Mingkai, 1960: 40). “A Chinese word can function
separately as noun, verb or adjective when it appears in the positions of subject,
predicate and attribute. Therefore, such a multi-categorization decides that there
are no different parts of speech among notional words” (Gao Mingkai, 1960: 39).

Gao Mingkai’s correspondence between syntactic functions and parts of
speech has many things in common with the theory of parts of speech in linguistic
typology.

Gao Mingkai’s multi-functionality of notional words is very similar to the type
1 in Hengeveld’s system of parts of speech. According to Gao Mingkai, notional
words can function as predicates (cores of predicative phrases), subjects/objects
(cores of referential phrases), attributes (modifiers of referential phrases) and
adverbials (modifiers of predicative phrases), which means in Chinese, there is
only one category of notional words without distinctive functions inside, so it is
impossible to distinguish verbs, nouns, adjectives and adverbs in the category of
notional words.
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Theoretically speaking, Gao Mingkai’s correspondence is correct, but he did
not do a practical investigation into Chinese. Although Chinese notional words
possess multi-functionality, it doesn’t mean all of them are multi-functional.
Gao Mingkai’s conclusion might come from the estimation under the condi-
tion at that time, but not from a large-scale practical investigation. In fact, the
multi-functionality of Chinese words is mainly reflected in the low differentiation
degrees between the function of nominal modifiers (property of distinctive words)
and the referential function (nominal property) or predicative function (predicate
property). In consideration of the low differentiation degree between the attribute
function and nouns in other languages, such as English, the attribute function can-
not be excluded from nouns in Chinese. Otherwise, words with a single function
in Chinese take up 76.9%, and words with multiple functions only take up 23.1%.
There are just 44 words with those four basic functions (predication, reference,
nominal modification and predicate modification), only taking up 0.11%. There-
fore, the viewpoint that Chinese notional words cannot be categorised due to their
multi-functionality is not valid.

Besides functioning as predicates, Chinese verbs can function as subjects and
objects as well. Shen Jiaxuan (2007, 2009a, 2009b, 2015) proposes an inclusive
pattern of noun-verb: Nouns include verbs, and verbs are nouns. Shen Jiaxuan
thinks that this pattern can better explain how to extend the core of phrase “IX 7/
FHHi i [zhé bén shii de chii ban](the publishing of this book)”. According to the
fundamental assumption in linguistics, the property of a phrase is decided by the
property of its core constituents. For example, “F-/#7<i[gan jing yT fu](clean
clothes)” is a noun phrase because “4<f[y1 fi](clothes)” at its core is a noun;
HEXCHRXT y1 f](to wash the clothes)” is a verb phrase because “}E[xi](wash)” at
its core is a verb. However, there are some other troubles in analysing the phrase
XAV H R [zhe bén shil de chii bdn](the publishing of this book)”. “3X 445
HYH i [zhé bén shii de chi bdn](the publishing of this book)” is overall regarded
as a noun phrase, but “H{fft[chli bdn](publish)” as its core is a verb. Someone
thinks “H{ff[chi ban](publish)” is nominalised temporarily; someone thinks the
core of this phrase is “fY[de](of)” but not “Hi{kf[chi ban](publish)”. Either way,
they are not very convincing. Shen Jiaxuan proposes that there is no contradiction
between this phrase and its core property because verbs are nouns in Chinese, so
their properties are consistent.

Here comes another question: Is “H{kf[chi ban](publish)” in “ZX A F5HYH AR
[zhé bén shii de chi ban](the publishing of this book)” the core of a referen-
tial phrase or the core of a predicative phrase? Since “Hkf[chii ban](publish)”
can still be modified by an adverbial, such as “3XA-FAYA H il [zhe bén shii de
bu chii ban](the non-publishing of this book)”, it is supposed to be the core of
a predicative phrase. In that case, the core property (predication) and the prop-
erty of the whole phrase structure (reference) are inconsistent. The reason is that
as for word items, the relationship between their expressive functions and parts
of speech can be divided into two levels, outside of which is “H{ff[chi ban]
(publish)” with the referential property/nominal property and inside of which is
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“HAR[chi ban](publish)” with the predicative property/predicate property (Guo
Rui, 1997a, 2000, 2002).

(10)  [[,tHHR[cha ban](publish)]][, [,k [chi ban](publish)]]
“IXARF5H[zheé bén shi de] (of this book)” as the attribute is added to R
(referential property/nominal property) at the outside level. For example:

(11) [ XART5E[zhe bén shi de] (of this book)[, [, [chii bin](publish)]]]
“ BBt [ji shi](timely)” as the adverbial is added to P (predication/predicate
constituent) at the inside level. For example:

(12) [ ZXAf5[zhe bén shi de](of this book)[ [, JZif[ji shi](timely)[, Ak
[chii ban](publish)]]]]

The essence of level division actually refers to the difference, as the inside-
outside conversion of the word property, between its inherent property and its
temporary one when a word item is used in a certain grammatical position. The
conversion can be regarded as an invisible mark without a phonetic form (refer-
ring to 4.3.5 in Modern Chinese Parts of Speech: Classification Theory). In the
above examples, this invisible mark refers to a nominalised G with a function
similar to “-ing” as the mark for a gerund in English. “:{ff[chi ban](publish)”
in this phrase is similar to “V+ing” with the nominal property outside, but it still
keeps its verb property inside. If so, the attribute in this phrase modifies the nomi-
nalised “H{fiiz[chd ban](publish)”; the adverbial in this phrase modifies the un-
nominalised “Hfiz[chii bin](publish)”. For example:

(13) a [ XA-f5#[zhe bén shi de](of this book)[, G-, [chi ban](publish)]]]
b [ XA F5HI[zhe bén shii de](of this book)[, G-[,KH[[ji shi](timely)[,
i [chi ban](publish)]]]]
The tree diagram is described as follows:

(14) a ZXARFHYHRR b BARASHY F I HihR
a the publishing of this book® b the timely publishing of this book

NP NP
N VAN
AP GP AP GP
NN SN N
NP AMK G VP NP AMK G VP
VAN VA2 AN
XAB K W AR Adv V!
(thisbook) ~ (of) ~ (publish) (this book) (of)
A
JeIf tihit

(timely)  (publish)
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Therefore, the nominal property of “Hifiii[ch@i bdn](publish)” at the outside
level is in accordance with the nominal property of the overall structure of “ZX 4~
PV H R [zhe bén shii de chii ban](the publishing of this book)”, which is also in
accordance with the rule of “core extension”.

Similarly, not all word items in the positions of subject and object are nominal.
For example, “&[z6u](leave)”in “3EEA N iZ A [z6u shi bu ying gai de](it is not
right to leave)” can be modified by a certain adverbial, such as ““REREARN 1%
HY[bu z6u shi bu ying gai de](it is not right to not leave) », or it can be put after a
certain subject, such as “fRFEZNN1ZHY[ni zOu shi bu yIng gai de](you are not
right to leave)”. Therefore, “3E[zou](leave)” is supposed to be predicative at the
inside level.

The criterion to decide whether a verb is nominal is as follows:

A to be the object of verb of nominal object (including the verb of a quasi-
predicate object), such as “#{THFFE[jin xing yan jidi](to research), JILLH
ZE[jia yi yan jiti](to be researched)”

B to be modified by another noun, such as “1& 5 HF5E [yl yan yan jit](linguistic
study)”

In fact, verbs such as “BffZ¢[yan jit](research), &% [diao cha](investigate),
3] [xué xi](study) and EH[gudn li](administrate)”, are real nominal verbs,
which only take up 23% of verbs in Chinese. Compared with about 18% of verbs
in English, such a percentage is not very high. As for “ff}4¢[yan jit](research)”
as a conversional word of a verb and a noun, it can be classified into a special
category of verbs, namely a nominal verb based on Zhu Dexi’s (1985b) work. Or,
it can be classified into the conversional category of verbs and nouns based on the
hetero-type strategy.

According to Shen Jiaxuan (2009b), verbs are supposed to be nominal when
they are in the positions of subject and object or modified by attributes. Accord-
ing to Guo Rui (2002), 46% of verbs function independently and freely as sub-
jects and objects, and 51% of verbs are modified by attributes. If these two
parts are excluded, half of verbs still do not possess the nominal property. Here,
“independently and freely” means besides being less restricted, the verbs are
not followed by objects nor by other constituents, such as adverbials and aux-
iliary words of tense and aspect, when they function as common subjects and
objects. “ZF-[déng yi] (equal to), I\ Hy[rén wéi] (think)” cannot function inde-
pendently as a subject or an object, only if they are followed by objects or with
adverbials. It is not easy to offer more examples about “/5[you] (have)” as a
subject, except for a concessive clause, such as “HEH * HiiE . . . [you shi
you, jiu shi . . .] (if there are some, they should be . . .)”. So “A[y6u] (have)”
is thought to be the one that cannot function freely as a subject or an object.
According to Zhu Dexi (1982b), in Chinese, subjects include referential sub-
jects and predicative subjects; objects include referential objects and predica-
tive objects. Neither predicative subjects nor predicative objects are nominal,
so they should be excluded.
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In a word, the viewpoint, no matter whether it’s Gao Mingkai’s or Shen Jiaxu-
an’s,! is not convincing enough to support real facts in Chinese.

Why do many people regard Chinese as a kind of “flexible” language? The
reason is due to the manifestations of “flexibleness” and “rigidness” in aspects
of parts of speech and syntactic positions. “Flexibleness” of part of speech refers
to multi-functionality and multiple word properties; “flexibleness” of syntactic
position refers to the accessible freedom of word property. Based on the practical
investigation in this book, “rigidness” is greater than “flexibleness” for Chinese
part of speech, while “flexibleness” is greater than “rigidness” for the syntac-
tic position of Chinese. Positions of subjects and objects and positions of being
modified by attributes are more flexible and accessible for nominal constituents
and predicate constituents, even for modifier constituents. Zhu Dexi said, “It is
the position of subject & object but not the position of predicate that reflects the
distinction between nouns and predicates” (1984b: 13). That is to say, the posi-
tion of subject and object is accessible for many different parts of speech, due to
which the distinction between nouns and predicates cannot be reflected clearly.
Actually, the position of predicate is also very “flexible” for predicates as well
as nominals.

3.1.5 Summary

In the Amsterdam model, the four positions for core/modifier of predicative
phrase and core/modifier of referential phrase correspond to verb/adverb and
noun/adjective. Based on the differentiation degrees among these four positions,
the Amsterdam model classifies parts of speech into different types of “rigidness”
and “flexibleness”. In Chinese, such correspondence is more complicated than
what the model indicates. So it is not very applicable to Chinese. In fact, Chinese
parts of speech are not only rigid but also flexible.

“Flexibleness” in Chinese reflects a very low differentiation (2.01%) between
the properties of distinctive words and the properties of nominals or predicates;
there is a lack of independent modifiers with the properties of distinctive words.
Differentiation between predicates and nominals is very high, reaching 93.85%.
In Chinese, the multi-functionality of word item is used to calculate its “flexible-
ness” and “rigidness”. Generally speaking, the number of “rigid” words (words
with a single function) is roughly equal to the number of “flexible” words (multi-
functional words) in Chinese. How to define “flexible” words is difficult in clas-
sifying parts of speech, especially for nouns and verbs, due to the controversial
distinction and relationship between both.

Based on the practical investigation, verbs with nominal properties selected
by the strict criterion only take up 23% of verbs. For those verbs functioning
as common subjects and objects, they cannot be regarded as ones with nominal
properties becuase they still keep their basic verbal characteristics, such as being
modified by ”“~[bu](not)”” and adverbials or possessing their objects and subjects.
Therefore, the viewpoint, no matter whether it’s Gao Mingkai’s or Shen Jiaxuan’s,
is not convincing enough to support real facts in Chinese.
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Why are four main parts of speech based on four positions of predicative
phrases and referential phrases universal for languages in the world? The reasons
are as follows. The basic operation mechanisms among human languages are to
express meaning and transmit information through combining basic functions of
predication and reference. That is to say, constituents for expression and assertion
are combined to form meanings. Except for those extreme “flexible “languages,
these constituents divide in function, some of which are for objects (reference)
and some of which are for assertion (predication). So the distinction between
nouns and verbs appears. When modifying constituents divide further from refer-
ence and predication, modifiers come into being. If modifying constituents for
objects and modifying constituents for assertion divide also, nominal modifiers
(distinctive words or adjectives with property of modifiers) and predicate modi-
fiers (adverbs) are formed, respectively.

The categories of predicates, nominals and modifiers (nominal modifiers and
predicate modifiers) in Chinese correspond to verbs, nouns, adjectives and adverbs
in the Amsterdam model. Why is the category of predicates sub-categorised into
verbs, adjectives, state words? Why is the category of nominals sub-categorised
into nouns, quantifiers, time words, locatives and locational words? Why is the
category of nominal modifiers sub-categorised into distinctive words, numeral-
quantifier phrases and demonstratives? The general answer for these “whys” is
that there is a very close relationship between semantic category and word dis-
tribution in Chinese, which means different semantic categories decide different
word distributions.

The combination of semantic category-syntactic function comes from a fixed
relevence between semantic category and word distribution. Based on the combi-
nation of semantic category-syntactic function, basic catogories are divided from
big categories. In Chinese, this combination develops with the development of
times. For example, in ancient Chinese, a fixed relevence between “measurement
unit-modified by numerals” wasn’t set up, so “quantifiers” didn’t form a word
category. With the development of times, the combination of semantic category-
syntactic function has gradually formed and then “quantifiers” came into being as
a word category in the modern Chinese, followed by other word categories, such
as locatives, time words and locational words.

3.2 Typology of adjectives and grammatical status of
adjectives in Chinese

3.2.1 Questions about adjectives

Questions about adjectives are as follows:

Are there adjectives in Chinese? If there are, how large is the category of adjec-
tives? What is the main function of adjectives, to be a predicate or to be an attrib-
ute? What is the grammatical property of adjective, nominal or predicate? Should
adjectives be categorised into verbs? There are many disagreements in discussing
these questions.
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Li Jinxi (1924) classifies adjectives into distinctive words as the fifth category
in his grammatical system. The other four are nominals, predicates, relatives and
modal words. Distinctive words include adjectives and adverbs, similar to modi-
fiers in modern Chinese. He thinks the main function of adjectives is to be attrib-
utes. He regards adjectives functioning as predicates as verbs.

Zhao Yuanren (1948) regards adjectives as predicates and then classifies them
into verbs (1968b). Lou Guofu (1958) classifies both adjectives and verbs into
predicates. Zhu Dexi (1982b) classifies adjectives into predicates, except for “A
Hi[da xing](large-scale), BF4: [y€ sheng](wild)”, because he thinks they can only
function as attributes and they are supposed to be distinctive words.

McCawley (1992) thinks, generally speaking, adjectives can directly modify
nouns, but they need connecting copulas to become predicates in English. It
seems that adjectives in Chinese can function as predicates without copulas; the
combination of “adjective + noun”, such as “#F A [hdo rén](nice person), {FFf
F-[hdo bei zi](a good glass/cup)” cannot be extended further, like “*{R4F A [hén
hio rén](very nice person), {7 FEFFT-[hido bo 1i bei zi](a good glass)”. Actually,
these adjectives are compound words but not real adjectives, so he thinks there are
no adjectives in Chinese.

Zhang Bojiang (1996) thinks some non-predicate adjectives, such as “#/JZ[chi
ji](primary), f##I[wei xing](miniature)” and some distinctive words, such as
“K[da](big), ZI.[hong](red), &F[hdo](good)” can be regarded as adjectives in Chi-
nese, when they are classified by a criterion of being attributes freely; the words
that cannot satisfy this criterion are supposed to be intransitive verbs, such as “4fi
Jii[chin jié](pure), 15 [hé qi](gentle)”

Shen Jiaxuan (1997) thinks the main function of Chinese adjectives is to be
attribute. That is to say they possess the properties of modifiers. However, he
(2007, 2009a, 2009b) proposes the inclusive pattern of noun-verb-adjective,
which means Chinese adjectives belong to the sub-category of verbs with the
properties of predicates (see Table 3.13).

Table 3.13 Different viewpoints on the properties of Chinese adjectives

Property Main function
Li Jinxi (1924) modifier (distinctive word) attribute
Zhao Yuanren (1948) predicate predicate
Long Guofu (1958) predicate predicate
Zhao Yuanren (1968b) verb predicate
Zhu Dexi (1982a) predicate predicate
McCawley(1992) verb predicate
Zhang Bojiang (1996) 1. modifier:f{ZY[wei xing](miniature), attribute
#f[hdo](good)
2. verb:Zfi;E[chin jié](pure), predicate
FI=[hé qi](gentle)
Shen Jiaxuan (1997) modifier attribute

Shen Jiaxuan (2009a) predicate predicate
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Thus, it can be seen from the above that how to judge the grammatical property
of Chinese adjectives is in a dispute, but the answer can decide the classification
of adjectives. This book offers two investigating perspectives for such a dispute,
one of which is from the synchronic level of their grammatical functions and other
of which is from their position in language types.

3.2.2 The investigation of adjective types

3.2.2.1 Past studies

Dixon (1977) thinks the word items of a certain language can be divided into
different semantic types, each of which possesses regular syntactic rules and mor-
phological characteristics, except for some extended ones for individuals of this
type. For example, “iZzf)[yun dong](exercise), {EFH[zud yong](function), 25
[ yul(give), & zI{E[shen ti dong zud](body movements) . . .” are coded in the
semantic type of verbs; “ZE¥[shi wu](thing), 3= EFK1E[qin shi chéng wéi](kin-
ship titles) . . .” are coded in the semantic type of nouns. Accordingly, he proposes
there be a basic or regular correspondence between a semantic type and a part of
speech. Besides the regular correspondences between verbs and nouns, there exist
some irregular ones between those open verbs and open nouns. For example:

2fE & [wéi du](dimension) : K[da](big), /N[xido](small), +:[chang](long), B
[kuan](wide) . . .

F4d[nian  ji](age) * Fr[xin](new), E/[H[lao/jiu](old), /]NFF£[xido/nidn
ging](young) . . .

Fifa[yan sé](color) : £ [héng](red), [ [bai](white), [h&i](black) . . .

{r{Ei[jia zhi](value) : %F[hiao](good), FR[huai](bad), 4fi3E[chun jié](pure), 4F
Z[hdo chi](delicious) . . .

Y JE A [wu I shu xing](physical) : ##[ying](hard), E2[zhong](heavy), S5
[guang hud](smooth) . . .

S [su du](speed) : [ [kuai](fast), {€[man](slow), ZHZE[xun su](quick) . . .

AR [rén de pi xing](human propensity) : S£f&[xing fa](happy), /152 [j1
ling](clever), A J7[da fang](generous), FifH[jiao a](arrogant) . . .

These semantic types can be collectively referred to “properties”. Dixon (1977)
and Schachter (1985) point out that the properties of some languages correspond to
open adjectives (e.g. in English), but some languages don’t possess open adjectives.
There are two situations for the latter, one of which is they possess close adjectives
and the other of which is there are no independent adjectives at all in these languages.

There are two situations for the possession of close adjectives.

1 Nouns are frequently used to indicate most property meanings, such as in Hausa.

(1) a mutum mai alheri
A [rén](man) with{~2&[rén ci](kindness)
“{Z2Z&fY \’[rén ci de rén](people with kindness)
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b mutum mai doki (Schachter, 1985)
A[rén](man) with Z[mai](horse)
“HIOHJ A ’[ydu ma de rén](people having horses)

(2) a Yana da alheri
fit[ta](he) 5 [you](has) {—2Z&[rén ci](kindness)
“ftfi{=2&>[ta rén ci](He is kind.)
b Yana da doki (Schachter, 1985)
fttr[ta]l(he) FHyou](has) Hy[ma](horse)
“fr 5 &, °[ta you ma](He has horses.)

2 Verbs are frequently used to indicate most property meanings, such as in Bemba.

(3) a umuuntu uashipa
Jrén)(man) £9[de](of) FE[yong gan](brave)
“EHEAY N’ [yong gin de rén](a brave man)
b umuuntu ualemba
A[rén](man) fY[de](of ) B [xi&](write)
“HFHY N ’[xi& zi de rén](a man who is writing)

(4) a umuuntu aashipa
A[rén](man) BE[yong gin](brave)
<IN BHC [mou rén yong gin](Someone is brave.)
b umuuntu dalemba
A[rén](man) $5E[shii xi&](write)
“HANAEEF[mou rén zai xi& zi](Someone is writing.)
There are two situations for no independent adjectives.

3 Nouns are used to indicate property meanings in adjectival-noun languages,
such as in Quechua.

(5) a chay hatun runa

#X[zh&](this) A [da](adult) A [rén](man)
AR N[zhe gé da rén](this adult man)

b Chay runa hatun
#X[zh&](this) A [rén](man) A [da](adult)
S AR [zhé gé rén da](this man adult)

¢ Rikaska: hatun-(kuna)-ta
F & ML[wo kan jian](I see) A [da](big) -(plural)(objective case)
“HE WAIRPE[wO kan jian da dong xi](I see big things.)

(6) a chay alkalde runa
#X[zh&](this) Ti+[shi zhdng](mayor) A [rén](man)
LAY A [zhe gé dang shi zhidng de rén](This is mayor man.)
b Chay runa alkalde.
#X[zh&](this) A [rén](man) ri+[shi zhdng](mayor)
D NEETTE[zhe gé rén shi shi zhdng](this man is mayor)
¢ Rikaska: alkalde -(kuna)-ta
FE ML see): miE:[shi zhidng](mayor)- (plural)(objective case)
“FFE W [wo kan jian shi zhing](I see the mayor.)
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In Quechua, words with certian property meanings are parallel with nouns
in the syntactic sense. They can function as objects directly, so they cannot be
distingushed from nouns in the grammatical sense.

4 Verbs are used to indicate property meanings in adjectival-verb languages,
such as Chinese.

(7) a AL+ E 7 [na gé nii héi zi pido liang](That girl is beautiful.)
b JEFEHI L% T [pido liang de nli héi zi](a beautiful girl)

(8) a AL+ 1 fi#[na gé nil hai zi lido jig](That girl can understand.)
b TRV Z % F[lido jié de nli hai zi](an understanding girl)
_ETEIPAE - R A R T AR R EE A E -

In the above examples, both “;ZZ[pido liang](beautiful)” with a property
meaning and the verb “ T fi#[lido ji€](understand)” are used in the same way.

Givon(1984)explains Dixon’s correspondence with time stability from the cog-
nitive perspective. He thinks language tends to code words with high (relatively
stable) time stability as nouns and words with weak (quickly changeable) time
stability as verbs. Compared with nouns and verbs, the time stability of adjectives
is in the middle, so they are regarded as nouns in some languages and verbs in
some other languages.

However, L. Whaley (1996) points out that time stability is not easy to meas-
ure. For example, “fire(’K [hud])and flicker([A]3%:[shan guang])” with weak time
stability are actually nouns; “to tower(/5; H}[gao chii])” with high time stability is
actually a verb.

Thompson (1988) is dissatisfied with Givon’s explanation. She thinks that
except for “ZHE[su du](speed)”, the other six semantic types that Dixon has
defined are all relatively stable. That is to say, the time stability of the semantic
type cannot be in the middle. Thompson re-explains the correspondence between
semantic type and part of speech from the perspective of the discourse function.
She finds adjectives have two discourse functions, one of which is explaining the
properties of the mentioned topics and the other of which is bringing up a new
topic.

1 The percentage of the first function is 79% in English and 71% in Chinese.
Some examples in Chinese are as follows:

(9) ERmREY SR P - HUEERLT -
[zai hén yu kuai de qi fén zhong xué, na shi zui hao.]
It is better to learn English in a pleasant environment.
(Taking about Chinese children learning English in schools)

2 The percentage of the second function is 21% in English and 29% in Chinese.
Some examples in Chinese are as follows:

(10) FTLARMTEIFRERES A — P EEHEAH I -
[suod yi wo men zhén de xT wang néng gou you y1 ge¢ geng li xidng de
kao shi.]
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So we do hope a more ideal test.
(Talking about an entrance examination)

(11) EEENEEREFENF T -
[geéng zhong yao de shi yao ti gdo xué shéng de xué xi néng 1i.]
More important is to improve students’ learning ability.

Hopper and Thompson (1984) point out that the distinction between nouns and
verbs can be decided by discourse functions. Nouns are the words for introducing dis-
course participants; verbs are the words for reporting events. Adjectives possess both:
The property explanation of an object in the mentioned topic is equal to the verb func-
tion; the introduction of a new object in the new topic is equal to the noun function.
Therefore, the property meanings are coded as verbs sometimes or nouns sometimes.

Harrie Wetzer (1996) points out that the grammatical types of adjectives are
related to their tense forms.

1 If there exists an open category of nominal adjectives in a certain language,
it is supposed to possess the inflectional tense forms and vice verse, such as
English.

2 If there exists an open category of verbal adjectives in a certain language, it
doesn’t have the inflectional tense forms definitely and vice verse, such as
Chinese.

3.2.2.2 Re-thinking past studies

In fact, the nouns expressing property meanings are not real nouns but just a trans-
ferred phenomenon. Quechua is a typical example. Since adjectives in the examples
of (5)a and (5)b function as attributes and predicates which are also possessed by
nouns, they cannot prove “hatun("X;)[da](big)” is nominal. The function of being a
subject and an object really counts. “Hatun” in the example of (5)c seems to function
as an attribute, but it is just a syntactic transferred reference, similar to “i7¥[xian]wor-
thy” and ““A~ ¥ [bu xian]not worthy” in “ I, B¥E% » HLA BN H & B[jian xian
s1 qi, jian bu xian ér néi zi shéng yan.](When we see man of worth, we should think
of equaling them; when we see men of a contrary character, we should turn inwards
and examine ourselves.)” in ancient Chinese. “The old need attention” in English
belongs to the same usage. None of them can be nominal at the syntactic level.

Another phenomenon is inflectional change. The word items of property mean-
ing have the same inflectional changes with nouns. For example, since adjectives
in German and Latin have the same inflectional changes as nouns in the aspects of
part of speech, number and case, they belong to the languages of noun-like prop-
erty words. In fact, adjectives are very different from nouns in these languages in
many other aspects, such as not functioning as subjects and objects and having
different ranks and degrees. The same inflectional changes only indicate a very
close relationship between adjectives and nouns, but they cannot prove a similar-
ity between both in terms of grammatical property.
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In Hausa, nouns are used for non-core property meanings, but adjectives are
used to indicate the most core property meanings.

(12) a riga ja (Cheng Ruxiang > 1997)
1HRIyT fu](clothes) £1.[hong](red)
“21 4<% [hong y1 fu](red clothes)
b Tutar Kasa ja ce (Cheng Ruxiang > 1997)
JE[qi](flag) El[gud](national) £].[hong](red) fE[shi](is)
“EFERLTAY” [guo qi shi hong de](National flag is red.)

According to Dixon (1977), there are 12 adjectives that are the core property
words. They are as follows:

babba(A[da](big)), gangane(/)\[xido](small)), sabo(Fr[xin](new)), tsofo(
F[130](old)), fari(H[bai](white)), baqi(Z[h&i](black)), ja(£[[hong](red)),
dogo(E-[chang](long), =i[gao](tall)), gajere(¥T[dudn](short)), danye(Hrf
[xin xian](fresh), Z:[shéng](new)), mugu(Ff[huai](bad)), qrami(/]\[xido]
(small))

Except for nagari(#f-[hdo](good))expressed by noun as a core property word,
most nouns are non-core or sub-core property words. They are as follows:

sauki(Z5 5 [rong yi](easy)), sauri({#[kuai](fast)), shiru(ZZ%%[an jing](quiet)),
kwari(5%[qiang](strong)), matsyaci(¥£[nan](hard)), motsattse(J[feng](sad))

Therefore, a language only using nouns for property meaning has not been
found yet.

Verbs expressing property meanings are not actually verbs because they are dif-
ferent from real verbs in many aspects, such as having different ranks and degrees,
being used in comparative structures and possessing special overlapping forms. In
Chinese, property words functioning as attributes are not followed by “f5j(of)”,
such as “VErZfbdH[pido liang g niang](beautiful girls), F47<i[gan jing y1
fu](clean clothes), A3ZH[da ping gud](big apple), £[ &5 F-[hong zhud zi](red
table)” and so on. Therefore, it is not convincing to say verbs are used to express
property meanings in Chinese.

In past studies, whether property words are nominal or verbal is always an
either-or situation. Actually, they can function as attributes and predicates without
tagging. Take Vietnamese as an example.

(13) a troi tot (attribute)
K=[tian qi](weather) {F[hdo](good)
“4FR*=’[hdo tian qi](good weather)
b Hom nay thoi tiét rat tot (predicate)
4K [jin tian](today) K< [tian gi](weather){R[hén](very) {F[hdo](good)
“ESRREIREF - 7 [jin tian tian qi hén hdo](Weather is very good today.)
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Based on the past classification system, it is not easy to decide whether Viet-
namese possesses an open category of nominal adjectives or verbal adjectives.

3.2.2.3 Investigation of types of property words

Based on Croft’s relevance theory, property words unmarked or marked in the
positions of attribute (modifying function) and predicate (predicative function)
can indicate their grammatical properties. When they are unmarked attributes,
they possess properties of modifiers; when they are unmarked predicates, they
possess the properties of verbs; when they are unmarked attributes and unmarked
predicates, they possess both properties; when they are marked attributes and
marked predicates, they possess neither of them, but instead possess the proper-
ties of nominals.

According to the above criterion, the core property words in 72 languages have
been investigated.

Five types of property words are reflected in the investigation (see Table 3.14).

Type I is the words with the pure properties of modifiers. When unmarked,
they function as attributes; when marked, they function as predicates, such as in
English, German and Kiswahili.

Examples in English are as follows:

(14) a red paper (as an unmarked attribute)
b The paper is red. (as a marked predicate)

Examples in Swahili are as follows (Zhang Peizhi, 1990):

(15) a njia fupi (as an umarked attribute)
& [lu](road) %5 [dudn](short)
“REFE[jié jing](shortcut)
b Njia ya mwongo ni fupi.
(as predicate marked)
#[1u](road) (possessive case)in i [shud huidng zh&](liar) E[shi](is)45
[duan](short)
Ui EHIES KR T o 7 [shud huing zhé de i chang bu lido](A liar can-
not alway be hidden.)

Table 3.14 Types of property words

GP T AM PM L

modifier I — + English, Italian

modifier, predicate 1T — +/— Uygur, Russian

modifier/predicate I11 — — Japanese, Derung language

modifier, predicate v +/— — language of Bai nationality, Indonesian
predicate A% + — A Mei language, Korean

(Note: GP = grammatical property; T = type; AM = as attribute marked; PM = as predicated marked;
L = language)
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The words in Type II can function as unmarked attributes and as marked or
umarked predicates, so they possess the properties of both modifiers and predi-
cates. Comparatively speaking, their property of modifiers is stronger than that of
predicates, such as in Uypgur, Russian and Hungarian.

Examples in Hungarian are as follows (Gu Zongying, Gong Kunyu, 1989):

(16) a szép haz (as an unmarked attribute)
JE = [piao liang](beautiful) F5T-[fang zi](house)
CHEEE T [pido liang fang zi](beautiful house)
b En sz¢ép vagyok. (as a marked predicate)
}jz[wo](l) JE [piao liang](beautiful) & [shi](am)
JEES o ”[wo shi pido liang](I am beautiful.)
¢ A haz szép (as an unmarked predicate)
#HB[na](that) 55F-[fang zi](house) = [piao liang](beautiful)
“HISJHE FoT-EEE  ’[na zud fang zi pido liang](That house is beautiful.)

The example in Uygur is as follows (Zhao Xiangru, Zhu Zhining, 1985):

(17) a tfirqjliq qiztfaq (as an unmarked attribute)

JE = [piao liang](beautiful) #h4R[gh niang](girl)
CHESEIEIR” [pido liang gi niang](beautiful girl)

b bu qiztfaq tfirqjliq iken
(as a marked predicate)
¥X[zhé](this) #h4R[g niang](girl) JE5E[pido liang](beautiful) fZ[shi](is)
CECPMEIRTESE  ”[zhé gé gl niang pido liang](This girl is beautiful.)

¢ bu qiztfaq tfirajliq (as an unmarked predicate)
#X[zhé](this) #h4R[gh niang](girl) JZE == [pido liang](beautiful)
CEPMEIRTESE  ”[zhé gé gl niang pido liang](This girl is beautiful.)

The verbs in Type I and Type II function as marked attributes. For example,
English verbs function as attributes in the participle forms of “V+ed and V+ing”
and the infinitive forms of “to+V”. Hungarian verbs function as attributes in the
verbal form of “V+o/t/ando”. From the above, the distinctions between verbs and
adjectives are clearly shown.

The words in Type III function both as unmarked attributes and as unmarked
predicates, possessing the properties of both modifiers and predicates. These two
types of properties are equal in degree. The verbs in Type III usually function as
marked attributes, which is in contrast to adjectives as unmarked attributes, such
as in the Derung language.

Examples in the Derung language are as follows (Sun Hongkai, 1982):

(18) a atsan gam (as an unmarked attribute)
l[rén](man) %f[hido](good)
“4F N [hdo rén](good man)
b senxo gam (as an unmarked predicate)
4 & [sheng huo](life) ¥ [hdo](good)
“HyEH’[shéng hud hdo](good life)
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(19) a kal-sa andza (verb as a marked attribute)
7 [chi](eat) AY[de] Tf[fan](food)
“IZAY TR’ [chi de fan](food to eat)
b an agdza kal-luy. (verb as an unmarked predicate)
fifi[ta](he) TRk[fan](food) liZ- T [chi le](eaten)
“Hr1ZTR T - ’[ta chi fan le](He has eaten food.)

Some verbs or verb phrases can function directly as attributes, such as in Japanese.

(20) a akai hana (as an unmarked attribute)
2] [hong](red) fE[hua](flower)
“41f5”[hong hua](red flower)
b Hana ga akai (as an unmarked predicate)
v{Et[hua](flower) (Fsubject) £I.[hong](red)
“AEZLTAY - [hua shi hong sé de](Flower is red.)

(21) a watashi-ga sunde-iru ie
(verb as an unmarked attribute)
Fe[wo](I)-F f&(nominative case) {F:[zhu](live)-#{T(in process) FT-
[fang zi](house)
“FefF:HY 5T [wo zhu de fang zi](the house I live in)
b Watashi-wa sono ie ni sunde-iru
(verb as an unmarked predicate)
Fe[wo](D)-i5i(subject) HS[na](that)=T-[fang zi](house){F[zai] {3:[zhu]
(live)-3#{T(in process)
“HEA B T-BE{F o ’[wo zai na gé fang zi If zhu](I live in that house.)

In the languages of the Bai nationality, Indonesian and Va nationalities, the
words in Type IV function as unmarked predicates and as unmarked or marked
attributes, possessing the properties of both predicates and modifiers, the former
of which is stronger than the latter.

Examples in the language of the Bai nationality are as follows (Xu Lin, Zhao
Yansun, 1984):

(22) a phe niue (as an unmarked attribute)
Ex[rudn](soft) JE[ni](mud)
b phe no niue (as a marked attribute)
Ex[rudn](soft) #J(de) JE[ni](mud)
¢ lw kho phe (as an unmarked predicate)
3X[zh&](this) [ ge] #X[rudn](soft)

The verbs in this type usually have the same marking form as property words,
when they function as attributes, such as in Indonesian (Huang Chenfang, 1990):

(23) a meja yang besar(as a marked attribute)
£-[zhud zi](table) #Y[de] A [da](big)
“RET-[da zhud zi](big table)
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b meja itu besar(as an unmarked predicate)

H.7[zhuo zi](table) #H[na](that) A [da](big)
“HP 2T K’ [na zhuo zi da](that big table)

(24) a orang yang membeli sepatu (verb as an unmarked attribute)
A [rén](person) Hy[de] SZ[mai](buy) %E[xié](shoes)
“SCEEAY A’ [mai xié de rén](person who buys shoes)

b Orang itu membeli sepatu
(verb as an unmarked predicate)
A [rén](persona) #[na](that) SZ[mai](buy) #E[xié](shoes)
“HS ™ ASEEE[na gé rén mdi xié](that person buys shoes)

The words in Type V are marked when functioning as attributes and unmarked
when functioning as predicates. Property words are of the pure predicate property.
The verbs in this type usually have the same marking form as property words when
they function as attributes, such as in the A Mei language (He Rufen et al., 1986):

(25) a makapahaj a wawa
JH [pido liang](beautiful) HY[de] % F-[hai zi](child)
SEEEANTZ T [pido liang de hai zi](beautiful child)
b makapahaj kuni a wawa
T Z[pido liang](beautiful) 7X[zhé](this) Y[de] % F-[hai zi](child)
X I TR [zhé hai zi pido liang](this child is beautiful.)

(26) a maumahaj a kapah
7 Ef[1ao dong](work) HY[de] & 4F[qing nian](youth)
SN EAE"[1a0 dong de qing nian](the youth who are working)
b maumahaj tfiwama
Z7rfi[1ao dong](work) X2 3E[fu gin](father)
“RC3EZH N [fu qin lao dong](father works)

Examples Korean are as follows (Xuan Dewu et al., 1985):

(27) a p‘urw-n namuwu (as a marked attribute)
£[1i](green) BY[de] ff[shu](tree)
“IRAIRT (1 sé de shu] (green tree)
b namujip‘-i purw-ni? (as an unmarked predicate)
i [shu ye](leaves) (subject) Zg[lii](green)(interrogative)
“HfTH-E 4R A NE 2 [shu ye shi 1ii de ma?](Are leaves green?)

When functioning as attributes in the present tense, adjectives in Korean use
“-n/-tun”, but verbs in Korean use “-nwin”. In the past tense, verbs as attributes
use “-n/-uin”, which is also used by adjectives when functioning as attributes in
the present tense. In the past continuous tense, “-ton” is used by adjectives and
verbs; in the future tense, “-r/wr” is used by adjectives and verbs. Thus, it can be
seen that the attribute mark of adjectives and the attribute mark of verbs come
from the same origin.
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Some verbs as attributes are unmarked in the Ja Rong language (Lin Xian-
grong, 1993):

(28) a ta-wot ka-mbro (as a marked attribute)
L[{[shan](mountain) f5[de] =[gao](high)
s“=iLL"[gao shan] (high mountain)

b ka-mbro wa-wat (as a marked attribute)
Hy[de] =i[gao](high) (modified) LLi[shan](mountain)
“EHILL[gao de shan](high mountain)

¢ ta-wat mbro (as an unmarked predicate)
L[{[shan](mountain) {=j[gao](high)
“LLI15  ”[shan gao](The mountain is high.)

(29) a Jto ka-za wo-ze nos
(verb as an unmarked attribute)
#X[zhé](this) Iz [chT](eat) (modified) & [shi wu](food) & [shi](is)
CXIRIZHYEY) » ”[zhé shi chi de shi wu](This is the food to eat.)

Among these five types, Type I and Type V are very typical ones. The other
three are considered as the transition of these two types, possessing their proper-
ties at the same time. Therefore, the functions of property words are swaying
between modification (modifiers) and predication (predicates). Among the 72 lan-
guages in the investigation, there are 12 in Type I, seven in Type II, 29 in Type
II1, 16 in Type IV (including Chinese) and eight in Type V. There is no language
containing property words as nominals (see Table 3.15 and Table 3.16).

3.2.3 Correspondence between semantic type and part of speech

3.2.3.1 Correspondence between part of speech
and substance/property

The correspondence between semantic type and part of speech is based on the evi-
dence that property words are coded as nouns or verbs, according to Givon (1984)
and Thompson (1988). However, the fact is that property words are mainly coded
as modifiers or predicates, according to the above table. Neither time stability nor

Table 3.15 Types of property words

GP Tpe NL
M I 12
M, P I 7
M/P I 30
P,M v 15
P v 8

(Note: GP = grammatical properties; NL = number of languages;
M = modifier, P = predicate)
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Table 3.16 Types of property words in 72 languages

Type NL Language

I 12 HiiE(English), {E1%(German), Fi#(Swedish), & A Fl|(Italian), FEHEH
(Spanish), #i7 T (Latin), 2# & JE [l/(Romanian), }7 = (Polish), [al/REJE L
(Albanian), [ (Hausa), #f FL% B (Kiswahili), #H/(Callahuaya)

I 7 #iE(Tibetan), [ ]2 (Monpa), H Z(Baima), 4% /R (Uyghur or Uighur), $7$11
(Salar), 1% (Russian), %) J-Fl|(Hungarian)

I 29 3FEiE(Qiang), i #.(Drung), BE7R(Bisu), 11137 (Khroskyabs), F7%%
(Bu-nao), flZ%(Bunu), &5 1#(She), At:1%(Zhuang), {15 (Kam), Z&i#
(Thai), {Zf&(Gelao), {1 (Then), firEE(Lachi), 77 EH(Blang or Pulang),
R (Vietnamese), Z2H[ /I (Atayal), F5{% 52 (Seediq), [O[#F(Tsat), 52
(Mongolian), 2% (Kangjia), & FL(Tuvan), j#1&(Manchu), f## (Nanai), 77
i (Greek), %54 31(Hebrew), H14% 1 (Quechua), FLEFIIF, FLhnZE, HiE
(Japanese)

IV 16 {Zi&(Chinese), #£1E(Yi), 4775 (Naxi), fiLfi(Lahu), 5t(Jingpho), 1 i&(Bai),
%k FL(Zaiwa), I5JE(Hani), &51&(Hmong), 5115 (Mien), )7 #17(Pela), 2%
(Hlai), /2 55(Palaung), {i&(Wa), E[IJ2(Indonesian), ELfj14E(Mo Jia Wei)

\% 8 X (rGyalrong), [aZE(Amei), i (Bunun), HEZ(Paiwan), B2/ (Pazeh),
IR EE (Bemba), #2541 FL(Ojibwas), §Hfif i (Korean)

discourse function can explain this contradiction. Therefore, a new explanation is
necessary.

The category theory of Aristotle might explain this correspondence. Aristo-
tle classified individual words into ten categories. They are substance (human
or horse), numeral-quantifier phrase (three feet long), property (white), relation
(doubled, greater than), place (in the market), time (yesterday, last year), pos-
ture (lie, sit), state (armed, with shoes), action (incise, burn) and suffer (stabbed,
burned) (Aristotle, Category Theory). He discussed the categories from two
perspectives.

One is ontology. These categories are considered as an existing type, in
which the substance is self-existent and the rest are named as properties (Aris-
totle, Posterior Analytics) which are not self-existent but can exist in the sub-
stance as its concomitant (Aristotle, Metaphysics). Consequently, the opposite
is produced between substance and property. The other is logic. These catego-
ries are predicates of proposition. The first substance (referring to a specific
individual, e.g. Socrates) cannot predicate the subject but can be predicated
by other categories; the second substance (referring to a specific abstract indi-
vidual, e.g. human or animal) and other categories can predicate the subject.
The combination of individual words creates a proposition, such as “human
run; human win”. The first substance is always the subject; the rest of the cat-
egories are predicates (Aristotle, Category Theory). The words in the position
of the subject are substance words, and those in the position of predicate are
verbs.’



210 Typology of parts of speech

Aristotle’s category theory can be used to explain the correspondence between
semantic type and part of speech. The concepts of substance and property are
still kept, except for a little alternation. Here, property includes temporary prop-
erty (action, posture) and constant property (nature). The regular correspond-
ence between semantic type and part of speech is established in the expression of
human language (Figure 3.2). Substance tends to be coded as the reference (nomi-
nals) due to its self-existence; temporary property tends to be coded as predication
(predicates, such as hurt, hunger, right and slip) or modification (modifiers, such
as male, grey, wild and large-scale).

A constant property coded as a modification is related to the language demand
of the classification of a substance. Stable characteristics are suitable for classifi-
cation and temporary ones for predication.” The semantic meaning of state words
tends to be used as a predicate due to its temporary characteristics (referring to
Shen Jiaxuan 1997). Since the property words for psychological and physiologi-
cal statues often sway between the constant side and the temporary side, they are
coded as adjectives or verbs sometimes, such as “JF[bing](sick, ill)” as a verb in
Chinese for physiological statue but “sick, ill” as adjectives in English, or “Z{H
[hai pa](afraid)” as verb in Chinese for psychological statue but “afraid” as an
adjective in English.

3.2.3.2 Condition of correspondence between property
words and predicates and modifiers

The correspondence between property words and predicates and modifiers needs
other semantic conditions.

Property can be divided into two types: degree property and non-degree property.
These two types are coded as adjectives (modifiers) in English (see Figure 3.3).

(substanceéreference (nominals: £73k[shi tou](stone), Fi[gou](dog), I [H][shi
jian](time))

semantic

e <

temporary property —> predication (predicate: i[pdo](run), i}
[shud](talk), T Fi[xia yii](rain))

\p roperty predication (predicates: Jgi[tong](hurt), iH&[e](hungry), ¥

[hua](slip))
constant property
\ modification (modifiers: A [gdng](male), HF[y&](wild), K%Y

[da xing](large-scale))

Figure 3.2 Regular correspondence between semantic type and part of speech
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predicate property

modifier property

property words: big, red, old
single, main, male

Figure 3.3 Property of part of speech for English property words

All property words in Japan are coded as predicates and modifiers (see Figure 3.4).

—— e
— - —

_ - = -~ -
< predicate property ——— modifier property \’
~ ~
~ o _ -

— —
e o o = ==

property word: RZE VY, LY, JAL>

Figure 3.4 Property of part of speech for Japanese property words

In Vietnamese, degree property words differentiate into the conversional words
of predicates and modifiers, such as 16n(CA[da](big)), m&i(Hr[xin](new)), do(
2] [hong](red)), no(fHE[bio](full)) and dau(JE[tong](hurt)); non-degree property
words are predicate, such as cong(Zy[gong](male)), tu(FA[sT](private)), duc(ff
[xiong](male)) and chinh(F=Z[zht yao](major)) (see Figure 3.5).

degree%roperty word

N predicate
~

non-degree property word

~

N —_——_ - -

Figure 3.5 Property of part of speech for Vietnamese property words

In Chinese, 70% of degree property words are coded as predicates (type a),
such as “Jgg[tong](hurt), T#[¢](hunger), Yf[dui](right), 7&[hua](slip), &55Z[jie
shi](strengthen), F15[hé qi](kind) and ZZ5£[rong xing](honored)”. Non-degree
property words are coded as modifiers (type b), such as “/\[gong](male), H[hui]
(grey), Bp[ye]l(wild), AKAI[da xing](large-scale), BF4:[y& sheng](wild) and HZf
[zi dong](automatic)”. 30% of degree property words are coded as predicates as
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well as modifiers (type c), such as “A[da](big), Fr[xin](new), ¥ hdo](good),
[ [bai](white), £I[hong](red), {£F5[you xiu](excellent) and %[gan jing]
(clean)”. Two differences between type a and type b are their constancy and high
frequency. The words in type b are mainly frequently used degree property words
with constancy, and the words in type a are mainly non-constant degree property
words, such as “Jgi[tong](hurt), =4[ gao xing](glad), fi[¢](hunger) and [R][kun]
(sleepy)”, or degree property words with low frequency, such as “f&[wén](stable),
FHEi [ca shi](careless), Fifdi[jiao héng](arrogant), %=Z[réng xing](honored) and
Hp/7N[mido xido](tiny)” (see Figures 3.6 and 3.7).

constant degree property words with high frequency

—
— - —_——

R =
PR
7
8
/: K
[ : predicate property =
\ 3
* ..
< K
~, o
b JOPEL A
~ — -

= oem em == =

non-constant degree property words with low frequency  non-degree property words

Figure 3.6 Property of part of speech for Chinese property words
Grammatical pattern of differentiated Chinese property words:

predicate property  modifier property

1652 words| 688 words 462 words| a. PW with low frequency and weak constancy
c. PW with high frequency and strong constancy

b. non-degree property words

Ji [tong](hurt), £552[jié shi](strong), K[da](big), [1[bai](white), K7 [da xing](large-scale),
HK[hut](grey), /A[jit](long), F&[wen](stable), Hi[xin](new), 3[nan](male)

Figure 3.7 Grammatical properties of differentiated Chinese property words

The semantic meaning of a word is closely related to its syntactic behaviour
(referring to Lu Bingfu, 2010). Chinese property words with weak constancy gen-
erally cannot function as attributes directly, such as “=5>*4[gao xing](glad), J§
[tong](hurt) and 7f[&](hunger)” in type a; Chinese property words with a strong
constancy have a strong competence of being attributes, such as “+-)4[gan jing]
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(clean), K[da](big), ffA[wéi da](great)” in type b. In English, although con-
stant property words are adjectives with modifier properties, non-degree property
words have a very weak competence of functioning as predicates, even if copula,
such as “chief, main, sole, sheer, and utter” are added. Adjectives with weak con-
stancy are still very weak in functioning as attributes, such as “afraid, sure, alive,
ill and faint”. Thus, it can be seen that although the property words in both lan-
guages are different in terms of property of part of speech, their differences in
grammatical functions caused by word meanings are in parallel.

The constant property sways between predication and modification in the
language expression pattern. Its differences in different languages are mainly
decided by whether the predication is coded as unmarked or the modification is
coded as unmarked. Therefore, the prototype relevance in syntactic categories
needs improving, as shown in the following Table 3.17.

3.2.4 Grammatical properties of Chinese property words

3.2.4.1 The main functions and grammatical properties of Chinese
adjectives

Shen Jiaxuan (1997) thinks that it is an unmarked relevance when Chinese prop-
erty adjectives function as attributes; when they function as predicates, it is a
marked relevance. Thus, the main function of property adjectives is to be attrib-
utes, which is based on Croft’s markedness theory and the following two groups
of statistical data (see Table 3.18 and Table 3.19).

Shen Jiaxuan’s statistics indicate two things, one of which is he treats “{E[hén]
(very) +JF/(adjective)” as state adjectives and the other of which is he doesn’t
propose distinctive markedness.

Table 3.17 Prototype relevance of syntactic categories

syntactic category noun adjective verb
semantic type object property action
expression function reference predication/modification predication
Table 3.18 Frequency of use of adjectives (Shen Jiaxuan)*

property adjective state adjective

in spoken  inwritten  subtotal  in spoken  in written  subtotal

language  language language  language
as attribute 88 74% 112 55% 200 62% 89 45% 88 50% 177 48%
as predicate 31  26% 92 45% 123 38% 108 55% 87 50% 195 52%
total 119 204 323 197 175 372

* The percentages in spoken/written language are added later.
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Table 3.19 Marked pattern of adjectives as attributes and predicates (Shen Jiaxuan)

as attribute as predicate

property state adjective property state adjective

adjective adjective

MD UMD MD UMD MD UMD MD UMD
NT 79 121 138 39 87 36 44 151
P 40% 60% 78% 22% 71% 29% 23% 77%

(Note: NT = number of times; P = percentage; MD = marked; UMD = unmarked)

Regarding “fR[hén](very) + F/(adjective)” as a state word, his statistical data
in Table 2—1 in Modern Chinese Parts of Speech: Classification Theory differs
greatly from those in Mo Pengling’s, Shan Qing’s (1985) and He Yang’s (1996) as
well as those in this book.

From the comparison between Table 3.19 and Table 3.20, the results in
Table 3.20 don’t vary very much but quite differ from those in Table 3.19. The
frequency of adjectives as attributes is just a little bit higher than that of adjec-
tives as predicates. In different language styles, the number of times they are used
as attributes in written language is much higher than the times they are used as
predicates; the number of times they are used as predicates in spoken language is
much higher than the times they are used as attributes. In Shen Jiaxuan’s data for
spoken language, his results are quite the opposite. This sharp difference might
be influenced by a different corpus but is mainly due to Shen Jiaxuan’s perception
of “fEfEZ EI17] (degree adverb)+ 4 [Fif(property adjective)” as state adjectives.
Actually, in modern Chinese, property adjectives require degree adverbs when
functioning as predicates, which decreases the number of times they are predi-
cates a lot.

Shen Jiaxuan’s perception is mainly based on Zhu Dexi (1956). Zhu Dexi
(1956) only explains the differences between the simple forms of adjectives and
their complex forms in the positions of attribute, adverbial, predicate and comple-
ment, without dividing adjectives into two types. Besides, he has made a distinc-
tion between property adjectives and state adjectives. There are five situations for
property adjectives.

1 monosyllabic adjectives in the overlapping form, such as “/[\/[NgY[xido xido
de](small)”

2 disyllabic adjectives in the overlapping form, such as “*-/%/%[gan gan

jing jing](neat and tidy)”

“7KH [bing lidng](cold), 341 [tong hong](very red), #ifZ[xT 1an](pulpy)”

4 adjectives with suffixes, such as “EA~F>F[hei ha hi](very dark), PASTEFTK
[hut bu lit qit](grey)”

5 “f+J75iA (adjective) + #Y[de](of)”, such as “HL#FAY[ting hio de](good),
A5 [guai k& lian de](pitiful), {R/NgI[hén xido de](tiny)”

W
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Table 3.20 Function statistics of adjectives as attributes and predicates™

attribute predicate
NT P NT P
Mo Penglin, Shan Qing 577 59% 400 41%
He Yang in spoken language 108 27% 298 73%
in written language 385 78% 107 22%
subtotal 493 55% 405 45%
this book in spoken language 46 36% 83 64%
in written language 151 72% 60 28%
subtotal 197 58% 143 42%

* The corpus in this book contains 20,000 Chinese characters, 10,000 of which are in written language
and the other of which are in spoken language. The Chinese characters in spoken language are from
the video conversation records of the teleplay “The stories of editorial department-flying stars”, which
contains 11,000 Chinese characters (6,672 words). The Chinese characters in written language are
from two groups of materials. One is the first edition and a certain part of the second edition of the
People’s Daily from December 16th, 1995, with 11,000 Chinese characters (5,635 words). The other
is the first part of the fourth chapter of Children’s Psychological World, with 2,000 Chinese characters
(1,042 words). To sum up, there are 13,000 Chinese characters (6,677 words) in written language.
This table only shows the use of property adjectives. Here, the percentages = the sum of numbers of
times property adjectives are attributes and predicates + the number of times property adjectives are
attributes or predicates.

The scope of “f+ 22 1H|(adjective) + HY[de](of)” is much more narrow than
Shen Jiaxuan’s “F2fEE1A](degree adverb)+ & i (adjective)”, excluding
“B[zui](the most), B [géng](even more), JEH[fei chang](very), 47 [shi fen]
(quite), F#[shao](a little), F&4Mgé wai](especially), F5Hl[te bié](particulary),
ELFR[bI jido](relatively)” and “Hy[de](of)”. The reason that “f-+J(adjective)
~+f9[de](of)” is regarded as a state adjective is that “HY[de](of)” refers to “HY
[de]2(of 2)”. This collocation can function as predicate and complement, equal-
ing a state word, but “f9J[de]2(of 2)”, in Zhu Dexi’s grammar system is a suffix.
Actually, according to Lu Jianming (1980), since “{R[hén](very)+F(adjective)
+ HY[de](of)” can be neither a predicate freely nor a complement, “f{J[de](of)”
is not supposed to be “fY[de]2(of 2)”. As a result, there are only a few left, such
as “fL[ting](very), [¥[guai](very), Tii[ding](very), ji#i[mdn](quite) and Z5[man]
(quite)”.

Here comes another reason for not regarding most “f2 /& El[17](degree adverb)
+ P (adjective)” as state words. It is because quite a number of “F2 & Bl {H](degree
adverb)+ 2 (adjective)” can be modified by ““[bu](not)”, such as ““R{E#F[bu
hén hio](not good), “N-474F[bu shi fén hido](not quite well) and “RiFHIZF[bu
té bié hao](not very good)”; however, state words cannot be modified by ““f~[bu]
(not)”, such as “*’RNT-TF-/4/4[bu gan gan jing jing](not neat and tidy), *“ K5
[bu bing lidng](not cool) and *N 4] [bu tong hong](not very red)”.

Therefore, if those adjectives in “F2 & El1d](degree adverb)+ F(adjective)”
are re-considered as predicated, the frequency of adjectives as predicates will
increase a lot.
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Then, how to explain the situation where adjectives are often modified by
degree adverbs, such as “fE[hén](very)” when functioning as predicates? It
involves the sentence-completing restriction of Chinese predicates. According
to Guo Rui (2015b), “sentence-completion” refers to the grounding satisfac-
tion of predicates’ timeliness, nouns’ referentiality and adjectives’ degree in
realistic sentences. That is to say that timeliness is for realistic occurrence,
referentiality for definite reference, indefinite reference and generic reference,
and degree for different levels (higher, lower or comparative) in syntactic posi-
tions. As mentioned in the above, degree property words in Chinese are coded
as predicates, and since adjectives possess degrees, they needs realising in real-
istic sentences. To be specific, the degrees of adjectives can be reflected in the
following ways:

1 having degree constituents, such as degree adverbs, degree complements and
“LE[bi](compare to)” structure

2 in negative sentences, the degrees of adjectives are zero, but the adjectives
can still be followed by non-degree constituents, such as “3EHE AT [ping
guo bu hong](apple is not red)”

3 in interrogative sentences, the degrees of adjectives are indefinite, but
they can still be followed by non-degree constituents because their
degrees are questioned here, such as “ZH 21 15? [ping gud hong ma?](Is
apple red?)”

4  without degree constituents, the degrees of adjectives indicate comparative
meanings, such as “SEEFEH > fF B [ping gud tian, ju zi suan](apple tastes
sweet and orange tastes sour)”

In addition, there is another form of sentence-completion whose function
is the same as verb predicates.

5 having the aspect constituents for realisation, continuity and experience of
states, such as ““FEEE4T [ [ping gud hong le](the apple is becoming red)”,
FAHEVE[wo ¢ zhe ne](I am still hungry)” and “3X B &4t [zhé 1[I méi
gan jing guo] (this place has never been cleaned)”. Actually, these aspect
constituents are process marks. Guo Rui (1997b) thinks verbs in realistic sen-
tences require process marks for the realisation of timeliness. Therefore, so
to speak, adjectives as predicates can complete sentences with process marks,
just like verbs.

In other words, the strong degree of predicate property words for comparative
meanings becomes an unmarked use of predicates and elimination of comparative
meanings needs marks. For example, to add “fE[hén](very)” is to realise a degree
directly and further to eliminate the comparative meaning, which is interpreted
as a weakened use of “{R[hén](very)”. This phenomenon reflects the emphasis
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on predicate property words in some languages, such as Chinese, Chiang and the
A Mei language.

Here we come to the second thing indicated from Shen Jiaxuan’s statistics: He
doesn’t propose distinctive markedness.

Base on Table 2.2 in Modern Chinese Parts of Speech: Classification Theory,
Shen Jiaxuan (1997) thinks since property adjectives as attributes are mostly
unmarked and as predicates are marked, adjectives as attributes are supposed to be
unmarkedly relevant and as predicates they are supposed to be markedly relevant.
However, this conclusion is not convincing.

In the investigation of adjectives as attributes and predicates when marked or
unmarked, Shen Jiaxuan (1997) doesn’t propose distinctive marks for different
fields. For example, “%E[shi](is), AJ[de](of) and “R[bu](not)” are marks of predi-
cates; “HY[de](of)” is the mark of being attributes as well.* However, all marks have
their own specific fields. That is to say that one constituent as the mark of a field
doesn’t mean the same thing in another field. “-s” in English is the mark of plural
but not the mark for a definite reference or an indefinite one; “the” is the mark of a
definite reference but not the mark for singular or plural; “not” is the negation mark
but not the tense mark. In the following example (30), “the” is the mark of definite
reference but not the mark for singular or plural; “not” is the negation mark but not
the mark of the present tense for the verb form in the singular third pronoun.

(30) The man’s cat does not catch more powerful birds than the man.
(31) The man is powerful.

When confirming a relevance mark in the syntactic category, it is necessary to
abide by the field principle. In example (30), “more” is the mark for the superla-
tive degree but not the modifying one, while “-ful” is indeed; “the” is the mark of
definite reference but not the modifying one, while “’s” and “of”” are indeed; “the”
is not the referred mark, for there is no such a thing in this example; “not” is the
mark of negation but not the one for predication, for there is no such mark here. In
example (31), “~ful” is the modifying mark but not the mark for predication. Croft
(1991) confirms the relevance mark in the same way: Neither “not” nor “-ful”
is regarded as the mark for predication. Therefore, based on what is mentioned
above, ““f~[bu](not)” is only the mark of negation instead of one for predication.
In the example of “BRZ[AAY[qit shi yuan de](ball is round)”, “;Z[shi](is)” is the
mark for predication. “f5[de](of)” in it is the modifying one whose function is
similar to that of “-ful” in example (31). In other words, “f~[de](of)” changes the
predicative constituent “[F|[yuan](round)” into the modifying constituent “[&|HY
[yuan de](round)”; “‘&[shi](is)” changes the modifying constituent “[Ff5[yuan
de](round)” into the predicative one “‘Z[FHY[shi yuan de](is round)”. Therefore,
it is not ““/Z[shi](is)” that changes adjective into the declarative constituent.

According to what mentioned above, property adjectives don’t have
real relevance marks when functioning as predicates, while adjectives as
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attributes do have “fY[de](of)”. When re-counted, the new data is as follows
in Table 3.21:

Table 3.21 Marked pattern of property adjectives as attributes and predicates

attribute predicate
marked unmarked marked unmarked
in spoken language times 15 31 0 83
percentage 33% 67% 0% 100%
in written language times 45 106 0 60
percentage 30% 70% 0% 100%

The adjectives that can function directly as attributes when unmarked are just a
few core words. In the investigation of 20,000 Chinese characters, when function-
ing as a attribute, “X[da](big)’appears 18 times, “/|\[xido](small)” six times,
Hr[xin](new)” 21 times and “F[lao](old)” three times. The number of times for
these two pairs of core words functioning as attributes directly takes up 35% of
all adjectives. With another two adjectives in written language, “ff:75[you xiu]
(excellent)” and “E % [zhong yao](important)”, the number of times for these six
adjectives takes up 50% of all adjectives. Thus, it can been seen that being attrib-
utes directly is not the common function of adjectives.

When functioning as predicates, property adjectives are unmarkedly relevant;
when functioning as attributes, they are relevant both unmarkedly and markedly.
In other words, all property adjectives possess the properties of predicates, and
some of them have the properties of modifiers as well.

3.2.4.2 The reason for the high frequency of adjective as attribute in
written language

The frequency of adjective as attribute is higher than that of adjective as predicate
in written language. Actually, this phenomenon is mainly due to the fact that the
total number of adjectives being attributes is much higher than the times they are
predicates. Among the 13,000 Chinese characters of written language investigated
in this book, 2,265 words function as attributes and 594 as predicates. Only 6.7% of
attributes are served by property adjectives and only 10.1% of predicates by prop-
erty adjectives. Based on the number of adjectives (2,265), the expected value’ of
adjectives being predicates in written language is supposed to be 229. It is far more
than the real number of 60 and is also much higher than the number of times they
are attributes (151 times). Therefore, this phenomenon is just a false one.

The frequency of adjective as attribute is higher than that of adjective as predicate in
written language. If we are to investigate all attributes and predicates in both written
and spoken languages in this way, the total number of attributes is 3,005, and the total
number of predicates is 1,508. Property adjectives as attributes appear 197 times and
as predicates 143 times. Based on the total number of attributes, the expected value
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Table 3.22 Comparison of the expected values of property adjectives as attributes and
predicates

T A P A P P EV

T Pe T Pe T T T Pe

SL of MC 129 46 36% 83 64% 740 914 67 5%
WLofMC 211 151 72% 60  28% 2,265 594 229 60%
MC 340 197  58% 143 42% 3,005 1,508 285 59%

(Note: SL = in spoken language; WL = in written language; MC = the modern Chinese; T = total; Pe =
percentage; A = attribute; P = predicate; EV = expected value)

of them being predicates is supposed to be 285 times. It is far more than the actual
143 times and much more than the 197 times of being attributes. That is to say, if
the difference interferences in both written and spoken languages are eliminated, the
competence of property adjectives as predicates is much stronger than that of being
attributes. Based on the expected value of property adjectives as predicates, the com-
petence comparison between being attributes and being predicates is re-shown in the
following Table 3.22.

3.2.5 Classification of adjectives in modern Chinese

3.2.5.1 Classification strategy of Chinese property words

Based on Figure 3.2, the different methods of classification are as follows:

A. Hetero-type strategy

There is a correspondence between grammatical property and part of speech, based
on which property words are classified into two categories. Category A includes
type a and type ¢ with the property of predicates; category B includes type b and
type ¢ with the property of modifiers. Type c is a conversional type.

B. Homo-type strategy

Any word with different grammatical properties can be classified into different
categories, based on which property words are classified into three categories.
Category A (a) only includes those with the property of predicates; category B (b)
only includes those with the property of modifiers, and category C (c) includes
those with the properties of both predicates and modifiers.

C. Priority to homo-type strategy

Priority is given to grammatical property. This strategy makes the part of speech
correspond to the top-priority grammatical property. Due to the different gram-
matical properties, there are two categories.
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1 Priority to property of predicates
Those with the property of predicates are classified into Category A (a, c¢);
those only with the property of modifiers are classified into Category B (b).
2 Priority to property of modifiers
Those only with the property of predicates are classified into Category
A (a); those with the property of modifiers are classified into Category B (b, c).

D. Combination strategy

It combines types of a, b and ¢ into one category.

The evaluation of the above strategies is as follows: The advantage of strat-
egy A is to establish the correspondence between part of speech and grammatical
property. Since it classifies those with two grammatical properties into the conver-
sional category, it cannot be adopted for those languages having a large number
of words with both properties. Such words take up 25% of property words in
Chinese, so it is inappropriate for this language.

Although these are no conversional words in the strategy B, it has two dis-
advantages. One is that it creates Category C, possessing the properties of both
Category A and Category C; the other is that it lacks the correspondence between
part of speech and grammatical property. Therefore, it is inappropriate to adopt
such a strategy under any circumstances.

Strategy C doesn’t have the conversional category, but it lacks the corre-
spondence. Which of the grammatical properties is the top priority is decided
by the status of grammatical property. The order for the status relationship is
predicates >nominals>modifiers.® Strategy C1 fits in this order, so it is adopt-
able, while strategy C2 doesn’t fit in this order so it is not adoptable. The order
is very necessary for classification. Take Chinese as an example: Many predi-
cates and nominals possess the property of modifiers. If this order is violated,
these predicates and nominals may be classified into modifiers. For example,
verbs such as “FL[si](die), ¥P[chdo](fry), ¥ 1[chéng li](establish) and 4=~
[shéng chan](produce)” may be classified into modifiers (distinctive words);
the same is true for nouns with property of modifiers, such as “/R3k[mu tou]
(wood), Bl [dian shi](TV), 1 %:[shé hui](society) and = [méi qi](gas)”. In
this case, words that are more common may be classified into different catego-
ries, such as “3L[si](die)” and “lZ[chi](eat)”; words that are less common may
be classified into the same category, such as “Zf[si](die)” and “KZ[da xing]
(large-scale)”.

Strategy D misses the big difference between the property of predicates and
the property of modifiers, which produces a result in which words with different
grammatical properties are classified into the same category. Therefore, it is not
the best choice.

According to the above, strategies B, C2 and D can be eliminated due to their
obvious disadvantages. Strategies A and C1 are optional. For Chinese, the number
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of words having the properties of both predicates and modifiers is quite large, so
strategy C1 is the best choice.

3.2.5.2 The differences between predicate property words and verbs

Can the property words of predicates be classified into verbs?
McCawley (1992) points out three reasons for such a classification:

1 Adjectives can directly modify nouns, but verbs cannot;
Adjectives can combine with degree constituents or comparative constituents
more easily than with verbs;

3 Adjectives need copula when functioning as predicates, but verbs don’t.

Here come more words for the first reason. The words in type a with only the
property of predicates, such as “Jgg[tong](hurt), {#[¢](hunger), =>4 [gao xing]
(happy), F15[hé qi](kind), F&4[weén dang](stable) and X [jiti](long)”, have
something in common with verbs indeed. However, besides the commonness
among different parts of speech, they do have their own individualities. For
example, although the words in the type, such as “255Z[jié shi](solid), F15[hé
qi](kind), f&4[wén dang](stable), Z [jit](long) and f&[weén](firm)”, are similar
to verbs in the predicative function, it doesn’t mean they are the same as verbs.
(1) Besides having degrees, the words in type a can not only be modified by
degree adverbs but also be used in comparative structures. Verbs do not have
such words. (2) Predicate property words fit in “4f N F2 B 15 (pure degree
adver)~", such as “{R455[hén jié shi](very solid)”, but don’t fit in “Ff2 /& &l
A (degree adverb)~ EZi&(object)” (*{R[hén](very)+&55L[jié shi](solid)+TZ1E
(object); verbs may not fit in ““#f N2 & El| {F](pure degree adver)~", such as
“xfR3”) or fit in “4ENFZE E1A (pure degree adver)~”, such as “fR =W/t
[hén xi huan mao](like cat very much)”. (3) Since the words in type a have
degrees, they require the degree constituents of expression for sentence-com-
pletion, such as a “{R[hén](very)” and “[:[bi](compare to)” structure and a
negative word, but verbs don’t have such a need. (4) The overlapping form of
the words in type a is AA (pronounced) and AABB. The overlapping form of
verbs is AA (weakly pronounced) and ABAB. Therefore, it is inappropriate to
classify the words in type a into verbs.

The difference (4) reflects their inside distinction, which proves their different
parts of speech. However, this distinction is not universal because there still exist
words without these overlapping forms. The difference (2) seems not to be obvi-
ous enough to reflect their inside distinction, but actually it does because it is very
universal, as well as indicates their different characteristics in overlapping forms.
Based on these two differences, words such as “A:[da](big), £Z[.[hong](red), 5
[gan jing](clean) and &3/ [pu tong](common)” in type ¢ have the properties of
both predicates and modifiers, and words such as “Jgg[tong](hurt), 7H[&](hunger),
=24[gao xing](happy), FI5([hé qi](kind), F&4[weén dang](stable) and /A [jiti]
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(long)” in type a with the property of predicates can be classified into one cat-
egory, distinguished from verbs.

Here come more words for the second reason. The words in types a and b with
property predicates can combine with degree constituents or comparative con-
stituents more easily than with verbs. In fact, this combination fully proves the
necessity of distinguishing adjectives from verbs.

Here come more words for the third reason: Adjectives need copula when func-
tioning as predicates, but verbs don’t. This reason only proves the words in the
types a and b possess the property of predicates. Modifiers don’t need copula in
predication. Therefore, this reason is not strong enough to classify adjectives into
verbs.

3.2.5.3 No adjectives in Chinese

Are there adjectives in Chinese? The answer to this question depends on the next
three conditions. The first one is if there enough property words to differ from
verbs in Chinese; the second one is if there are the words with the grammatical
properties as same as those of “adjectives” in English; the third one is what the
real properties of adjectives are.

In Chinese, there are predicate property words that are different from verbs.
Besides, some modifier property words, such as “§ff[cdi sé](colourful), A
[da xing](large-scale) and /\H:[gong gong](public)”, can also be distinguished
from verbs.

It is admitted that predicate property words in Chinese are different from adjec-
tives in English. An “adjective” in English possesses the property of modifiers.
Are there property words, similar to the “adjective” of English in property, such
as “$Zfa[cdi sé](colorful), A#I[da xing](large-scale) and /\F:[gdong gong](pub-
lic)” as the modifier property words and “A:[da](big), £.[hong](red), 4 [gan
jing](clean) andi% i [pli tong](common)” possessing the property of modifiers?
McCawley (1992) thinks that these words are not similar to the “adjective” of
English because they combine with the nouns they modify and change into a non-
extensible compound (AN). This explanation is the most representative’ com-
pared with other scholars’ about the non-existence of adjectives in Chinese. For
example:

(32) a *fZ—ELF A - [ta shi yT g& hén hdo rén](He is a good man.)
b *E— A4 A o [ta shi yT gé bu hdo rén](He isn’t a good man.)
¢ *iE—ELUREF A ° [ta shi yT gé bi ni hio rén](He is better than you.)

It is not convincing to regard all AN without “fY” as compound words. The
reasons are as follows:

1 Non-extensibility cannot prove that the modifier-core case in Chinese is the
compound word because the bound forms of modifiers are very universal
in Chinese, such as property words as attributes and adverbials and nouns



Typology of parts of speech 223

as attributes. So “{F4l7&EF5[z1 xi kan shii](read books attentively)” is not a
compound word. More examples are as follows:

(33) a *HEARLET-[shi gén mu tou zhud zi](* ten pieces of wood table)
b *fHAYARK/ETF[ct de mu tou/ zhud zi](strong wood/table)

(34) a *{R{F4l7E F5[hén zi xi kan shii] (read books attentively)
b *ELFFAHFEF [bi wo zi xi kan shi](read books more attentively
than me)
¢ *RNFY/EB[bu zi xi kan shi](* not attentively/read books)

Based on what mentioned, when nouns, verbs and adjectives function
directly as attributes, they possess the property of modifiers. According to
the homo-type strategy, they are classified into nominals or predicates. Since
the typical modifiers don’t have these functions, such as not being modi-
fied by the constituents of numeral-quantifier phrases but being modified by
“A(not)” and adverbs, these nouns, verbs and adjectives don’t have these
functions.

2 Two forms of AN. There are two combining forms of AN. One is with neither
a clear semantic meaning nor competence of production, such as “X7<[da yi]
(overcoat), KZ2[da xiang](elephant), KHE[da tui](thigh), ¥ {E[huang hua]
(gold flower), £3[1ii di](green belt) and [43Z[bai cai](Chinese cabbage)”;
the other is with both, such as “Z¥5j[hudng gou](yellow dog), KFrj[da gou]
(big dog), Tk [huang y1 fu](yellow cloth), Affi[da chuan](big ship) and
B [xin shi](new books)”. Traditionally, the former is the compound word,
and the latter is the phrase. If these two forms are regarded only as the com-
pound word, the difference between the following two groups of examples
cannot be explained.

(35) a A& SH[da huang gdu](big yellow dog)
b & AAK[hudng da yi](yellow overcoat)

(36) a K XEHE[da jT tui](big chicken leg)
b G AHE[jT da tui](chicken thigh)

“RA<[da yi](overcoat)” in example (35)b and “KHE[da tui](thigh)” in example
(36)b are compound words which cannot be extended. For example, “ A 4<[da yT]
(overcoat)” cannot be extended into “ A E7<[da huang yi](*over yellow coat)”. ¢
K& f[da hudng gou](big yellow dog)” in example (35)a and “A IS HE[da j1 tui]
(big chicken thigh)” in example (36)a are phrases. Although “A” in AN cannot
be extended by an adverbial, AN can be extended. For example, “X¥5[da gbu]
(big dog)” can be extended into “ A& fF[da huang gou](big yellow dog)”. “ AN
fi[da j1 tui](big chicken thigh” is a combined phrase, so “A[da](big)” appears
before “¥[ji](chicken)”; “A[da](big)” in “YgAHR[jT da tui](chicken thigh)” is
a combining constituent, so it cannot appear before “¥5[ji](chicken)”. Therefore,
AN is supposed to have both forms.
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3 Again, if these two forms are regarded only as the compound word, many new
compound words would appear, such as “[H3Z[bai cai](Chinese cabbage), A
1<[da yi](overcoat), A Fa)[da gou](big dog), FF5[xIn shii](new books) » A
¥5[da huang gou](big yellow dog), £1. 775 T-[hong fang zhud zi](red square
table) {175 A T [you xiu 130 zhi gong](excellent old staff) and /4 [
1¥[gan jing chang bai chén yT](clean long white shirt)” in the combining forms
of AN, AAN and AAAN. Theoretically, there is no end for such combination
production, which cannot satisfy the finiteness of compound words.

Therefore, the form of AN with both a clear semantic meaning and compe-
tence of production is the phrase but not the compound word, in which “A”
functions as an attribute.

Weak competence of production is another characteristic for AN as a compound
word. With the increase of central words in AN, acceptance decreases gradually.
For example:

(37) — 4 FE[y1 bei hio jiti] (a glass of good wine)
— P FEE [ yT bei hito pi jit](a glass of good beer)
?—FR4F- &%) B [yT bei hdo pa tao jitt](a glass of good grape wine)
2 — IR EF-4E >4 B [ y1 bei hido shao xing huang jiti](a glass of good Shaox-

ing rice wine)

McCawley thinks if the phonetic form decides the acceptance of a constituent,
it is the rules of word formation, instead of the syntactic rules, that restrict com-
bination forms. Zhang Bojiang (1996) thinks that there exists phonetic restriction
in Chinese syntactic structures. In other words, the increase of phonetic length
decreases the acceptance of some structures. However, this phenomenon doesn’t
prove these structures are compound words. More examples are as follows:

(38) M5EAKHR[XT wan y1 fu](wash these clothes)
R FEXHER AR [xT wéan zhé duT yi fu](wash this pile of clothes)
T4 /AR [XT gan jing/ y1 fu](wash clean/clothes)
QT A X HELC R [T gan jing zhé dui yi fu](wash clean this pile of clothes)

(39) E %525 [bai ban rit ma](shout all sorts of abuse)
* 5% 25[bai ban ma]

(40) *EE7>]—3#@[chong xué xi y1 bian](learn it again)
B —#@[chong xué yT bian](learn it again)

The influence of phonetic element on syntactic structure is very common in
Chinese, but it doesn’t mean all combinations influenced by phonetic elements
are compound words.

Of course, in order to correspond to adjectives in the Amsterdam model, it is
feasible to classify the words in type b into adjectives, but it is still necessary
to distinguish them from those with the property of predicates in types a and c,
named as “Jing Ci (adjectives)” in Ma Shi Wen Tong. “Jing Ci (adjectives)” is
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opposite to verbs with the property of predicates. Actually, this classification is
not essentially different from the one mentioned before in the book; it just has
different names for the same parts of speech.

Therefore, the combinations of property words and the nouns they modified are not
compound words. These property words include modifier property words, such as “§
{f1cai sé](colourful), KZU[da xing](large-scale) and /\F:[gong gong](public)”, and
the property words having the property of modifiers, such as “X[da](big), £I.[hong]
(red), /4 [gan jing](clean) and i [pl tong](common)”. In Chinese, there exist
property words quite equal to adjectives in English in terms of grammatical property.

What are the real properties of adjectives? It is about names of parts of speech.
In order to correspond to adjectives in the Amsterdam model, it is feasible to clas-
sify the words in type b into adjectives, but it is still necessary to distinguish them
from those with the property of predicates in types a and c. There are two ways to
name them. One way is that the words in type a that only possess the property of
predicates are named as “Jing Ci” (Ma Shi Wen Tong) or other titles; the words in
type ¢ are named the conversional words of adjectives and “Jing Ci”, or descrip-
tive words. The other way is that the words in type a are named adjectives, the
words in type b as distinctive words and the words in type ¢ as the conversional
words of adjectives and distinctive words or just as adjectives. The first way gives
consideration to consistency between type b and adjectives with a modifier prop-
erty but ignores their differences in other aspects. What’s more, it only changes
the names for the same parts of speech, not essentially from another classification
mentioned before in this book. The differences in other aspects are as follows:

1 The words of type b only functioning as attributes are actually non-core
members of property words. Their core ones are in type ¢, such as “A[da]
(big), /I\[xido](small), £T.[hong](red), H[bai](white), H[h&i](black), #F
[hdo](good), £f[huai](bad), #Hr[xin](new), [H[jiu](old) andZ[ld0](old)”. In
that case, those named adjectives in Chinese are not the core members of
adjectives in other languages, which destroys the vocabulary correspondence
of adjectives in different languages.

2 Compared with the adjectives of Indo-European languages, the words in type
b are different in morphology and syntax. The adjectives in English, German
and Italian have different degrees, such as the comparative degree and the
superlative degree. They can not only be modified freely by degree adverbials
but also function as predicatives when added to copulas. The words in type
b don’t have degrees. They can neither be modified by degree adverbials nor
function as predicatives with copulas. Therefore, although named as “adjec-
tives”, they possess quite different syntactic and morphologic characteristics.

From the typology perspective, despite the big divergences in grammatical
properties, the core property words of different languages should share common-
alities in their morphologic and semantic characteristics, such as degree differ-
ence, inflection and syntactic form. Then, the second way seems to be more proper
than naming types a and c¢ adjectives and the words in type b distinctive words.
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In fact, in some languages, especially in Indo-European languages, core property
words are usually coded as modifiers. For more languages, they are often coded
as predicates or the conversional words of predicates and modifiers. Therefore, it
is appropriate to name core property words with a unified title. Here, those differ-
ences in the syntactic and morphologic characteristics that are supposed to exist
in adjectives of different languages for such a phenomenon are also very common
in nouns and verbs. In other words, the name “adjective” doesn’t only refer to the
adjectives of Indo-European languages, such as English, so “adjective” doesn’t
have to possess the property of modifiers.
Dixon (2004: 44) proposes three standards of classifying adjectives.

1 Adjectives are different from verbs and nouns in grammar

2 Adjectives should contain some or all typical semantic types of adjectives,
such as 4 [wéi du](dimension), F#5[nian ling](age), {H{E[jia zhi](value)
and i [yan sé](colour)ZE

3 Adjectives should have the functions of being intransitive predicates and/or
copula complements as well as modifying noun phrases

Based on the above standards, it is appropriate to classify types a and b into
adjectives. On one side, they have grammatical functions that are different from
those of nouns and verbs; on the other side, they have typical semantic types,
functioning as predicates and attributes. Although type b fits in the first and the
third standards, it doesn’t fit in the second one. Its words don’t have typical
semantic types. What’s more, they are mainly non-core members. In a word, it is
inappropriate to classify type b into adjectives.

Based on the different classification strategies, the words in type ¢ can be clas-
sified differently. For example, they can be classified into the conversional cat-
egory of adjectives and distinctive words by the hetero-type strategy, or they can
be only classified into adjectives by the homo-type strategy. At present, the second
classifying way is commonly adopted.

3.2.6 Summary

From the typology perspective, adjectives are characterised by their unstable
grammatical functions, which results in big divergences in identifying and clas-
sifying their properties compared with nouns and verbs. Generally speaking, the
grammatical property of property words sways between the properties of modifi-
ers and predicates. In Chinese, it is in the middle, which is the basis of classifying
Chinese property words. Predicate property words of Chinese have syntactic and
morphological characteristics that are quite different from those of verbs, so they
cannot be classified into verbs. The modifier property words of Chinese cannot be
defined as adjectives due to the big different syntactic and morphologic character-
istics from adjectives’. Therefore, predicate property words are named adjectives
and modifier property words are named distinctive words in Chinese.

Some state words, such as “Z [ [xué bai](snow-white), /4,4 [gan gan jing
jing](clean and tidy) and #5 E#5;4:[ha i ha tu](confused in one’s thinking)” are
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very similar to adjectives, but actually, they are just the quantisation of adjec-
tives. The classification of state words is worth discussing but not here due to the
chapter length. There is just one thing to mention. Quantisation of adjectives is a
kind of word formation instead of a configuration or syntactic phenomenon. It is
greatly different from adjectives in terms of syntactic characteristics. Therefore,
they are supposed to be classified as an independent category.

Part of speech is not only closely related to the word distribution but also cor-
responding to the semantic type. Such a correspondence is based on human cogni-
tion, also reflecting the commonness of grammar codes among different semantic

types.

Notes

1 A detailed introduction to the Amsterdam model of systems of parts of speech is offered
by Wan Quan and Shen Jiaxuan (2010).

2 Some data is not included in the figure due to limited space, such as “predicate-nominal-
adverb” (18) and “nominal-adverb” (17).

3 AtP = attribute phrase; At = the core of attribute phrase or the attribute mark “f”. GP
refers to gerundial phrase, whose function is equal to that of noun phrase, so it can be
regarded as an NP.

4 That “the inclusive pattern of noun-verb” is not convincing can be explained from
another aspect: If the conclusion of Chinese nouns possessing verbal properties could be
drawn from the fact that many nouns in Chinese can function as predicates, it is contra-
dictory to another conclusion of Chinese verbs possessing nominal properties because of
their functioning as subjects and objects.

5 Adjectives in ancient Greek language can function as predicates directly, being classified

into the category of verbs.

For Shen Congwen, 142 and {Y3 are the same.

7 The calculation formula of the expected value is: The expected value = the total compa-
rable data x (actual times / actual total). So here, the expected value = the total adjectives
(2,265) x (actual 60 times of being predicates/the total number of predicates (594). In
other words, if the total number of adjectives as predicates is equal to that of adjectives
as attributes, the number of times property adjectives are predicates is supposed to be
“the expected value”, according to probability of adjectives as predicates.

8 In this order, that which goes first is decided by the final grammatical property of their
combination. For example, the combination of predicate constituents and nominal con-
stituents possesses the property of predicates, so this property goes first; the combination
of nominal constituents and modifier constituents possesses the property of nominals, so
this goes first; the combination of predicate constituents and modifier constituents pos-
sesses the property of predicates, so it still goes first.

9 McCawley (1992) proposes another two reasons: One is that verbs can combine with
objects directly but adjectives cannot, except for when they are connected by a preposi-
tion; the other one is that verbs can accept three arguments, but adjectives can accept two
at most. Usually, they accept only one. These two characteristics are not obvious enough
to differ verbs from adjectives because both of them have exceptions. For example, some
intransitive verbs cannot combine with objects; most of verbs only contain one or two
arguments instead of three. Therefore, these characteristics are supposed to be the sum-
mary after identifying the distinction between verbs and adjectives, but not a criterion
for their differences.
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4 Conclusion

4.1 The explanation of the system of parts
of speech in this book

There are 20 basic categories in the system of parts of speech, among which 19
categories are conventional and only one is special. The special category refers to
pronouns, which are actually not at the same level as conventional ones. Among
the conventional categories, there is one category of interjections that are used
alone, four categories of function words and 14 categories of notional words.
Except for onomatopoetic words due to an insufficient understanding, a simple
and clear pattern of relationship among the remaining 13 categories of notional
words is shown in the following.

nominals (5 categories)
(at the first level)

nominal modifiers (4 categories) —— predicate modifiers (1 category)

predicates (3 categories)

(at the second level)

This pattern indicates two aspects in the system of parts of speech. One is that
this pattern shows the relationship among different parts of speech. The combina-
tion of nominals and predicates forms the foundation of expressive structures in
language expression. Here, nominals include nouns, time words, locatives, loca-
tional words and quantifiers; predicates include verbs, adjectives and state words.
Nominal modifiers are those that limit or modify nominals, such as distinctive
words, numerals, numeral-quantifier phrases and demonstratives; predicate modi-
fiers are those that limit or modify predicates, such as adverbs. The other is that
the degree of similarity among words is clearly shown. Many scholars consider
nominals and predicates as two ends with modifiers in the middle, such as distinc-
tive words. Differently in this book, among these four big categories, the degree
of similarity between nominals and predicates is the largest; that is to say, they
share more characteristics in common, compared with those shared between the
other two categories. For example, both nominals and predicates can function as
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subjects and objects (in the situation of non-transferred referents); some nouns,
just like predicates, can function as predicates; some predicates can be modi-
fied by attributes, like nominals; some nominals can be modified by adverbs,
like predicates. All these common characteristics are not shared by the other two
categories. As clearly shown in the system of parts of speech with the different
levels in this book, nominals and predicates are classified into a bigger category
of kernel words, which is opposite to the category of modifiers at the same level.
Therefore, it is not proper to think that distinctive words and adjectives are listed
between nouns and verbs.

In this book, the parts of speech in modern Chinese are classified into 20 basic
categories in detail, different from the other classifications, which have 11 or 13
categories. The reason for such a detailed classification is that parts of speech are
intentionally regarded as a general reference system in this research.

This system is characterised by two features. One is simpleness, and the other is
universalness.! Simpleness means that this system can overall reflect the relation-
ship among the objects of this research. Even though it is established based on
a few characteristics, it can indicate many other characteristics or relationships.
The feature of simpleness is obvious. For example, adjectives are classified by
two functions of “fE[hén] (very) [ [bu] (not)] ~” and “*{E[hén] (very)[“~[bu]
(not)]~ ZZ(object)”, based on which the other functions of an adjective can also
be ensured, such as being modified by ““f~(not)”, functioning as a predicate, being
followed by a complement and possibly functioning as attribute, complement and
adverbial. Universalness means it is not for a special purpose. However, in the past,
universalness didn’t attract enough attention, resulting in rough classifications.

Because of these two features, especially universalness, classification of parts
of speech demands to be more detailed to satisfy different requirements in var-
ious fields. Otherwise, many minor differences of parts of speech couldn’t be
reflected, which would reduce the simpleness as well. The detailed classification
might be complicated sometimes, but it can be simplified or combined as needed.
The rough classification makes it impossible or more difficult to be subclassified
further as required.

The general reference system is not for a special purpose, but sometimes, it
can be used in this way or adapted as needed. For example, some secondary parts
of speech can be omitted in grammar teaching for students in primary or middle
school; the hetero-type strategy can be adopted to classify conversional words in
the grammatical system for information processing, such as nominal verbs as con-
versional words of nouns and verbs. The detailed classification might be difficult
to remember or control sometimes, but with the help of different levels of clas-
sification based on degrees of similarity among parts of speech, this classification
would be easy to handle. In fact, these levels can really make the classification
overall reflect the characteristics of relationship among words and further show
similarity in grammatical property and the whole structure of parts of speech as
well. There needs a criterion to make these levels classified correctly, that is to
say, certain principles need to be followed to decide which grammatical functions
can be chosen as the criteria of classifying different levels.
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4.2 The intricate relationship between word
distribution and parts of speech

The statistical research on parts of speech further proves the fact that the rela-
tionship between word distribution and parts of speech is very intricate. Word
distribution will be influenced not only by expressive functions but also by oth-
ers, such as syllable number, word formation, word meaning and pragmatic fac-
tors. Word frequency is significantly related with some grammatical functions of
parts of speech. Usually, the number of words with non-professional functions
(non-prototype relevance) is positively related to word frequency. The analyses
of distribution of parts of speech based on the data corpus also prove the intricate
relationship between word distribution and parts of speech. However, the statisti-
cal research on functions of parts of speech and distribution of parts of speech
based on the data corpus also shows that the predominant functions of parts of
speech are very significant, which further proves the existence of prototype rel-
evance between parts of speech and syntactic constituents is quite reasonable.

4.3 “Flexibleness” and “rigidness” of the system
of parts of speech in modern Chinese

The system of parts of speech in modern Chinese is characterised by its “flexi-
bleness” and “rigidness”, according to the Amsterdam model in typology of part
of speech. The “flexibleness” of Chinese is reflected in the weak differentiation
between properties of distinctive words and nominals or predicates, which means
there is a lack of independent distinctive modifiers in Chinese; “rigidness” is
reflected in the strong differentiation between predicates and nominals in Chinese.
How to define “flexible” words is difficult in classifying parts of speech, in which
both the distinction and relationship between nouns and verbs are most contro-
versal. The verbs with the nominal property only take up 23% of verbs. For those
verbs functioning as common subjects and objects, they cannot be regarded as
having the nominal property because they still keep their basic verbal characteris-
tics, such as being modified by ““f~[bu] (not)” and adverbials, or possessing their
objects and subjects. Therefore, no matter what Gao Mingkai said about no dif-
ference of part of speech among notional words in Chinese or what Shen Jiaxuan
said about the inclusive model of noun-verb, their viewpoints are not convincing
enough to support real facts in Chinese.

On one side, part of speech is very closed to word distribution, and on the other
side, it has a regular correspondence with semantic category. Such a correspond-
ence reflects the universality of grammatical codes in different semantic catego-
ries as a cognitive basis among people. Entity tends to be coded as a reference
(nominals); temporary property tends to be coded as a predication (verbs); perma-
nent property tends to be coded as a predication (adjectives) or as a modification
(distinctive words). In Chinese, a permanent property of degree is coded as a
predicate (adjectives); a permanent property of a non-degree is coded as a modi-
fier (distinctive words). In English, no matter whether the permanent property
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has a degree or not, it can be coded as a modifier, which is a difference between
Chinese adjectives and English adjectives.

4.4 The characteristics of parts of speech in modern Chinese

1

2

A generalisation word may have different parts of speech, which is very
common.

It is not exclusive to classify parts of speech based on syntactic constituents,
for the transformation of parts of speech without tagging is very common at
the syntactic level. The first two characteristics result in the phenomenon of
multi-functions of words in modern Chinese.

Adjectives are classified as predicates.

The detailed classification of parts of speech in modern Chinese indicates
that the grammatical positions at the level of sentence structure in modern
Chinese are also classified in detail. For example, words such as quantifiers,
locatives, locational words, numeral-quantifier phrases and modal particles
can be classified into different categories, for they have their own special
grammatical positions.

Note

1

In natural science, the classification of elements and the classification of biological pedi-
grees are regarded as the general reference systems.



Postscript to the Chinese edition

This book is the revision of my doctoral thesis “The Study on Parts of Speech of
Modern Chinese” (1999). The revision mainly involves two aspects: One is the
about adjusting the writing and chapter arrangement; the other is about adding
and supplementing the content. The original fifth chapter was deleted, including
“property and classification of adjectives” and “issues on transformation of parts
of speech”. Two sections were added, entitled “an overview of studies of Chi-
nese parts of speech (1.3)” and “parsing of words (2.1)”; some supplements were
included, entitled “paradox on distribution as essence (4.1)” and “how to classify
parts of speech based on word distribution (Chapter 6)”. Mr. Huang Changning
and Mr. Xing Fuyi as reviewers put forward their suggestions after the manuscript
was sent to Commercial Press; based on these, I revised this book further.

I started my study on Chinese parts of speech in 1986, when I was a member
of a key research project called “the study on parts of speech of modern Chinese”
in the seventh five-year Plan of the National Social Science of China undertaken
by Mr. Zhu Dexin and Mr. Lu Jianming. At that time, the basic concept of parts of
speech was mainly based on grammatical distribution, which was actually rather
subjective for classifying parts of speech before identifying the criteria of classi-
fication. In order to avoid subjectivity, I intended to observe the distribution char-
acteristics of words before naming their parts of speech and then to identify their
parts of speech based on their distribution differences. Chen Xiaohe, as a doctoral
student of Mr. Zhu Dexi and another member of this project as well, consulted
Mr. Zhu with me about this idea, and we were told to try. I planned to observe
the distribution of 100 words and then marked their competence in more than 30
grammatical functions with “+” and “-” in the table I designed, such as “subject,
object, predicate, complement, attribute, adverbial, attribute~, adverbial~, “~
[bu] (not)~ > {R[h&n] (very)~". We were blindly optimistic to believe that we
could make a quite objective classification of parts of speech based on such a strict
method. However, we gradually realised their distributions were too disordered to
find the words with the same distribution characteristics soon after a small-sized
test. Actually, this method seemed not to be useful, even for those traditional parts
of speech, such as nouns, verbs, adjectives and so on. Definitely, we had to find
another way. Later, Chen Xiaohe (1998) changed his research method. He gave up
classifying some traditional parts of speech, such as nouns, verbs and adjectives,
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and began to classify parts of speech only based on 13 syntactic constituents,
which resulted in more than 1,000 categories, for only a minor difference of
grammatical function would decide a different one. Yuan Yulin (1995), one of my
schoolmates in Peking University, often talked with me in the Linguistic Salon.
He kept the view that the classification of parts of speech was based on similarity
of word distribution. My way might be between the methods of these two persons,
more conventional than Chen Xiaohe’s but more innovative than Yuan Shulin’s.
Besides keeping on classifying some traditional parts of speech, such as nouns,
verbs and adjectives, I give up the view based on word distribution and propose
that the essence of parts of speech is expressive functions, and distribution is just
the external reflective form of parts of speech.

Frankly speaking, my way originated from the theories of reference and predica-
tion by Zhu Dexi, and I developed them further: Besides the expressive functions
of referent and predication, I propose to add another two functions of modifying
and limiting and take expressive functions as the essence of parts of speech. The
ideas in my proposal could be dated from 1989, when I put forward a pattern of
three functions (reference, statement and modifying) at the forum of the Youth
Linguistic Association by the Department of Chinese Language and Literature of
Peking University. In the second academic seminar of Modern Chinese Grammar
held by East China Normal University in Shanghai in 1990, I submitted the article
“Discussion on Category System of Parts of Speech”, proposing a pattern of five
functions, in terms of reference, predication, modifying, limiting and interjection.
In 1991, I pointed out the problems caused by the view of parts of speech based
on word distribution and further proposed another one based on expressive func-
tions in a report of more than 40,000 Chinese characters to Mr. Zhu Dexi, who
was in America and busy with the report on the project of “the study on parts of
speech of modern Chinese” in the seventh five-year Plan of the National Social
Science of China. In his reply, Mr. Zhu told me that the view I had proposed was
very inspiring for solving the problems in the study of Chinese parts of speech. In
the third seminar of National Modern Linguistics held in Beijing, I submitted the
article “Some Theoretical Issues on Classification of Chinese Parts of Speech”,
which mentioned that besides expressive functions as essence of parts of speech,
the compatibility of grammatical functions could also be depended on to clas-
sify parts of speech. Therefore, the main idea of this book was formed as early
as 1993, but it was not published until 2002, for the sake of more careful overall
consideration.

Until now, I have spent 16 years studying parts of speech, since 1986. Mr. Zhu
once said that one should devote their life to pursuing what he really loves. There-
fore, I have devoted half my time to the study of parts of speech, if an academic
life could be counted as lasting 40 years. Even so, I am not very sure that this
book could make a great improvement on the study of parts of speech, and I do
hope the methods and materials in this book could be useful references for future
researchers.

Mr. Xing Fuyi once said that more time, efforts and researchers were needed to
continue this study from different points of view after reviewing my manuscript.
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However, as my first published book in middle age, I cherished it just like a new-
born baby. Therefore, I sincerely expect more discussions and suggestions to per-
fect this book.

At the time of publishing, I would like to offer my gratitude to Mr. Zhu Dexi as
my respected teacher and Mr. Lu Jianming as my tutor, both of whom introduced
me to the study of parts of speech. This book benefited a lot from them, such as
the ideas inspired by them and the grammatical material of more than 40,000 Chi-
nese characters chosen by them as well. In writing this book, I often recalled the
discussions with them in Beijing during the past ten years.

I would like to offer my thanks to those professors and friends, such as Prof.
Yu Shiwen, Prof. Zhu Xuefeng and Zhang Yunyun, Wang Hui, Guo Tao and so
on. Without their help and cooperation, this book could not have been finished.

I would like to offer my thanks to my schoolmates, such as Wang Hongjun,
Cui Xiliang, Fang Mei, Zhang Mei, Chen Baoya, Shen Yang, Yuan Shulin, Chen
Xiaohe, Zhang Bojiang, Liu Danqing, Shao Yongmei, Xiang Mengbing, Zhang
Meng, Tan Jingchun, Qi Shuzhi, Xu Jie and so on. The discussions with them
expanded my ideas and deepened my thoughts. And many thanks to Mr. Song
Rong for his generous supply of the word frequency tables. Without them, the
statistical research could not have been completed.

I would like to offer my thanks to Prof. Huang Changning and Prof. Xing Fuyi
as my reviewers and Mr. Xu Shu and Mr. Zhao Jinming as committee members in
my oral defence, for their suggestions improved my thesis further.

I'would like to offer my thanks to Mr. Zhou Hongbo for his efforts in publishing
this book and Ms. He Wanping for her patience in proofreading my manuscript.

At last, I would like to use this book to comfort the departed souls of Mr. Zhu
Dexi, Mr. Ye Feisheng and Mr. Shi Anshi and as an eternal memory for them.

Guo Rui
Written at Dang Zai Island in Macao on June 10, 2002
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It has been more than 15 years since The Studies on Parts of Speech in Modern
Chinese was published in 2002. During this period, the academic discussions on
parts of speech have not been interrupted, and my new ideas are also added in.
Thus, the revision of this book includes rectifying some careless omissions as
well as supplementing some new contents.

“System of Parts of Speech in Modern Chinese from the Perspective of Typol-
ogy of Parts of Speech”, as the newly added Chapter 3, is added to emphasise
several sections in different chapters, such as the parsing of words in Chapter 2,
discussions on the essence of word distribution in Chapter 4, strategies of clas-
sification and multi-functional phenomenon of parts of speech in modern Chinese
in Chapter 7 and descriptions of parts of speech in Chapter 1.

The study on parts of speech is considered as a difficult issue in Chinese gram-
mar. | hope, with my best efforts, that the revision will promote this study further.
Any criticism for this revision is sincerely welcomed for the purpose of perfecting
this book.

Guo Rui
Written at Wu Dao Kou in Beijing on November 18, 2017
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Revisions of part-of-speech tagging
by the sixth edition of The Dictionary
of Modern Chinese

The sixth edition of the Dictionary of Modern Chinese (hereinafter referred to as
the Dictionary) has made some adjustments and revisions in many respects. This
article discusses the gains and losses of the part-of-speech tagging revision.

I. The improvements made by the sixth edition of the
Dictionary in the area of part-of-speech revision

The revisions made by the sixth edition of the Dictionary in the area of part-of-
speech tagging are as follows:

1. Changing part-of-speech labels

For example, “inexpensive” is tagged as noun in the fifth edition of the Diction-
ary, but it mainly functions as a predicate or an attributive and can be modified by
a degree adverb; therefore, the sixth edition changes it into adjective. “Brazen” is
tagged as adjective in the fifth edition, but grammatically it functions as an adver-
bial and it can neither function as a predicate nor be modified by a degree adverb;
the sixth edition changes its tag into an adverb.

2. Adding part-of-speech labels

The sixth edition of the Dictionary supplements new senses according to actual
use and adds part-of-speech labels accordingly. For example, in the fifth edition,
“balance” is tagged only as adjective; the sixth edition adds one sense “make bal-
anced”, for example, balance the interests of various parties, thus tagging it as verb.
In the fifth edition, “fail” is tagged only as verb; the sixth edition adds the sense
“the outcome of a thing is not satisfactory”, for example, this activity is organised
in a “too failed” way; therefore, it is tagged as adjective. In the fifth edition, “mark”
is tagged as noun; the sixth edition adds the sense “mark a sign, make a mark”, for
example, “Mark a tour route on the map”’; therefore, it is tagged as verb.

From: the Journal of Chinese Dictionaries, Volume 1: pp 167-173, the Commercial Press,
November 2015
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3. Reducing part-of-speech labels

The part-of-speech tagging of some words in the fifth edition of the Dictionary
does not consider the identity principle and divides into different parts of speech
the different functions of the same sense; the sixth edition changes this. For exam-
ple, the fifth edition tags “drivel” as: (1) verb, meaning talk nonsense; (2) noun,
meaning a groundless or nonsensical utterance, for example, This is a sheer non-
sense, and you need not pay attention to it (see pp. 575 in the fifth edition). In fact,
many verbs can function as the objects of “pure, be, belong to, equal to” and so
on. For example, this is a swindle; doing this equals to resignation; this purely
belongs to a rumor. Therefore, Sense 2 virtually does not exist, and the noun tag
should be cancelled.

In the fifth edition, “absolute sincerity” has two senses: “(1) adjective, mean-
ing single-hearted, for example, treat each other with absolute sincerity; (2) noun,
meaning an extremely sincere feeling, e.g. absolute sincerity (pp. 185 in the fifth
edition). We know that in the position of “a scene of ~” may appear a state word
or adjective, e.g. a scene of brown, a sheet of snow-white, a scene of desolation,
a scene of quietness. It is legitimate for the “absolutely sincere” as an adjective to
be placed in the position of “a scene of ~’; this does not mean that it has become
a noun. It is reasonable for the sixth edition to delete its sense as a noun.

Among this type of revision, some are systematic. The fifth edition not only
tags verbs related to athletic sports items such as “skate, ski, swim” as verb but
also tags them as a noun; the sixth edition deletes their noun tag. This is reason-
able because a considerable number of Chinese double-syllable verbs make some
of them have the properties of a noun, thus being able to function as a subject or
an object and be modified by attributive, e.g. “research, study, examine, manage”
and others, which Zhu Dexi (1985) called nominal verbs. The treatment of these
words as conversional words that function as a verb and a noun may definitely
bring about too many conversional words. It is advisable for a language dictionary
to treat them as conversional words.

4. Adding part-of-speech tags if no tags were used previously

Under three circumstances, the Dictionary does not tag parts of speech: (1) a con-
stituent that is not a word; (2) phrase; and (3) not knowing the properties of a part
of speech. For example, the fifth edition does not tag the part of speech of “chu’er
(4t )1)”, meaning “nestling” in English. This may be because it is not a word; nev-
ertheless, when “nestling” means “a little bird”, it can be used as a word, though
not often. Therefore, the sixth edition tags it as noun. The fifth edition does not
tag the part of speech of “buguoyi(“71f &), meaning “apologetic”; this may be
because the fifth edition thinks that it is a phrase and that it should be regarded
as a word as a whole. The sixth edition tags it as verb. The fifth edition does not
tag the part of speech of “amen” maybe because it thinks that the part-of-speech
properties of the word are not clear, but the sixth edition tags it as interjection
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word. Starting from the perspective that it always forms a sentence independently,
this is appropriate.

5. Delete the already-existing part-of-speech tagging

For example, the fifth edition tags as noun “hegemony (3), meaning hegemonism,
e.g., anti-imperialism and anti-hegemonism”, but in this sense, it does not form a
word; the sixth edition deletes its part-of-speech tagging.

For another example, the fifth edition has “sister-in-law, noun, (1), meaning
elder brother’s wife, e.g., wife of an elder cousin; (2) a form of address for a
married young woman, e.g., Sister Wang, elder sister (pp. 1178 in the fifth edi-
tion). The edition obviously tags both senses as noun; the sixth edition changes
them into “sister-in-law (1), noun, meaning elder brother’s wife, e.g., wife of an
elder cousin; (2) a form of address for a married woman almost as old as oneself,
e.g. Sister Wang; (3) a form of respectful address for the wife of an army-man or
policeman, e.g. military sister, police sister (pp 1122 in the sixth edition). As we
can see, the sixth edition adds a sense but does not tag the parts of speech of the
second and third senses, indicating that it is not a word.

The above revisions are all correct. But this type of tagging in the sixth edition
of the Dictionary still has some room for further improvement. The problems are
three-fold: (1) some revisions of the part-of-speech tagging in the sixth edition are
not reasonable; (2) the sixth edition still has some inconsistencies in the revision
of the part-of-speech tagging; and (3) the problems existing in the fifth edition still
exist in the sixth edition. Their respective discussions are as follows:

II. Inappropriately adding part-of-speech tagging

The fifth edition of the Dictionary does not tag the parts of speech of “unreason-
able, shameless, unserious”, but the sixth edition tags them as adjectives. In fact,
“reasonable, sense of shame, serious” all can form words independently; simply
because these adjectives denote the meaning of a low degree of property, they are
usually used in a negative or interrogative sentence: for example, “Is this reason-
able?” “Are you shameless or not?” “Does it matter?” Therefore, “unreasonable,
shameless, unserious” should be regarded as phrases, and there is no need to tag
their parts of speech.

III. Inconsistency in treating conversional words
that function as verbs and nouns

The fifth edition tags “change” as verb; the sixth edition tags it as a verb and a
noun. Whether a verb functions concurrently as noun or not depends on two sce-
narios: (1) whether the verb has the properties of a noun or not; (2) whether the
nominal use of the verb has the transferred reference meaning or not. Whether a
verb has the properties of a noun or not mainly depends on two criteria (Guo Rui,
2002: 38-39):
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1 Whether or not it is functioning as the object of a verb that takes a quasi-
predicate object. The verbs that take quasi-predicate objects include “conduct,
carry out, inflict, cause, exert, do, have”; their objects have the properties of
a noun, for example, the “research” in “conduct research”; they cannot take
object, adverbial and so on and lose the basic grammatical functions of a
verb. However, “go, cry, like” can function as subject or object but can still
take an object in the position of subject or object, for example, Going to
school is obligatory, an adverbial, for example, Immediately going is obliga-
tory, and a subject, for example, You going is the most appropriate. They still
have the basic grammatical functions of a verb, and we cannot think that they
have the properties of a noun.

2 Whether or not they are able to be modified by an attributive that does not
take “de”. For example, the “research, treatment, management, victory” in
“historical research, reinforcing treatment, routine management, great vic-
tory” all have the properties of a noun.

Words that have the properties of a noun should not necessarily be treated as
concurrent nouns because too many verbs concurrently have the properties of
a noun. Only when a word’s noun meaning is a transferred reference meaning
should it be treated as a concurrent noun; a word that has a self-reference mean-
ing should not be. For example, although “research, treatment, victory” have their
properties of a noun, their lexical meanings when used as nouns are the self-
reference meaning of a verb, namely the actions themselves. Therefore, they are
not treated as a verb that functions concurrently as a noun. But “leader, editor,
director”, which obviously have transferred reference meanings, should be treated
as concurrent nouns. Words such as “notification, requirement, harvest, subsidy,
suggestion, exercise” have their action or content meanings, and words such as
“discrimination, tendency, hatred, foundation, disease, dream” have their mean-
ings of behaviour, actions, origin, outcome and proof; it is not easy to determine
whether they have self-reference or transferred reference meanings. According to
Guo Rui (2002: 38-39), these two types of words should be regarded as having
transferred reference meanings. In fact, the fifth and sixth editions of the Diction-
ary also tag these words as conversional words that function as verbs and nouns.

“Change” can function as the object of a verb that takes a quasi-predicate object
(have change, bring about change) and be modified by an attributive that does not
take “de” (physiology change, great change); therefore, it has the properties of a
noun. But it is hard to determine whether the nominal use of “change” has self-
reference meaning or transferred reference meaning. However, it is acceptable to
count it as the transferred reference meaning that shows origin, outcome or proof.
Therefore, it should not be problematic to tag “change” as a conversional word
that functions concurrently as a verb and a noun.

But the Dictionary is inconsistent in treating this issue; similar to the situation
for “change”, it tags “discover, contact” only as verb. The fifth edition tags “repre-
sent, express” as the conversional word that functions concurrently as a verb and
a noun; instead, the sixth edition deletes the noun tag. For consistency as a whole,
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we suggest that words such as “discover, contact, represent, express” should also
be tagged as conversional words that function concurrently as a verb and a noun.

IV. The sixth edition still has the problems
existing in the fifth edition

1. Whether something is a word or not

Whether a constituent is a word or not has something to do with its historical
hierarchy. In fact, modern Chinese is not a homogeneous system but a mixture
that has different historical levels (Guo Rui, 1999). For example, “country” is
a noun in modern colloquial Chinese, but “state” is a noun in classical Chinese.
The constituents at two historical levels can appear in modern Chinese, especially
written Chinese. For example, the “state” in “properly dealing with the relation-
ship among states in line with the five principles of peaceful coexistence” is a
noun in classical Chinese. The Dictionary does not deal with the historical-level
issue in a uniform way. Taking nouns as an example, some constituents are nouns
in classical Chinese but not words in modern colloquial Chinese. But the Dic-
tionary tags them as nouns, for example, “quantou’(Z=-k), noun, meaning fist,
e.g., clench fists with both hands, punch and kick” (pp. 1078 in the sixth edition).
In fact, the “quan (Z%), meaning fist”, as a noun, is not a word in modern col-
loquial Chinese; for example, we do not say, “one quan” or “put down quan, but
we say, “one quantou (fist)” or “put down quantou”. The uses, such as “clench
one’s fist with both hands”, actually belong to classical Chinese. Other examples
include “state, school, cup, son, ear, nose, lip, eye, bamboo, geese, swallow, spar-
row”. Some constituents are not tagged with parts of speech, for example, “box,
father, mother, grandson, foot, anus, beast”.

Of course, no matter whether the parts of speech of the words like “fist” that
are nouns in classical Chinese but are not words in modern colloquial Chinese are
tagged or not, it is still problematic. For example, the tagging of “state, school” as
nouns cannot separate them from the free application of “province, house” that are
words in modern colloquial Chinese. No tagging of parts of speech cannot show
their capability of being used as words in written Chinese, for example, “relation-
ship among states”, “whole school”. The best solution is to tag with different tags
the words in classical Chinese and modern colloquial Chinese respectively; for
example, nouns in classical Chinese are tagged as “state (noun)” so as to tell apart
the “noun” of its counterpart in modern colloquial Chinese.

The sixth edition (pp 1697) does not tag the parts of speech of the character “zhu
(#%)', meaning numerous” perhaps because it thinks that the character is not a word,
but the classical Chinese uses it as a numeral, e.g., “ladies and gentlemen, everyone,
every god, every matter”. Therefore, it should be tagged as “zhu', numeral”.

Some double-character sets are actually not words and should not be tagged with
parts of speech, for example, “march, verb, meaning march forward, e.g., march
(a type of music)”’(pp 677 in the sixth edition). But “march” in this sense is not
a word; “march (a type of music)” has already been entered into the Dictionary;
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“march?” should be deleted. As another example, take “good-for-nothing', adjec-
tive, meaning annoyed with grievance, e.g., feel good-for-nothing” (pp 1369 in
the sixth edition). But “good-for-nothing” in this sense is not a word and should
be deleted. Then, “good-for-nothing wretch” as a noun should be entered into
the Dictionary. As another instance, take “later?, adjective, specifically attributive
word, meaning coming later, growing up later, e.g., a later-coming person”; in
this sense, “later-coming” is also not a word. Therefore, it should be deleted, and
“later-coming person” as a noun should be entered into the Dictionary.

2. Distinction between phrases and words

Phrases are not tagged with parts of speech, but some phrases are done so by regard-
ing them as words, for example, ““f~ A #&(buréndao), adjective, meaning inhumane”
(pp 110 in the sixth edition). As a matter of fact, “humane” is an adjective; the Dic-
tionary has an entry of “humane” and tags it as adjective. “Inhumane” should be
regarded as its negative form and should not be tagged with a part of speech. As
another example, there is ““~N{FF(buzaihu), verb, meaning not care”(pp 113 in the
sixth edition), but “(zaihu, meaning mind, care)” is a word; the Dictionary tags it as
verb. buzaihu should be regarded as the negative form of zaihu.

3. The relationship between verbs and nouns

Previously, we discussed the conversional word that functions as a verb and a
noun. The reason why the self-reference meaning of a verb is not tagged as noun
is that there are too many such verbs and that tagging them as verbs may bring
about too many conversional words. But one cut for all may also bring about other
problems. For example, “security check™ has its verb use, for example:

(1) Because many people take part in the activity and there are huge streams of
people, it is unlikely to conduct a one-by-one security check of each person
who comes in and out of the place. (the Internet)

(2) Do foodstuffs from the countryside receive “security check”? (the Internet)

But such uses are very rare; it is often used as a noun that has self-reference
meaning, for example, “carry out security check, security check at airport, exempt
from security check”. This brings about a paradox: A word is tagged as a verb, but
the vast majority of its actual uses are nominal.

One possible way of avoiding the paradox is to tag the parts of speech of a word
according to its statistical frequency (Ma Biao, 1994; Ma Biao and Zou Shaohua,
2002), for example, the verb use of “security check” is very rare, and thus it
should be tagged as noun. The Dictionary actually uses this way to tag “sleep” as
noun. But the word has its verb use, for example:

(3) When I am tired, I sleep on a couch and imagine that all work has stopped.
(Volume 4 of Collected Works of Bing Xin)
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(4) You cannot help admiring their ability that they can well sleep while walk.
(Wei Wei)

(5) At that time, she was 16 years old and could not sleep by herself away from
her. (Su Tong)

Therefore, tagging “sleep” as noun cannot generalise these verb examples.

The Dictionary tags as verbs most words that have few verb uses, many noun
self-reference meanings and greatly disparate numbers; these words also include
“progress, sing and dance, conflict, general election, thorough cleaning”. It is
preferable to tag these words as conversional words that function as verbs and
nouns. The Dictionary really does so: For example, “life, education, operation”
are tagged as conversional words that function as nouns and verbs.

4. Locatives

The Dictionary tags locatives as a subsidiary class of nouns but does not strictly
follow the criteria for locatives. It defines that “a locative is a subsidiary class of
nouns, expresses a direction or position and can be classified into simple and com-
pound locatives”. Simple locatives include “up, down, front, back, left, right, east,
west, south, north, inside, outside, middle, inside, between, lateral”. Compound
locatives are formed with simple locatives in the following ways: (a) adding to the
front “LL(yi)” or “(zhi)”, for example, “yishang (above), zhixia (below)”; (b)
adding to the back “side, surface, head”, for example, “front-side, left-side, inside”;
(c) used in pairs, for example, “up and down, before and after, inside and outside”;
and (d) miscellaneous, for example, “below, ahead, middle”(pp. 366 in the sixth
edition). On the one hand, this definition is too narrow and does not include other
locatives, such as “nearby, around, all-around, opposite-side, beyond”. On the
other hand, because the definition only mentions that a locative “expresses direc-
tion or position” but does not restrict its grammatical function, some place words
are also included, for example, “aside, where, interval”. The most important char-
acteristics of a locative are its semantic representation of direction or relative
position and its use in the positional structure of the “reference frame + relative
position” to express the relative position. Words like “nearby” meet these two
criteria, for example, “adjacent to my home, around the school, at the opposite
side of a building, beyond Zhengzhou”; they should be divided into locative. But
words such as “aside, within” cannot be used in the positional structure of “noun
~7”; even though they include morphemes that indicate positions such as “side,
middle”, they cannot be divided into locative.

5. The numeral and measure words

A numeral or measure word is not a member of the part-of-speech system in the
Dictionary, but the Dictionary describes the typical and common numerals and
measure words. However, some numerals and measure words are not accurately
treated. For example, “a while (1), numeral and measure word, meaning a very
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short time, e.g., let’s rest for a while; (2) numeral and measure word, meaning
within a very short time, e.g., After a while, the factory will have a meeting; Your
mom will be back within a while; (3) adverb, used before two words or phrases
respectively to show the alternation of two scenarios, e.g., The weather is now
clear, now cloudy. It is sometimes windy, sometimes raining. He now goes out,
then comes in, being busy all the time” (pp. 1525 in the sixth edition). It can be
neglected for a moment as for whether the first two senses need to be amalga-
mated or not. It is inappropriate to tag the third sense as adverb because numerals
and measure words that express volumes of time and action can also be placed
before constituents with the properties of a predicate word to function as adver-
bial, for example, “It is fine one day and overcast another; Not having meal for
three days”. The so-called meaning of “the alternation of two scenarios” is not
brought about by “a while” but by the construction that they appear in pairs.

The Dictionary tags “once, a mouthful” not only as a numeral and measure
word or noun' but also as an adverb; the senses used as adverbs should be deleted.

“1& {1 (zhuwei), personal pronoun, used as a form of respectful address for sev-
eral people: all comrades, e.g., If any of you have different opinions, please put
them forward as soon as possible” (pp. 1697 in the sixth edition). But the “all”
in “all comrades” functions as an attributive and is actually used as an ordinary
numeral and measure word. Its functioning as a subject or an object independently
has the transferred reference meaning of a numeral and measure word, just like
the “three people” in “all the three people have left, three people have come”.
Therefore, the “all” should be tagged as numeral and measure word.

6. Attributive words and adverbs

The Dictionary defines that an attributive word is “a subsidiary class of adjec-
tive and expresses the properties or characteristics of a person or thing and is
used for differentiation or classification. It usually can only function as attribu-
tive, for example, ‘male, large-scale, wild, primary’ in ‘male student, large-scale
opera, wild life, primary task’. A few can function as adverbial, for example, the
‘automatic, periodical’ in ‘automatic control, periodic inspection’” (pp 1208 in
the sixth edition). The Dictionary s tagging of the parts of speech of the words that
can function as both attributive and adverbial, such as “chronic, certain, stand-by,
equal, persistent, main, rapid, illegal, periodical, preliminary”, meets this defi-
nition. But words that have the same grammatical functions such as “common,
genuine, automatic, reciprocal” are tagged as conversional words that function as
attributive word and adverb. These are obviously inconsistent.

Apart from the issues discussed previously, some other part-of-speech tagging
needs to be revised. For example, “cat?, verb, is the vulgo of a modem” should be
tagged as a noun. A “temporary, noun” should be tagged as an “adjective and fur-
ther as attributive word”. “4'%(hao), adjective, meaning easy”, should be tagged
as a verb. Because of limited space, we do not discuss them in detail.

To sum up, there are gains and losses in the revision of part-of-speech tagging
by the sixth edition of the Dictionary. We expect that further revisions will be
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made in the future so that users will have more accurate and exact part-of-speech
tagging.

Note

1 The Dictionary tags a good many numerals and measure words as nouns, for example,
“a lifetime, an epoch, a mouthful, a region, one generation, a while”.
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