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Jordi Cabre

N. Gregory Mankiw is the Robert M. Beren Professor of Economics at Harvard University. He began his
study of economics at Princeton University, where he received an A.B. in 1980. After earning a Ph.D. in
economics from MIT, he began teaching at Harvard in 1985 and was promoted to full professor in 1987. At -
Harvard, he has taught both undergraduate and graduate courses in macroeconomics. He is also author of the
best-selling introductory textbook Principles of Economics (Cengage Learning).

Professor Mankiw is aregular participant in academic and policy debates. His research ranges across
macroeconomics and includes work on price adjustment, consumer behavior, financial markets, monetary and
fiscal policy, and economic growth. In addition to his duties at Harvard, he has been a research associate of the
National Bureau of Economic Research, a member of the Brookings Panel on Economic Activity, a trustee of
the Urban Institute, and an adviser to the Congressional Budget Office and the Federal Reserve Banks of
Boston and New Y ork. From 2003 to 2005, he was chair of the President’s Council of Economic Advisers.

Professor Mankiw lives in Massachusetts with his wife, Deborah, and their children, Catherine, Nicholas,
and Peter.






To Deborah



Those branches of politics, or of the laws of social life, in which there exists a collection of facts or thoughts
sufficiently sifted and methodized to form the beginning of a science should be taught ex professo. Among the
chief of theseis Political Economy, the sources and conditions of wealth and material prosperity for aggregate
bodies of human beings. . . .

The same persons who cry down Logic will generally warn you against Political Economy. It is unfeeling,
they will tell you. It recognises unpleasant facts. For my part, the most unfeeling thing | know of is the law of
gravitation: it breaks the neck of the best and most amiable person without scruple, if he forgets for asingle
moment to give heed to it. The winds and waves too are very unfeeling. Would you advise those who go to sea
to deny the winds and waves—or to make use of them, and find the means of guarding against their dangers?
My advice to you is to study the great writers on Political Economy, and hold firmly by whatever in them you
find true; and depend upon it that if you are not selfish or hardhearted already, Political Economy will not
make you so.

John Suart Mill, 1867
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Digital Resources for Students and
Instructors

7 SaplingPlus

Worth Publishers' new online course system, SaplingPlus, combines L earning-Curve with an integrated e-
book, robust homework, improved graphing, and fully digital end-of-chapter problems, including Work It

Outs. Online homework helps students get better grades with targeted instructional feedback tailored to the
individual. And it saves instructors time preparing for and managing a course by providing personalized

support from a Ph.D. or master’s level colleague trained in Sapling’s system.

Worth Publishers has worked closely with Greg Mankiw and a team of talented economics instructors to
assemble a variety of resources for instructors and students. We have been delighted by all of the positive
feedback we have received.

For Instructors

Instructor’s Resource Manual

Robert G. Murphy (Boston College) has revised the impressive resource manual for instructors. For each
chapter of this book, the manual contains notes to the instructor, a detailed lecture outline, additional case
studies, and coverage of advanced topics. Instructors can use the manual to prepare their lectures, and they can
reproduce whatever pages they choose as handouts for students. Each chapter also contains a Moody’s
Analytics Economy.com Activity (www.economy.com), which challenges students to combine the chapter
knowledge with a high-powered business database and analysis service that offers real -time monitoring of the
globa economy.

Solutions Manual

Mark Gibson (Washington State University) has updated the Solutions Manual for all the Questions for Review
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and Problems and Applications found in the text.

Test Bank

The Test Bank has been extensively revised and improved for the tenth edition. Based on reviewer feedback,
Worth Publishers, in collaboration with Daniel Moncayo (Brigham Y oung University), has checked every
guestion, retained only the best, and added fresh new questions. The Test Bank now includes more than 2,200
multiple-choice questions, numerical problems, and short-answer graphical questions to accompany each
chapter. The Test Bank provides awide range of questions appropriate for assessing students' comprehension,
interpretation, analysis, and synthesis skills.

Lecture Slides

Ryan Lee (Indiana University) has revised hislecture slides for the materia in each chapter. They feature
graphs with careful explanations and additional case studies, data, and helpful notesto the instructor. Designed
to be customized or used asis, the slides include easy directions for instructors who have little PowerPoint
experience.

End-of-Chapter Problems

The end-of -chapter problems from the text have been converted to an interactive format with answer-specific
feedback. These problems can be assigned as homework assignments or in quizzes.

Graphing Questions

Powered by improved graphing, multi-step questions paired with helpful feedback guide students through the
process of problem solving. Students are asked to demonstrate their understanding by ssmply clicking,
dragging, and dropping a line to a predetermined location. The graphs have been designed so that students
entire focus is on moving the correct curve in the correct direction, virtually eliminating grading issues for
instructors.



Economic Growth 1 — End of Chapter Problem

Use the accompanying graph to illustrate the impact on
steady state capital per worker when a change in consumer (6 + n)k
preferences increases the saving rate.

To manipulate the graph, click on the endpoint of the curve
you wish to pivot and place the endpoint in its proper

location.

Investment, Break-even Investment

Capital per worker

Mankiw, Macroeconomics, 10e, © 2019 Worth Publishers

Homework Assignments

Each chapter contains prebuilt assignments, providing instructors with a curated set of multiple-choice and
graphing questions that can be easily assigned for practice or graded assessments.

For Students

LearningCurve

LearningCurveis an adaptive quizzing engine that automatically adjusts questions to a student’s mastery level.
With LearningCurve activities, each student follows a unique path to understanding the material. The more
guestions a student answers correctly, the more difficult the questions become. Each question is written
specifically for the text and is linked to the relevant e-book section. LearningCurve also provides a personal
study plan for students as well as complete metrics for instructors. LearningCurve, which has been proved to
raise student performance, serves as an ideal formative assessment and learning tool.



€ Back to Study Plan Score-34/450 [ N Question Value: 25 points

The government budget is balanced when:

G + Taxes = Transfers.

Taxes + Transfers =G,

b}

G + Transfers = Taxes.

() G-T=Taxes + Transfers.

Need help on this question?

E Read the ebook page on this topic ‘ I Get a hint I ’ Show answer ‘

Mankiw, Macroeconomics, 10e, © 2019 Worth Publishers

Work It Out Tutorials

These skill-building activities pair sample end-of -chapter problems (identified with thisicon: [ work it Out
) with targeted feedback and video explanations to help students solve a similar problem step by step. This
approach allows students to work independently, tests their comprehension of concepts, and prepares them for
class and exams.

Fed Chairman Game

Created by the Federal Reserve Bank of San Francisco, the game allows students to become Chairman of the
Fed and to make macroeconomic policy decisions based on news events and economic statistics. This fun-to-
play simulation gives students a sense of the complex interconnections that influence the economy.



| started writing the first edition of this book in 1988. My department chair had asked me to teach intermediate
macroeconomics, arequired course for Harvard economics majors. | happily accepted the assignment and
continued teaching intermediate macro for the next 15 years. (I stepped away only when asked to take over the
principles course.) As| prepared for the course by surveying existing texts, | realized that none of them fully
satisfied me. While many were excellent books, | felt that they did not provide the right balance between long-
run and short-run perspectives, between classical and Keynesian insights. And some were too long and
comprehensive to be easily taught in one semester. Thus, this book was born.

Sinceitsinitia publication in 1991, the book has found an eager audience. My publisher tells me that it has
been the best-selling intermediate macroeconomics text throughout most of its life. That is truly heartening. |
am grateful to the numerous instructors who have adopted the book and, over many editions, have helped me
improve it with their input. Even more heartening are the letters and emails from students around the world,
who tell me how the book helped them navigate the exciting and challenging field of macroeconomics.

Over the past 30 years, macroeconomics has evolved as history has presented new questions and research
has offered new answers. When the first edition came out, no one had heard of digital currencies such as
bitcoin, Europe did not have a common currency, John Taylor had not devised his eponymous rule for
monetary policy, behavioral economists like David Laibson and Richard Thaler had not proposed new ways to
explain consumer behavior, and the economics profession had yet to be forced by the events of 2008 to focus
anew on financial crises. Because of these and many other developments, | have updated this book every three
yearsto ensure that students always have access to state-of -the-art thinking.

We macroeconomists still have much to learn. But the current body of macroeconomic knowledge offers
students much insight into the world in which they live. Nothing delights me more than knowing that this book
has helped convey thisinsight to the next generation.



An economist must be “mathematician, historian, statesman, philosopher, in some degree . . . as aloof and
incorruptible as an artist, yet sometimes as near to earth as a politician.” So remarked John Maynard Keynes,
the great British economist who could be called the father of macroeconomics. No single statement
summarizes better what it means to be an economist.

As Keynes suggests, students learning economics must draw on many disparate talents. The job of helping
students devel op these talents falls to instructors and textbook authors. My goal for this book is to make
macroeconomics understandable, relevant, and (believe it or not) fun. Those of us who have chosen to be
macroeconomists have done so because we are fascinated by the field. More important, we believe that the
study of macroeconomics can illuminate much about the world and that the lessons learned, if properly
applied, can make the world a better place. | hope this book conveys not only our profession’s wisdom but also
its enthusiasm and sense of purpose.

This Book’s Approach

Macroeconomists share a common body of knowledge, but they do not all have the same perspective on how
that knowledge is best taught. Let me begin this new edition by recapping my objectives, which together
define this book’ s approach to the field.

Firgt, | try to offer a balance between short-run and long-run topics. All economists agree that public
policies and other events influence the economy over different time horizons. We live in our own short run,
but we also live in the long run that our parents bequeathed us. Asaresult, coursesin macroeconomics need to
cover both short-run topics, such as the business cycle and stabilization policy, and long-run topics, such as
economic growth, the natural rate of unemployment, persistent inflation, and the effects of government debt.
Neither time horizon trumps the other.

Second, | integrate the insights of Keynesian and classical theories. Keynes's General Theory is the
foundation for much of our understanding of economic fluctuations, but classical economics provides the right
answers to many questions. In this book | incorporate the contributions of the classical economists before
Keynes and the new classical economists of the past several decades. Substantial coverage is given, for
example, to the loanable-funds theory of the interest rate, the quantity theory of money, and the problem of
time inconsistency. At the same time, the ideas of Keynes and the new Keynesians are necessary for
understanding fluctuations. Substantial coverage is also given to the IS-LM model of aggregate demand, the
short-run tradeoff between inflation and unemployment, and modern models of business cycle dynamics.



Third, | present macroeconomics using a variety of simple models. Instead of pretending that thereis one
model complete enough to explain all facets of the economy, | encourage students to learn how to use a set of
prominent models. This approach has the pedagogical value that each model can be kept simple and presented
within one or two chapters. More important, this approach asks students to think like economists, who always
keep various models in mind when analyzing economic events or public policies.

Fourth, | emphasize that macroeconomics is an empirical discipline, motivated and guided by awide array
of experience. This book contains numerous case studies that use macroeconomic theory to shed light on real -
world data and events. To highlight the broad applicability of the theory, | have drawn the case studies both
from current issues facing the world' s economies and from dramatic historical episodes. They teach the reader
how to apply economic principles to issues from fourteenth-century Europe, theisland of Y ap, the land of Oz,
and today’ s newspaper.

What’s New In the Tenth Edition?

Here is abrief rundown of the notable changes in this edition:

» Scraping the barnacles. tl;dr. For those not familiar with Internet slang, this abbreviation means “too
long, didn’t read.” Sadly, many students take this approach to textbooks. My main goal in this revision,
therefore, has been a renewed commitment to brevity. In particular, | took up the task of scraping off the
barnacles that have accumulated over many editions. More important than what has been added to this
edition is what has been taken out. This task has benefited from surveys of instructors who use the book.
I have kept what most instructors consider essential and taken out what most consider superfluous.

» Streaming coverage of consumption and investment. The material on the microeconomic foundations of
consumption and investment has been condensed into a single, more accessible chapter.

» New topicin Chapter 9. The role of culture in economic growth.

» New topic in Chapter 12. The curious case of negative interest rates.

» New topic in Chapter 18. The stress tests that regulators are using to evaluate banks' safety and
soundness.

» New assessment tool. This edition includes a new pedagogical feature. Every chapter concludes with a
Quick Quiz of six multiple-choice questions. Students can use these quizzesto immediately test their
understanding of the core concepts in the chapter. The quiz answers are available at the end of each
chapter.

» Updated data. As always, the book has been fully updated. All the data are as current as possible.

Despite these changes, my goal remains the same as in previous editions: to offer students the clearest,
most up-to-date, most accessible course in macroeconomics in the fewest words possible.

The Arrangement of Topics

My strategy for teaching macroeconomics is first to examine the long run, when prices are flexible, and then to
examine the short run, when prices are sticky. This approach has several advantages. First, because the



classical dichotomy permits the separation of real and monetary issues, the long-run material is easier for
students. Second, when students begin studying short-run fluctuations, they understand the long-run
equilibrium around which the economy is fluctuating. Third, beginning with market-clearing models clarifies
the link between macroeconomics and microeconomics. Fourth, students learn first the material that isless
controversial. For all these reasons, the strategy of beginning with long-run classical models simplifies the
teaching of macroeconomics.

Let’snow move from strategy to tactics. What followsis awhirlwind tour of the book.

Part One, Introduction

The introductory material in Part Oneis brief so that students can get to the core topics quickly. Chapter 1
discusses the questions that macroeconomists address and the economist’ s approach of building models to
explain the world. Chapter 2 introduces the data of macroeconomics, emphasizing gross domestic product, the
consumer price index, and the unemployment rate.

Part Two, Classical Theory: The Economy in the Long Run

Part Two examines the long run, over which prices are flexible. Chapter 3 presents the classical model of
national income. In this model, the factors of production and the production technology determine the level of
income, and the marginal products of the factors determineits distribution to households. In addition, the
model shows how fiscal policy influences the allocation of the economy’ s resources among consumption,
investment, and government purchases, and it highlights how the real interest rate equilibrates the supply and
demand for goods and services.

Money and the price level are introduced next. Chapter 4 examines the monetary system and the tools of
monetary policy. Chapter 5 begins the discussion of the effects of monetary policy. Because prices are
assumed to be flexible, the chapter presents the ideas of classical monetary theory: the quantity theory of
money, the inflation tax, the Fisher effect, the social costs of inflation, and the causes and costs of
hyperinflation.

The study of open-economy macroeconomics begins in Chapter 6. Maintaining the assumption of full
employment, this chapter presents models that explain the trade balance and the exchange rate. Various policy
issues are addressed: the relationship between the budget deficit and the trade deficit, the macroeconomic
impact of protectionist trade policies, and the effect of monetary policy on the value of a currency in the
market for foreign exchange.



Chapter 7 relaxes the assumption of full employment, discussing the dynamics of the labor market and the
natural rate of unemployment. It examines various causes of unemployment, including job search, minimum-
wage laws, union power, and efficiency wages. It aso presents some important facts about patterns of
unemployment.

Part Three, Growth Theory: The Economy in the Very Long Run

Part Three makes the classical analysis of the economy dynamic with the tools of growth theory. Chapter 8
introduces the Solow growth model, emphasizing capital accumulation and population growth. Chapter 9 then
adds technological progress to the Solow model. It uses the model to discuss growth experiences around the
world as well as public policies that influence the level and growth of the standard of living. Chapter 9 also
introduces students to the modern theories of endogenous growth.

Part Four, Business Cycle Theory: The Economy in the Short
Run

Part Four examines the short run, when prices are sticky. It begins in Chapter 10 by examining the key facts
that describe short-run fluctuations in economic activity. The chapter then introduces the model of aggregate
supply and aggregate demand, as well as the role of stabilization policy. Subsequent chapters refine the ideas
introduced in this chapter.

Chapters 11 and 12 look more closely at aggregate demand. Chapter 11 presents the Keynesian cross and
the theory of liquidity preference and uses these models as building blocks for the IS-LM model. Chapter 12
uses the IS-LM model to explain economic fluctuations and the aggregate demand curve, concluding with an
extended case study of the Great Depression.

The discussion of short-run fluctuations continues in Chapter 13, which focuses on aggregate demand in an
open economy. This chapter presents the Mundell-Fleming model and shows how monetary and fiscal
policies affect the economy under floating and fixed exchange-rate systems. It also discusses the question of
whether exchange rates should be floating or fixed.

Chapter 14 looks more closely at aggregate supply. It examines various approaches to explaining the short-
run aggregate supply curve and discusses the short-run tradeoff between inflation and unemployment.

Part Five, Topics in Macroeconomic Theory and Policy



Once students have a solid command of standard models, the book offers them various optiona chapters that
dive deeper into macroeconomic theory and policy.

Chapter 15 develops a dynamic model of aggregate demand and aggregate supply. It builds on ideas that
students have already encountered and uses those ideas as stepping-stones to take students closer to the
frontier of knowledge about short-run fluctuations. The model presented here is a simplified version of modern
dynamic, stochastic, general equilibrium (DSGE) models.

Chapter 16 considers the debate over how policymakers should respond to short-run fluctuations. It
emphasizes two questions: Should monetary and fiscal policy be active or passive? Should policy be
conducted by rule or discretion? The chapter presents arguments on both sides of these questions.

Chapter 17 focuses on debates over government debt and budget deficits. It gives a broad picture of the
magnitude of government indebtedness, discusses why measuring budget deficits is not always
straightforward, recaps the traditional view of the effects of government debt, presents Ricardian equivaence
as an alternative view, and examines various other perspectives on government debt. Asin the previous
chapter, students are not handed conclusions but are given tools to evaluate alternative viewpoints on their
own.

Chapter 18 discusses the financial system and its linkages to the overall economy. It begins by examining
what the financial system does: financing investment, sharing risk, dealing with asymmetric information, and
fostering growth. It then discusses the causes of financia crises, their macroeconomic impact, and the policies
that might mitigate their effects and reduce their likelihood.

Chapter 19 analyzes some of the microeconomics behind consumption and investment decisions. It
discusses various theories of consumer behavior, including the Keynesian consumption function, Modigliani’s
life-cycle hypothesis, Friedman’s permanent-income hypothesis, Hall’ s random-walk hypothesis, and
Laibson’s model of instant gratification. It also examines the theory behind the investment function, focusing
on business fixed investment and including topics such as the cost of capital, Tobin’s g, and the role of
financing constraints.

Epilogue

The book ends with an epilogue that reviews the broad lessons about which most macroeconomists agree and
some important open questions. Regardless of which chapters an instructor covers, this capstone chapter can

be used to remind students how the many models and themes of macroeconomics relate to one another. Here
and throughout the book, | emphasize that despite the disagreements among macroeconomists, thereis much

that we know about how the economy works.



Alternative Routes Through the Text

Instructors of intermediate macroeconomics have different preferences about the choice and organization of
topics. | kept thisin mind while writing the book so that it would offer a degree of flexibility. Here are afew
ways that instructors might consider rearranging the material:

» Some instructors are eager to cover short-run economic fluctuations. For such a course, | recommend
covering Chapters 1 through 5 so that students are grounded in the basics of classical theory and then
jumping to Chapters 10, 11, 12, and 14 to cover the model of aggregate demand and aggregate supply.

» Some instructors are eager to cover long-run economic growth. These instructors can cover Chapters 8
and 9 immediately after Chapter 3.

» Aninstructor who wants to defer (or even skip) open-economy macroeconomics can put off Chapters 6
and 13 without loss of continuity.

» Aninstructor who wants to emphasi ze macroeconomic policy can skip Chapters 8, 9, and 15in order to
get to Chapters 16, 17, and 18 more quickly.

» An instructor who wants to stress the microeconomic foundations of macroeconomics can cover Chapter
19 early in the course, even after Chapter 3.

The successful experiences of hundreds of instructors with previous editions suggest this text nicely
complements a variety of approaches to the field.

Learning Tools

| am pleased that students have found the previous editions of this book user-friendly. | have tried to make this
tenth edition even more so.

Case Studies

Economics comesto lifewhen it is applied to understanding actual events. Therefore, the numerous case
studies are an important learning tool, integrated closely with the theoretical material presented in each
chapter. The frequency with which these case studies occur ensures that a student does not have to grapple
with an overdose of theory before seeing the theory applied. Students report that the case studies are their
favorite part of the book.

FYI Boxes

These boxes present ancillary material “for your information.” | use these boxesto clarify difficult concepts, to
provide additional information about the tools of economics, and to show how economics impacts our daily



lives.

Graphs

Understanding graphical analysisis a central part of learning macroeconomics, and | have worked hard to
make the figures easy to follow. | often use comment boxes within figures to describe and draw attention to
the key points that the figures illustrate. The pedagogical use of color, detailed captions, and comment boxes
makes it easier for students to learn and review the material.

Mathematical Notes

| use occasional mathematical footnotes to keep difficult material out of the body of the text. These notes make
an argument more rigorous or present a proof of a mathematical result. They can be skipped by students who
have not been introduced to the necessary mathematical tools.

Quick Quizzes

Every chapter ends with six multiple-choice questions, which students can use to test themselves on what they
have just read. The answers are provided at the end of each chapter. These quizzes are new to this edition.

Chapter Summaries

Every chapter includes a brief, nontechnical summary of its major lessons. Students can use the summaries to
place the material in perspective and to review for exams.

Key Concepts

Learning the language of afield isamajor part of any course. Within the chapter, each key concept isin
boldface when it is introduced. At the end of the chapter, the key concepts are listed for review.

Questions for Review



Students are asked to test their understanding of a chapter’s basic lessons in the Questions for Review.

Problems and Applications

Every chapter includes Problems and Applications designed for homework assignments. Some are numerical
applications of the theory in the chapter. Others encourage students to go beyond the material in the chapter by
addressing new issues that are closely related to the chapter topics. In most of the core chapters, afew
problems are identified with thisicon: [7] work It out . For each of these problems, students can find a Work
It Out tutorial on SaplingPlus for Macroeconomics, 10e: https://macmillanlear ning.com/sapling.

Chapter Appendices

Several chapters include appendices that offer additional material, sometimes at a higher level of mathematical
sophistication. These appendices are designed so that instructors can cover certain topicsin greater depth if
they wish. The appendices can be skipped altogether without loss of continuity.

Glossary

To help students become familiar with the language of macroeconomics, a glossary of more than 250 termsis
provided at the back of the book.

International Editions

The English-language version of this book has been used in dozens of countries. To make the book more
accessible for students around the world, editions are (or will soon be) available in 17 other languages:
Armenian, Chinese (Simplified and Complex), French, German, Greek, Hungarian, Indonesian, Italian,
Japanese, Korean, Portuguese, Romanian, Russian, Spanish, Ukrainian, and Vietnamese. In addition, a
Canadian adaptation coauthored with William Scarth (McMaster University) and a European adaptation
coauthored with Mark Taylor (University of Warwick) are available. Instructors who would like information
about these versions of the book should contact Worth Publishers.
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CHAPTER 1
The Science of M acroeconomics

Mankiw, Macroeconomics, 10e, © 2019 Worth Publishers
The whole of science is nothing more than a refinement of everyday thinking.

—Albert Einstein

When Albert Einstein made the above observation, he was probably referring to the natural sciences like
physics and chemistry. But the statement also applies to social sciences such as economics. As a participant in
the economy, and as a citizen in a democracy, you cannot help but think about economic issues as you go
about your life or when you enter the voting booth. But if you are like most people, your everyday thinking
about economics has been casual rather than rigorous (or at least it was before you took your first economics
course). The goal of studying economicsis to refine that thinking. This book aims to help you in that
endeavor, focusing on the part of the field called macr oeconomics, which studies the forces that influence the
economy as awhole.



1-1 What Macroeconomists Study

Why have some countries experienced rapid growth in incomes over the past century while others have stayed
mired in poverty? Why do some countries have high rates of inflation while others maintain stable prices?
Why do all countries experience recessions and depressions — recurrent periods of falling incomes and rising
unemployment — and how can government policy reduce the frequency and severity of these episodes?
Macroeconomics attempts to answer these and many related questions.

To appreciate the importance of macroeconomics, you need only visit a newswebsite. Every day you can
see headlines such as INCOME GROWTH REBOUNDS, FED MOVES TO COMBAT INFLATION, or
JOBS REPORT SENDS STOCKS LOWER. These macroeconomic events may seem abstract, but they touch
all of our lives. Business executives forecasting the demand for their products must guess how fast consumers
incomes will grow. Senior citizens living on fixed incomes wonder how quickly prices will rise. Recent
college graduates looking for employment hope that the economy will boom and that firmswill be hiring.

Because the state of the economy affects everyone, macroeconomic issues play a central role in national
political debates. Voters are aware of how the economy is doing, and they know that government policy can
affect the economy in powerful ways. Asaresult, the popularity of an incumbent president often rises when
the economy is doing well and falls when it is doing poorly.

Macroeconomic issues are also central to world politics, and the international newsis filled with
macroeconomic questions. Was it a good move for much of Europe to adopt a common currency? Should
Chinamaintain afixed exchange rate against the U.S. dollar? Why is the United States running large trade
deficits? How can poor nations raise their standards of living? When world |eaders meet, these topics are often
high on the agenda.

Although the job of making economic policy belongsto world leaders, the job of explaining the workings
of the economy as awhole falls to macroeconomists. To this end, macroeconomists collect data on incomes,
prices, unemployment, and many other variables from different time periods and different countries. They then
attempt to formulate general theoriesto explain these data. Like astronomers studying the evolution of stars or
biologists studying the evolution of species, macroeconomists usually cannot conduct controlled experiments
in alaboratory. Instead, they must make use of the data that history gives them. Macroeconomists observe that
economies differ across countries and that they change over time. These observations provide both the
motivation for devel oping macroeconomic theories and the data for testing them.

To be sure, macroeconomics is an imperfect science. The macroeconomist’s ability to predict the future
course of economic events is no better than the meteorol ogist’ s ability to predict next month’s weather. But, as



you will see, macroeconomists know quite a lot about how economies work. This knowledge is useful both for
explaining economic events and for formulating economic policy.

Every erahas its own economic problems. In the 1970s, Presidents Richard Nixon, Gerald Ford, and
Jmmy Carter all wrestled in vain with arising inflation rate. In the 1980s, inflation subsided, but Presidents
Ronald Reagan and George H. W. Bush presided over large federal budget deficits. In the 1990s, with
President Bill Clinton in the Oval Office, the economy and stock market enjoyed a remarkable boom, and the
federal budget turned from deficit to surplus. As Clinton left office, however, the stock market was in retreat,
and the economy was heading into recession. In 2001, President George W. Bush reduced taxesto help end
the recession, but the tax cuts contributed to a reemergence of budget deficits.

President Barack Obama moved into the White House in 2009 during a period of heightened economic
turbulence. The economy was reeling from afinancial crisis driven by falling housing prices, rising mortgage
defaults, and the bankruptcy or near-bankruptcy of many large and economically significant financial
ingtitutions. Asthe crisis spread, it raised the specter of the Great Depression of the 1930s, when in its worst
year one out of four Americans who wanted to work could not find ajob. In 2008 and 2009, officialsin the
Treasury, Federal Reserve, and other parts of government acted vigorously to prevent arecurrence of that
outcome.

In some ways, policymakers succeeded; the unemployment rate peaked at 10 percent in 2009. But the
downturn was nonethel ess severe, and the subsequent recovery was slow. Total income in the economy,
adjusted for inflation, grew at an average rate of 1.3 percent per year from 2006 to 2016, well below the
historical norm of 3.2 percent per year. These events helped set the stage for President Donald Trump’s
campaign slogan of 2016: “Make America Great Again.”

Macroeconomic history is not a simple story, but it provides a rich motivation for macroeconomic theory.
While the basic principles of macroeconomics do not change from decade to decade, the macroeconomist
must apply these principles with flexibility and creativity to meet changing circumstances.

CASE STUDY
The Historical Performance of the U.S. Economy

Economists use many types of data to measure the performance of an economy. Three macroeconomic variables
are especially important: real gross domestic product (GDP), the inflation rate, and the unemployment rate. Real
GDP measures the total income of everyone in the economy (adjusted for the level of prices). The inflation rate
measures how fast prices are rising. The unemployment rate measures the fraction of the labor force that is out
of work. Macroeconomists study how these variables are determined, why they change over time, and how they
interact with one another.

Figure 1-1 shows real GDP per person in the United States. Two aspects of this figure are noteworthy. First,
real GDP grows over time. Real GDP per person today is more than eight times higher than it was in 1900. This
growth in average income allows us to enjoy a much higher standard of living than our great-grandparents did.



Second, although real GDP rises in most years, this growth is not steady. There are repeated periods during
which real GDP falls, the most dramatic instance being the early 1930s. Such periods are called recessions if
they are mild and depressiaons if they are more severe. Not surprisingly, periods of declining income are
associated with substantial economic hardship.

Real GDP per person World Great  World Korean  Vietnam  First oil-price shock
(2009 dollars) War | Depression Warll ~ War War Second oil-price
50,000 — /shor:k
40,000 |~
— Financial
crisis
20,000 — /
9/11
terrorist
attack
10,000
5,000 I | l I I I I I I I I I
1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000 2010 2020
Year

Mankiw, Macroeconomics, 10e, © 2019 Worth Publishers

FIGURE 1-1 Real GDP Per Person in the U.S. Economy Real GDP measures the total income of everyone in the economy, and real GDP
per person measures the income of the average person in the economy. This figure shows that real GDP per person tends to grow over time
and that this normal growth is sometimes interrupted by periods of declining income, called recessions or depressions.

Note: Real GDP is plotted here on a logarithmic scale. On such a scale, equal distances on the vertical axis represent equal percentage
changes. Thus, the distance between $5,000 and $10,000 (a 100 percent change) is the same as the distance between $10,000 and $20,000
(a 100 percent change).

Data from: U.S. Department of Commerce, Economic History Association.

Figure 1-2 shows the U.S. inflation rate. You can see that inflation varies substantially over time. In the first
half of the twentieth century, the inflation rate averaged only slightly above zero. Periods of falling prices, called
deflation, were almost as common as periods of rising prices. By contrast, inflation has been the norm during the
past half century. Inflation became most severe during the late 1970s, when prices rose at a rate of almost 10
percent per year. In recent years, the inflation rate has been about 2 percent per year, indicating that prices have

been fairly stable.
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FIGURE 1-2 The Inflation Rate in the U.S. Economy The inflation rate measures the percentage change in the average level of prices from
the year before. When the inflation rate is above zero, prices are rising. When it is below zero, prices are falling. If the inflation rate declines
but remains positive, prices are rising but at a slower rate.

Note: The inflation rate is measured here using the GDP deflator.

Data from: U.S. Department of Commerce, Economic History Association.

Figure 1-3 shows the U.S. unemployment rate. Notice that there is always some unemployment in the
economy. In addition, although the unemployment rate has no long-term trend, it varies substantially from year to
year. Recessions and depressions are associated with unusually high unemployment. The highest rates of
unemployment were reached during the Great Depression of the 1930s. The worst economic downturn since the
Great Depression occurred in the aftermath of the financial crisis of 2008—2009, when unemployment rose
substantially. Even several years after the crisis (called the “Great Recession”), unemployment remained high.
Unemployment did not return to its 2007 level until 2016.
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FIGURE 1-3 The Unemployment Rate in the U.S. Economy The unemployment rate measures the percentage of people in the labor force
who do not have jobs. This figure shows that the economy always has some unemployment and that the amount fluctuates from year to year.

Data from: U.S. Department of Labor, U.S. Census Bureau.

These three figures offer a glimpse at the history of the U.S. economy. In the chapters that follow, we first
discuss how these variables are measured and then develop theories to explain how they behave. m



1-2 How Economists Think

Economists often study politically charged issues, but they try to address these issues with a scientist’s
objectivity. Like any science, economics has its own set of tools — terminology, data, and away of thinking
— that can seem foreign and arcane to the layperson. The best way to become familiar with these toolsis to
practice using them, and this book affords you ample opportunity to do so. To make these tools less
forbidding, however, let’s discuss afew of them here.

Theory as Model Building

Children learn about the world by playing with toy versions of real objects. For instance, they often put
together models of cars, trains, or planes. These models are not realistic, but the model-builder learns alot
from them nonetheless. The model illustrates the essence of the object it is designed to resemble. (In addition,
for many children, building modelsis fun.)

Economists also use modelsto understand the world, but an economist’s model is more likely to be made
of symbols and equations than plastic and glue. Economists build their “toy economies’ to explain economic
variables, such as GDP, inflation, and unemployment. Economic models illustrate, often in mathematical
terms, the relationships among the variables. Models are useful because they help us dispense with irrelevant
details and focus on underlying connections. (In addition, for many economists, building models is fun.)

Models have two kinds of variables: endogenous variables and exogenous variables. Endogenous
variables are those variables that a model explains. Exogenous variables are those variables that a model
takes as given. The purpose of amodel is to show how the exogenous variables influence the endogenous
variables. In other words, as Figure 1-4 illustrates, exogenous variables come from outside the model and
serve as the model’ s input, whereas endogenous variables are determined within the model and are the model’s
output.

Exogenous Variables Model Endogenous Variables
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FIGURE 1-4 How Models Work Maodels are simplified theories that show the key relationships among economic
variables. The exogenous variables are those that come from outside the model. The endogenous variables are those
that the model explains. The model shows how changes in the exogenous variables affect the endogenous variables.

To make these ideas more concrete, let’s review the most celebrated of all economic models — the model
of supply and demand. Imagine that an economist wants to figure out what factors influence the price of pizza



and the quantity of pizza sold. She would develop a model to describe the behavior of pizzabuyers, the
behavior of pizzasellers, and their interaction in the market for pizza. For example, the economist supposes
that the quantity of pizza demanded by consumers Qde depends on the price of pizza pP and on aggregate
income YY. Thisrelationship is expressed in the equation

Qd=D(P, v), Q" = D(P, Y),

where D( )D () represents the demand function. Similarly, the economist supposes that the quantity of pizza
supplied by pizzerias QSQ‘; depends on the price of pizza pFP and on the price of materials Pm,Pm y such as

cheese, tomatoes, flour, and anchovies. This relationship is expressed as
Qs= (P, Pm),Q° = S(P; Pn),

where S( )S () represents the supply function. Finally, the economist assumes that the price of pizza adjusts to
bring the quantity supplied and quantity demanded into balance:

0s=0Qd.Q° = Q"

These three equations compose a model of the market for pizza.

The economist illustrates the model with a supply-and-demand diagram, asin Figure 1-5. The demand
curve shows the relationship between the quantity of pizza demanded and the price of pizza, holding aggregate
income constant. The demand curve slopes downward because a higher price of pizza encourages consumers
to buy less pizza and switch to, say, hamburgers and tacos. The supply curve shows the relationship between
the quantity of pizza supplied and the price of pizza, holding the price of materials constant. The supply curve
slopes upward because a higher price of pizza makes selling pizza more profitable, which encourages pizzerias
to produce more of it. The equilibrium for the market is the price and quantity at which the supply and demand
curves intersect. At the equilibrium price, consumers choose to buy the amount of pizzathat pizzerias choose
to produce.
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FIGURE 1-5 The Model of Supply and Demand The most famous economic model is that of supply and demand for a
good or service — in this case, pizza. The demand curve is a downward-sloping curve relating the price of pizza to the
quantity of pizza that consumers demand. The supply curve is an upward-sloping curve relating the price of pizza to the
guantity of pizza that pizzerias supply. The price of pizza adjusts until the quantity supplied equals the quantity
demanded. The point where the two curves cross is the market equilibrium, which shows the equilibrium price of pizza
and the equilibrium quantity of pizza.

This model of the pizza market has two exogenous variables and two endogenous variables. The
exogenous variables are aggregate income and the price of materials. The model does not explain them but
instead takes them as given (perhaps to be explained by another model). The endogenous variables are the
price of pizzaand the quantity of pizza exchanged. These are the variables that the model explains.

The model can be used to show how a change in any exogenous variable affects both endogenous
variables. For example, if aggregate income increases, then the demand for pizzaincreases, as in panel (a) of
Figure 1-6. The model shows that both the equilibrium price and the equilibrium quantity of pizzarise.
Similarly, if the price of materials increases, then the supply of pizza decreases, as in panel (b) of Figure 1-6.
The model shows that in this case, the equilibrium price of pizzarises, while the equilibrium quantity of pizza
falls. Thus, the model shows how changes either in aggregate income or in the price of materials affect price
and quantity in the market for pizza.
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FIGURE 1-6 Changes in Equilibrium In panel (a), a rise in aggregate income causes the demand for pizza to increase:
at any given price, consumers now want to buy more pizza. This is represented by a rightward shift in the demand curve

from DlDl to D2.D2+ The market moves to the new intersection of supply and demand. The equilibrium price rises

from P1P1 to PZ,PEs and the equilibrium quantity of pizza rises from QlQl to Q2.Q2+ In panel (b), a rise in the price
of materials decreases the supply of pizza: at any given price, pizzerias find that the sale of pizza is less profitable and

therefore choose to produce less pizza. This is represented by a leftward shift in the supply curve from SlSl to 82.82*
The market moves to the new intersection of supply and demand. The equilibrium price rises from P1P1 to P2,P25 and

the equilibrium quantity falls from QlQl to Qz_Q2+

Like all models, this model of the pizza market makes simplifying assumptions. The model does not take
into account, for example, that every pizzeriaisin adifferent location. For each customer, one pizzeriais more
convenient than the others, and thus pizzerias have some ability to set their own prices. The model assumes
that thereis asingle price for pizza, but in fact there could be a different price at each pizzeria.



How should we react to the model’s lack of realism? Should we discard the ssmple model of pizza supply
and demand? Should we attempt to build a more complex model with diverse pizza prices? The answers to
these questions depend on our purpose. If our goal is to explain how the price of cheese affects the average
price of pizzaand the amount of pizza sold, then the diversity of pizzapricesis probably not important. The
simple model of the pizza market does a good job of addressing that issue. Yet if our goal isto explain why
towns with ten pizzerias have lower pizza prices than towns with only two, the ssmple model is less useful.

The art in economics lies in judging when a simplifying assumption (such as assuming a single price of
pizza) clarifies our thinking and when it misleads us. Simplification is a necessary part of building a useful
model: any model constructed to be completely realistic would be too complicated for anyone to understand.
Y et if models assume away features of the economy that are crucial to theissue at hand, they may lead us to
wrong conclusions. Economic modeling therefore requires care and common sense.

FYI
Using Functions to Express Relationships Among Variables

All economic models express relationships among economic variables. Often, these relationships are expressed
as functions. A function is a mathematical concept that shows how one variable depends on a set of other
variables. For example, in the model of the pizza market, we said that the quantity of pizza demanded depends
on the price of pizza and on aggregate income. To express this, we use functional notation to write

Qd = D(P, Y).Qd = D(P,Y).

This equation says that the quantity of pizza demanded Qde is a function of the price of pizza p.P and

aggregate income Y.Y . In functional notation, the variable preceding the parentheses denotes the function. In

this case, D( )D( ) is the function expressing how the variables in parentheses determine the quantity of pizza

demanded.

If we knew more about the pizza market, we could give a numerical formula for the quantity of pizza
demanded. For example, we might be able to write

Qd =60 - 10P + 2v.@" = 60 — 10P + 2Y.

In this case, the demand function is

D(P, Y) = 60 - 10P + 2v P(P; ¥) = 60 — 10P + 2Y.

For any price of pizza and aggregate income, this function gives the corresponding quantity of pizza demanded.



For example, if aggregate income is $10 and the price of pizza is $2, then the quantity of pizza demanded is 60
pies; if the price of pizza rises to $3, the quantity of pizza demanded falls to 50 pies.

Functional notation allows us to express the idea that variables are related, even when we do not have
enough information to indicate the precise numerical relationship. For example, we might know that the quantity
of pizza demanded falls when the price rises from $2 to $3, but we might not know by how much it falls. In this
case, functional notation is useful: as long as we know that a relationship among the variables exists, we can
express that relationship using functional notation.

The Use of Multiple Models

Macroeconomists study many facets of the economy. For example, they examine the role of saving in
economic growth, the impact of minimum-wage laws on unemployment, the effect of inflation on interest
rates, and the influence of trade policy on the trade balance and exchange rate.

Economists use models to address all of these issues, but no single model can answer every question. Just
as carpenters use different tools for different tasks, economists use different models to explain different
phenomena. Students of macroeconomics must keep in mind that thereis no single “correct” model that
applies to every economic question. Instead, there are many models, each of which is useful for shedding light
on a particular facet of the economy. The field of macroeconomicsis like a Swiss Army knife — a set of
complementary but distinct tools that can be applied in different waysin different circumstances.

This book presents many different models that address different questions and make different assumptions.
Remember that a model is only as good as its assumptions and that an assumption that is useful for some
purposes may be misleading for others. When using a model, the economist must keep in mind the underlying
assumptions and judge whether they are reasonable for studying the matter at hand.

Prices: Flexible Versus Sticky

Throughout this book, one group of assumptions will prove especially important: those concerning the speed at
which wages and prices adjust to changing conditions. Economists normally presume that the price of a good
or a service moves quickly to bring quantity supplied and quantity demanded into balance. In other words,
they assume that markets are normally in equilibrium, so the price of any good or service is found where the
supply and demand curves intersect. This assumption, called market clearing, is central to the model of the
pizza market discussed earlier. For answering most questions, economists use market-clearing models.

However, the assumption of continuous market clearing is not entirely realistic. For markets to clear



continuously, prices must adjust instantly to changesin supply and demand. In fact, many wages and prices
adjust slowly. Labor contracts often set wages for up to three years. Many firms leave their product prices the
same for long periods of time; for example, magazine publishers change their newsstand prices only every
three or four years. Although market-clearing models assume that all wages and prices are flexible, in the real

world some wages and prices are sticky.

The apparent stickiness of prices does not make market-clearing models useless. After all, prices are not
stuck forever; eventually, they adjust to changesin supply and demand. Market-clearing models might not
describe the economy at every instant, but they do describe the equilibrium toward which the economy
gravitates. Therefore, most macroeconomists believe that price flexibility is a good assumption for studying
long-run issues, such as the growth in real GDP that we observe from decade to decade.

For studying short-run issues, such as year-to-year fluctuations in real GDP and unemployment, the
assumption of price flexibility isless plausible. Over short periods, many prices in the economy are fixed at
predetermined levels. Therefore, most macroeconomists believe that price stickiness is a better assumption for
studying the short-run behavior of the economy.

Microeconomic Thinking and Macroeconomic
Models

Microeconomicsis the study of how households and firms make decisions and how these decisionmakers
interact in the marketplace. A central principle of microeconomics is that households and firms optimize —
they do the best they can for themselves, given their objectives and the constraints they face. In
microeconomic models, households choose their purchases to maximize their level of satisfaction, called
utility, and firms make production decisions to maximize their profits.

Because economy-wide events arise from the interaction of many households and firms, macroeconomics
and microeconomics are inextricably linked. When we study the economy as a whole, we must consider the
decisions of individual economic actors. For example, to understand what determines total consumer spending,
we must think about a family deciding how much to spend today and how much to save for the future. To
understand what determines total investment spending, we must think about a firm deciding whether to build a
new factory. Because aggregate variables are the sum of the variables describing many individual decisions,
macroeconomic theory rests on a microeconomic foundation.

Although microeconomic decisions underlie all economic models, in many models the optimizing behavior
of households and firmsisimplicit rather than explicit. The model of the pizza market we discussed earlier is
an example. Households' decisions about how much pizzato buy underlie the demand for pizza, and pizzerias



decisions about how much pizzato produce underlie the supply of pizza. Presumably, households make their
decisions to maximize utility, and pizzerias make their decisions to maximize profit. Y et the model does not
focus on how these microeconomic decisions are made; instead, it leaves these decisions in the background.
Similarly, although microeconomic decisions underlie macroeconomic phenomena, macroeconomic models do
not necessarily focus on the optimizing behavior of households and firms; again, they sometimes leave that
behavior in the background.

FYI
The Early Lives of Macroeconomists

How do people choose to become macroeconomists? There is no single path into the career. Here are the
stories from some economists who later won Nobel Prizes for their work.t

Milton Friedman (Nobel 1976): “I graduated from college in 1932, when the United States was at the bottom of
the deepest depression in its history before or since. The dominant problem of the time was economics. How to
get out of the depression? How to reduce unemployment? What explained the paradox of great need on the one
hand and unused resources on the other? Under the circumstances, becoming an economist seemed more
relevant to the burning issues of the day than becoming an applied mathematician or an actuary.”

James Tobin (Nobel 1981): “I was attracted to the field for two reasons. One was that economic theory is a
fascinating intellectual challenge, on the order of mathematics or chess. | liked analytics and logical argument. . .
. The other reason was the obvious relevance of economics to understanding and perhaps overcoming the Great
Depression.”

Franco Modigliani (Nobel 1985): “For a while it was thought that | should study medicine because my father
was a physician. . . . | went to the registration window to sign up for medicine, but then | closed my eyes and
thought of blood! | got pale just thinking about blood and decided under those conditions | had better keep away
from medicine. . . . Casting about for something to do, | happened to get into some economics activities. | knew
some German and was asked to translate from German into Italian some articles for one of the trade
associations. Thus | began to be exposed to the economic problems that were in the German literature.”

Robert Solow (Nobel 1987): “I came back [to college after being in the army] and, almost without thinking
about it, signed up to finish my undergraduate degree as an economics major. The time was such that | had to
make a decision in a hurry. No doubt | acted as if | were maximizing an infinite discounted sum of one-period
utilities, but you couldn’t prove it by me. To me it felt as if | were saying to myself: ‘What the hell.” ”

Robert Lucas (Nobel 1995): “In public school science was an unending and not very well organized list of
things other people had discovered long ago. In college, | learned something about the process of scientific
discovery, but what little | learned did not attract me as a career possibility. . . . What | liked thinking about were
politics and social issues.”

George Akerlof (Nobel 2001): “When | went to Yale, | was convinced that | wanted to be either an economist
or an historian. Really, for me it was a distinction without a difference. If | was going to be an historian, then |
would be an economic historian. And if | was to be an economist, | would consider history as the basis for my
economics.”



Edward Prescott (Nobel 2004): “Through discussion with [my father], | learned a lot about the way businesses
operated. This was one reason why | liked my microeconomics course so much in my first year at Swarthmore
College. The price theory that | learned in that course rationalized what | had learned from him about the way
businesses operate. The other reason was the textbook used in that course, Paul A. Samuelson’s Principles of
Economics. | loved the way Samuelson laid out the theory in his textbook, so simply and clearly.”

Edmund Phelps (Nobel 2006): “Like most Americans entering college, | started at Amherst College without a
predetermined course of study and without even a career goal. My tacit assumption was that | would drift into the
world of business — of money, doing something terribly smart. In the first year, though, | was awestruck by Plato,
Hume, and James. | would probably have gone on to major in philosophy were it not that my father cajoled and
pleaded with me to try a course in economics, which | did the second year. . . . | was hugely impressed to see
that it was possible to subject the events in those newspapers | had read about to a formal sort of analysis.”

Christopher Sims (Nobel 2011): “[My Uncle] Mark prodded me regularly, from about age 13 onward, to study
economics. He gave me von Neumann and Morgenstern’s Theory of Games for Christmas when | was in high
school. When | took my first course in economics, | remember arguing with him over whether it was possible for
the inflation rate to explode upward if the money supply were held constant. | took the monetarist position. He
qguestioned whether | had a sound argument to support it. For years | thought he was having the opposite of his
intended effect, and | studied no economics until my junior year of college. But as | began to doubt that | wanted
to be immersed for my whole career in the abstractions of pure mathematics, Mark’s efforts had left me with a
pretty clear idea of an alternative.”

L The first five quotations are from William Breit and Barry T. Hirsch, eds., Lives of the Laureates, 4th ed. (Cambridge, MA: MIT Press, 2004).
The sixth, seventh, and ninth are from the Nobel website. The eighth is from Arnold Heertje, ed., The Makers of Modern Economics, vol. Il
(Aldershot, U.K.: Edward Elgar Publishing, 1995).



1-3 How This Book Proceeds

This book has five parts. This chapter and the next make up Part One, the “Introduction.” Chapter 2 discusses
how economists measure economic variables, such as aggregate income, the inflation rate, and the
unemployment rate.

Part Two, “Classical Theory: The Economy in the Long Run,” presents the classical model of how the
economy works. The key assumption of the classical model is that prices are flexible. That is, with rare
exceptions, the classical model assumes that markets clear. The assumption of price flexibility greatly
simplifies the analysis, which is why we start with it. Y et because this assumption accurately describes the
economy only in the long run, classical theory is best suited for analyzing atime horizon of at least several
years.

Part Three, “Growth Theory: The Economy in the Very Long Run,” builds on the classical model. It
maintains the assumptions of price flexibility and market clearing but adds a new emphasis on growth in the
capital stock, the labor force, and technological knowledge. Growth theory is designed to explain how the
economy evolves over a period of several decades.

Part Four, “Business Cycle Theory: The Economy in the Short Run,” examines the behavior of the
economy when prices are sticky. The non-market-clearing model developed here is designed to analyze short-
run issues, such as the reasons for economic fluctuations and the influence of government policy on those
fluctuations. It is best suited for analyzing the changes in the economy we observe from month to month or
from year to year.

Part Five, “Topicsin Macroeconomic Theory and Policy,” covers material to supplement, reinforce, and
refine our long-run and short-run analyses. Some chapters present advanced material of a somewhat theoretical
nature, including macroeconomic dynamics, models of consumer behavior, and theories of firms' investment
decisions. Other chapters consider what role the government should have in the economy and discuss the
debates over stabilization policy, government debt, and financial crises.



CHAPTER 2

The Data of Macroeconomics

Mankiw, Macroeconomics, 10e, © 2019 Worth Publishers

It is acapital mistake to theorize before one has data. Insensibly one begins to twist facts to suit
theories, instead of theories to suit facts.

—Sherlock Holmes

Scientists, economists, and detectives have much in common: they all want to figure out what’s going onin
the world around them. To do this, they rely on theory and observation. They build theories to try to make
sense of what they see happening. They then turn to more systematic observation to judge the theories
validity. Only when theory and evidence comeinto line do they feel they understand the situation. This chapter
discusses the types of observation that economists use to develop and test their theories.

Casual observation is one source of information about what’ s happening in the economy. When you go
shopping, you notice whether prices arerising, falling, or staying the same. When you look for ajob, you learn
whether firms are hiring. Every day, as we go about our lives, we participate in some aspect of the economy
and get some sense of economic conditions.

A century ago, economists monitoring the economy had little more to go on than such casual observations.
This fragmentary information made economic policymaking difficult. One person’s anecdote would suggest
the economy was moving in one direction, while another’ s would suggest otherwise. Economists needed some
way to combine many individual experiences into a coherent whole. There was an obvious solution: as the old
guip goes, the plural of “anecdote” is “data.”

Today, economic data offer a systematic and objective source of information, and almost every day you
can hear or read a story about some newly released statistic. Most of these statistics are produced by the
government. Various government agencies survey households and firms to learn about their economic activity
— how much they are earning, what they are buying, whether they have a job or are looking for work, what
prices they are charging, how much they are producing, and so on. From these surveys, the agencies compute
various statistics that summarize the state of the economy. Economists use these statistics to study the



economy; policymakers use them to monitor developments and formulate policies.

This chapter focuses on the three statistics that economists and policymakers use most often. Gross
domestic product, or GDP, tells us the nation’ s total income and the total expenditure on its output of goods
and services. The consumer price index, or CPl, measures the level of prices. The unemployment rate tells us
the fraction of workers who are unemployed. In the following pages, we see how these statistics are computed
and what they tell us about the economy.



2-1 Measuring the Value of Economic
Activity: Gross Domestic Product

Gross domestic product, or GDP, is often considered the best measure of how well an economy is

performing. In the United States, this statistic is computed every three months by the Bureau of Economic
Analysis, apart of the U.S. Department of Commerce, from alarge number of primary data sources. These
primary sources include both (1) administrative data, which are byproducts of government functions such as
tax collection, education programs, defense, and regulation and (2) statistical data, which come from
government surveys of, for example, retail establishments, manufacturing firms, and farms. The purpose of
GDP isto summarize al these data with a single number representing the dollar value of economic activity in
agiven period of time.

There are two ways to view this statistic. One way to view GDP is as the total income of everyone in the
economy; another way is as the total expenditure on the economy’s output of goods and services. From either
viewpoint, it is clear why GDP is a gauge of economic performance. GDP measures something people care
about — their incomes. Similarly, an economy with alarge output of goods and services can better satisfy the
demands of households, firms, and the government.

How can GDP measure both the economy’ s income and its expenditure on output? It can do so because
these two quantities are really the same: for the economy as awhole, income must equal expenditure. That
fact, in turn, follows from an even more fundamental one: because every transaction has a buyer and a seller,
every dollar of expenditure by a buyer must become a dollar of income to a seller. When Jack paints Jill’s
house for $10,000, that $10,000 is income to Jack and expenditure by Jill. The transaction contributes $10,000
to GDP, regardless of whether we are adding up all income or all expenditure.

To understand the meaning of GDP more fully, we turn to national income accounting, the system used
to measure GDP and many related statistics.

Income, Expenditure, and the Circular Flow

Imagine an economy that produces a single good, bread, from asingle input, labor. Figure 2-1 illustrates all
the economic transactions that occur between households and firmsin this economy.
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FIGURE 2-1 The Circular Flow This figure illustrates the flows between firms and households in an economy that
produces one good, bread, from one input, labor. The inner loop represents the flows of labor and bread: households
sell their labor to firms, and the firms sell the bread they produce to households. The outer loop represents the
corresponding flows of dollars: households pay the firms for the bread, and the firms pay wages and profit to the
households. In this economy, GDP is both the total expenditure on bread and the total income from the production of
bread.

The inner loop in Eigure 2-1 represents the flows of bread and labor. The households sell their labor to the
firms. The firms use the labor of their workers to produce bread, which the firmsin turn sell to the households.
Hence, labor flows from households to firms, and bread flows from firms to households.

The outer loop in Figure 2-1 represents the corresponding flow of dollars. The households buy bread from
the firms. The firms use some of the revenue from these sales to pay the wages of their workers, and the
remainder is the profit belonging to the owners of the firms (who themselves are part of the household sector).
Hence, expenditure on bread flows from households to firms, and income in the form of wages and profit
flows from firmsto households.

GDP measures the flow of dollars in this economy. We can compute it in two ways. GDP is the total
income from the production of bread, which equals the sum of wages and profit — the top half of the circular
flow of dollars. GDP is also the total expenditure on purchases of bread — the bottom half of the circular flow
of dollars. To compute GDP, we can look at either the flow of dollars from firmsto households or the flow of
dollars from households to firms.



These two ways of computing GDP must be equal because, by the rules of accounting, the expenditure of
buyers on products is income to the sellers of those products. Every transaction that affects expenditure must
affect income, and every transaction that affects income must affect expenditure. For example, suppose that a
firm produces and sells one more loaf of bread to a household. Clearly this transaction raises total expenditure
on bread, but it also has an equal effect on total income. If the firm produces the extraloaf without hiring any
more labor (such as by making the production process more efficient), then profit increases. If the firm
produces the extraloaf by hiring more labor, then wages increase. In both cases, expenditure and income
increase equally.

FYI
Stocks and Flows

Many economic variables measure a quantity of something — a quantity of money, a quantity of goods, and so
on. Economists distinguish between two types of quantity variables: stocks and flows. A stock is a quantity

measured at a given point in time, whereas a flow is a quantity measured per unit of time.

A bathtub, shown in Eigure 2-2, is the classic example used to illustrate stocks and flows. The amount of
water in the tub is a stock: it is the quantity of water in the tub at a given point in time. The amount of water
coming out of the faucet is a flow: it is the quantity of water being added to the tub per unit of time. Note that we
measure stocks and flows in different units. We say that the bathtub contains 50 gallons of water but that water is

coming out of the faucet at 5 gallons per minute.
Flow
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FIGURE 2-2 Stocks and Flows The amount of water in a bathtub is a stock: it is a quantity measured at a given moment in time. The amount
of water coming out of the faucet is a flow: it is a quantity measured per unit of time.

GDP is probably the most important flow variable in economics: it tells us how many dollars are flowing
around the economy’s circular flow per unit of time. When someone says that the U.S. GDP is $20 trillion, this
means that it is $20 trillion per year. (Equivalently, we could say that U.S. GDP is $634,000 per second.)

Stocks and flows are often related. In the bathtub example, these relationships are clear. The stock of water
in the tub represents the accumulation of the flow out of the faucet, and the flow of water represents the change in
the stock. When building theories to explain economic variables, it is often useful to determine whether the
variables are stocks or flows and whether any relationships link them.

Here are some examples of related stocks and flows that we study in future chapters:

= A person’s wealth is a stock; his income and expenditure are flows.
= The number of unemployed people is a stock; the number of people losing their jobs is a flow.



= The amount of capital in the economy is a stock; the amount of investment is a flow.
= The government debt is a stock; the government budget deficit is a flow.

Rules for Computing GDP

In an economy that produces only bread, we can compute GDP by adding up the total expenditure on bread.
Real economies, however, include the production and sale of a vast number of goods and services. To compute
GDP for such a complex economy, it is helpful to have a more precise definition: gross domestic product
(GDP) is the market value of all final goods and services produced within an economy in a given period of
time. To see how this definition is applied, let’s discuss some of the rules that economists follow in
constructing this statistic.

Adding Apples and Oranges

The U.S. economy produces many different goods and services — hamburgers, haircuts, cars, computers, and
so on. GDP combines the value of these goods and servicesinto a single measure. The diversity of productsin
the economy complicates the calculation of GDP because different products have different values.

Suppose, for example, that the economy produces four apples and three oranges. How do we compute
GDP? We could simply add apples and oranges and conclude that GDP equals seven pieces of fruit. But this
makes sense only if we think apples and oranges have equal value, which is generally not true. (Thiswould be
even clearer if the economy produces four watermelons and three grapes.)

To compute the total value of different goods and services, the national income accounts use market prices
because these prices reflect how much people are willing to pay for agood or service. Thus, if apples cost
$0.50 each and oranges cost $1.00 each, GDP would be

GDP=(Price of ApplesxQuantity of Apples)+ (Price of OrangesxQuantity of
GDP = (Priceof Apples x Quantity of Apples)
+ (Price of Oranges x Quantity of Oranges)
= ($0.50 x 4) + ($1.00 x 3)

Oranges)=($0.50x4)+($1.00x3)=$5.00. = $5.00.

GDP equals $5.00 — the value of all the apples, $2.00, plus the value of all the oranges, $3.00.



Used Goods

When the Topps Company makes a pack of baseball cards and sells it for $2, that $2 is added to the nation’s
GDP. But when a collector sells arare Mickey Mantle card to another collector for $500, that $500 is not part
of GDP. GDP measures the value of currently produced goods and services. The sae of the Mickey Mantle
card reflects the transfer of an asset, not an addition to the economy’ s income. Thus, the sale of used goodsis
not included in GDP.

Inventories

Imagine that a bakery hires workers to produce more bread, pays their wages, and then fails to sell the
additional bread. How does this transaction affect GDP?

The answer depends on what happens to the unsold bread. Let’sfirst suppose that the bread spails. In this
case, the firm has paid more in wages but has not received any additional revenue, so the firm’s profit is
reduced by the amount that wages have increased. Total expenditure in the economy hasn’t changed because
no one buys the bread. Total income hasn’'t changed either — although more is distributed as wages and less
as profit. Because the transaction affects neither expenditure nor income, it does not alter GDP.

Now suppose, instead, that the bread is put into inventory (perhaps as frozen dough) to be sold later. In
this case, the national income accounts treat the transaction differently. The owners of the firm are assumed to
have “purchased’ the bread for the firm’sinventory, and the firm’s profit is not reduced by the additional
wages it has paid. Because the higher wages paid to the firm’s workers raise total income, and the greater
spending by the firm’s owners on inventory raises total expenditure, the economy’s GDP rises.

What happens later, when the firm sells the bread out of inventory? This case is similar to the sale of a
used good. There is spending by bread consumers, but thereis inventory disinvestment by the firm. This
negative spending by the firm offsets the positive spending by consumers, so the sale out of inventory does not
affect GDP.

The genera ruleis that when afirm increases its inventory of goods, thisinvestment in inventory is
counted as expenditure by the firm owners. Thus, production for inventory increases GDP just as much as
does production for final sale. A sale out of inventory, however, combines positive spending (the purchase)
and negative spending (inventory disinvestment), so it does not affect GDP. This treatment of inventories
ensures that GDP reflects the economy’ s current production of goods and services.

Intermediate Goods



Many goods are produced in stages. raw materials are processed into intermediate goods by one firm and then
sold to another firm for final processing. How should we treat such products when computing GDP? For
example, suppose a cattle rancher sells one-quarter pound of meat to McDonald’ s for $1, and then
McDonald's sells you a hamburger for $3. Should GDP include both the meat and the hamburger (a total of
$4) or just the hamburger ($3)?

The answer is that GDP includes only the value of final goods. Thus, the hamburger is included in GDP,
but the meat is not: GDP increases by $3, not by $4. The reason is that the value of intermediate goodsis
aready included as part of the market price of the final goods in which they are used. To add the intermediate
goods to the final goods would be double counting — that is, the meat would be counted twice. Hence, GDP
isthetotal value of final goods and services produced.

One way to compute the value of all final goods and servicesis to sum the value added at each stage of
production. The value added of afirm equals the value of the firm’s output less the value of the intermediate
goods that the firm purchases. In the case of the hamburger, the value added of the rancher is $1 (assuming
that the rancher bought no intermediate goods), and the value added of McDonald'sis $3-$1, or $2.
$3 — 81, or $2. Total value added is $1+$2, 31 + 82, which equals $3. For the economy as awhole, the sum
of all value added must equal the value of all final goods and services. Hence, GDP is also thetotal value
added of al firmsin the economy.

Imputations

Although most goods and services are valued at their market prices when computing GDP, some are not sold
in the marketplace and therefore do not have market prices. If GDP is to include these goods and services, we
must use an estimate of their value. Such an estimate is called an imputed value.

Imputations are especially important for determining the value of housing. A person who rents a houseis
buying housing services and providing income for the landlord; the rent is part of GDP, both as expenditure by
the renter and as income for the landlord. Some people, however, own their homes. They do not pay rent to a
landlord, but they are enjoying housing services similar to those that renters purchase. To take account of the
housing services enjoyed by homeowners, GDP includes the “rent” that these homeowners “pay” to
themselves. Of course, homeowners do not in fact pay themselves this rent. The Department of Commerce
estimates what the market rent for a house would be if it were rented and includes that imputed rent as part of
GDP. This imputed rent is included both in the homeowner’ s expenditure and in the homeowner’ s income.

Imputations also arise in valuing government services. For example, police officers, firefighters, and
senators provide services to the public. Assigning a value to these servicesis difficult because they are not sold



in a marketplace and therefore do not have a market price. The national income accounts include these
servicesin GDP by valuing them at their cost. That is, the wages of these public servants are used to measure
the value of their output.

In many cases, an imputation is called for in principle but, to keep things simple, is not made in practice.
Because GDP includes the imputed rent on owner-occupied houses, one might expect it also to include the
imputed rent on cars, lawn mowers, jewelry, and other durable goods owned by households. Y et the value of
theserental servicesis left out of GDP. In addition, some of the output of the economy is produced and
consumed at home and never enters the marketplace. For example, meals cooked at home are similar to meals
cooked at arestaurant, yet the value added when a person prepares ameal at homeis left out of GDP.

Finally, no imputation is made for the value of goods and services sold in the underground economy. The
underground economy is the part of the economy that people hide from the government either because they
wish to evade taxation or because the activity isillegal. Examples include domestic workers paid “ off the
books’ and theillegal drug trade. The size of the underground economy varies widely from country to
country. In the United States, the underground economy is estimated to be less than 10 percent of the official
economy, whereas in some developing nations, such as Thailand, Nigeria, and Bolivia, the underground
economy is more than half as large as the official one.

Because the imputations necessary for computing GDP are only approximate, and because the value of
many goods and services s left out altogether, GDP is an imperfect measure of economic activity. These
imperfections are most problematic when comparing standards of living across countries. Y et as long as the
magnitude of these imperfections remainsfairly constant over time, GDP is useful for comparing economic
activity from year to year.

Real GDP Versus Nominal GDP

Economists use the rules just described to compute GDP, which values the economy’ s total output of goods
and services. But is GDP a good measure of economic well-being? Consider once again the economy that
produces only apples and oranges. In this economy, GDP is the sum of the value of al the apples produced
and the value of al the oranges produced. That is,

GDP=(Price of ApplesxQuantity of Apples)+ (Price of OrangesxQuantity of Oranges).
GDP = (Priceof Apples x Quantity of Apples)
+ (Price of Oranges x Quantity of Oranges).

Economists call the value of goods and services measured at current prices nominal GDP. Notice that



nominal GDP can increase either because prices rise or because quantities rise.

It is easy to see that GDP computed this way is not a good gauge of economic well-being. That is, this
measure does not accurately reflect how well the economy can satisfy the demands of households, firms, and
the government. If al prices doubled without any change in quantities, nominal GDP would double. Yet it
would be misleading to say that the economy’ s ability to satisfy demands has doubled because the quantity of
every good produced remains the same.

A better measure of economic well-being would tally the economy’ s output of goods and services without
being influenced by changesin prices. For this purpose, economists use real GDP, which is the value of goods
and services measured using a constant set of prices. That is, real GDP shows what would have happened to
expenditure on output if quantities had changed but prices had not.

To see how real GDP is computed, imagine we want to compare output in 2017 with output in subsequent
years for our apple-and-orange economy. We could begin by choosing a set of prices, called base-year prices,
such as the prices that prevailed in 2017. Goods and services are then added up using these base-year pricesto
value the different goods in each year. Real GDP for 2017 would be

Real GDP=(2017 Price of Applesx2017 Quantity of Apples)+ (2017 Price of Orangesx2017 Quantity of
Real GDP = (2017 Price of Apples x 2017 Quantity of Apples)

Oranges). + (2017 Price of Oranges x 2017 Quantity of Oranges).

Similarly, real GDP in 2018 would be

Real GDP=(2017 Price of Applesx2018 Quantity of Apples)+ (2017 Price of Orangesx2018 Quantity of
Real GDP = (2017 Price of Apples x 2018 Quantity of Apples)

Oranges). + (2017 Price of Oranges x 2018 Quantity of Oranges).

And real GDP in 2019 would be

Real GDP=(2017 Price of Applesx2019 Quantity of Apples)+ (2017 Price of Orangesx2019 Quantity of
Real GDP = (2017 Price of Apples x 2019 Quantity of Apples)

Oranges). + (2017 Price of Oranges x 2019 Quantity of Oranges).

Notice that 2017 prices are used to compute real GDP for all three years. With the prices held constant, real
GDP varies from year to year only if the quantities produced vary. Because a society’s ability to provide



economic satisfaction for its members ultimately depends on the quantities of goods and services produced,
real GDP provides a better measure of economic well-being than does nominal GDP.

The GDP Deflator

From nominal GDP and real GDP, we can compute a third statistic: the GDP deflator. The GDP deflator, also
called the implicit price deflator for GDP, is the ratio of nominal GDP to real GDP:

GDP Deflator — ~ominal GDP.
GDP Deflator=Nominal GDPRea GDP. Real GDP

The GDP deflator reflects what’ s happening to the overall level of pricesin the economy.

To better understand this, consider again an economy with only one good, bread. If P is the price of bread
and Q is the quantity sold, then nominal GDP is the total number of dollars spent on bread in that year, PxQ.
P x (. Real GDP is the number of loaves of bread produced in that year times the price of bread in some
base year, Pbaser_Hme % ). The GDP deflator is the price of bread in that year relativeto the price of

bread in the base year, P/Pbase. £/ Fhase-

The definition of the GDP deflator alows us to separate nominal GDP into two parts. one part measures
quantities (real GDP) and the other measures prices (the GDP deflator). That is,

Nominal GDP=Real GDPxGDP Deflator. Nominal GDP = Real GDP x GDP Deflator.

Nominal GDP measures the current dollar value of the output of the economy. Real GDP measures output
valued at constant prices. The GDP deflator measures the price of output relative to its price in the base year.
We can also write this equation as

Real GDP — I\Iﬂmmal GDP .
Real GDP=Nomina GDPGDP Deflator. GDP Deflator

In thisform, you can see how the deflator earnsits name: it is used to deflate (that is, take inflation out of)
nominal GDP to yield real GDP.



Chain-Weighted Measures of Real GDP

We have been discussing real GDP asif the prices used to compute this measure never change from their
base-year values. If thiswere truly the case, over time the prices would become more and more dated. For
instance, the price of computers has fallen substantially in recent years, while the price of ayear at college has
risen. When valuing the production of computers and education, it would be misleading to use the prices that
prevailed ten or twenty years ago.

To solve this problem, the Bureau of Economic Analysis used to periodically update the prices used to
compute real GDP. About every five years, a new base year was chosen. The prices were then held fixed and
used to measure year-to-year changes in the production of goods and services until the base year was updated
once again.

In 1995, the Bureau announced a new policy for dealing with changes in the base year. In particular, it
now uses chain-weighted measures of real GDP. With these new measures, the base year changes
continuously over time. In essence, average pricesin 2017 and 2018 are used to measure real growth from
2017 to 2018, average prices in 2018 and 2019 are used to measure real growth from 2018 to 2019, and so on.
These various year-to-year growth rates are then put together to form a*“chain” that can be used to compare
the output of goods and services between any two dates.

This new chain-weighted measure of real GDP is better than the more traditional measure because it
ensures that the prices used to compute real GDP are never far out of date. For most purposes, however, the
differences are not significant. It turns out that the two measures of real GDP are highly correlated with each
other. As a practical matter, both measures of real GDP reflect the same thing: economy-wide changesin the
production of goods and services.

FYI
Two Helpful Hints for Working with Percentage Changes

For manipulating many relationships in economics, there is an arithmetic fact that is useful to learn: The
percentage change of a product of two variables is approximately the sum of the percentage changes in each of
the variables.

Consider an example. Let P denote the GDP deflator and Y denote real GDP. Nominal GDP is pxy . P x Y.
Applying the arithmetic fact, we get

Percentage Change in (PxY)=(Percentage Change in P)+(Percentage Change in Y).
Percentage Changein (P x Y')

~ (Percentage Change in P)

+(Percentage ChangeinY').



For instance, suppose that in one year, real GDP is 100 and the GDP deflator is 2; the next year, real GDP is
103 and the GDP deflator is 2.1. We can calculate that real GDP rose by 3 percent and that the GDP deflator
rose by 5 percent. Nominal GDP rose from 200 the first year to 216.3 the second year, an increase of 8.15
percent. Notice that the growth in nominal GDP (8.15 percent) is approximately the sum of the growth in the GDP
deflator (5 percent) and the growth in real GDP (3 percent).®

A second arithmetic fact follows as a corollary to the first: The percentage change of a ratio is approximately
the percentage change in the numerator minus the percentage change in the denominator. Again, consider an
example. Let Y denote GDP and L denote the population, so that Y/L is GDP per person. The second fact states
that

Percentage Change in (Y/L)=(Percentage Change in Y)—(Percentage Change in L).
Percentage Changein (Y /L)

~ (Percentage ChangeinY’)

—(Percentage Changein L).

For instance, suppose that in the first year, Y is 100,000 and L is 100, so Y/L is 1,000; in the second year, Y is
110,000 and L is 103, so Y/L is 1,068. Notice that the growth in GDP per person (6.8 percent) is approximately
the growth in income (10 percent) minus the growth in population (3 percent).

The Components of Expenditure

Economists and policymakers care not only about the economy’ s total output of goods and services but also
about the allocation of this output among alternative uses. The national income accounts divide GDP into four
broad categories of spending:

Consumption (C)
Investment (1)
Government purchases (G)
Net exports (NX).

Thus, letting Y stand for GDP,

Y:C+|+G+NX_Y =C+1+G+ NX.

GDP is the sum of consumption, investment, government purchases, and net exports. Each dollar of GDP falls
into one of these categories. This equation is an identity — an equation that must hold because of the way the
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variables are defined. It is called the national income accounts identity.

Consumption consists of household expenditures on goods and services. Goods are tangible items, and
they in turn are split into durables and nondurables. Durable goods are goods that |ast a long time, such as cars
and TVs. Nondurable goods are goods that last only a short time, such as food and clothing. Services include
various intangible items that consumers buy, such as haircuts and doctor visits.

| nvestment consists of items bought for future use. Investment is divided into three subcategories:
business fixed investment, residential fixed investment, and inventory investment. Business fixed investment,
also called nonresidentia fixed investment, is the purchase by firms of new structures, equipment, and
intellectual property products. (Intellectual property products include software, research and development, and
entertainment, literary, and artistic originals.) Residential investment is the purchase of new housing by
households and landlords. Inventory investment is the increase in firms' inventories of goods. (If inventories
arefaling, inventory investment is negative.)

Government pur chases are the goods and services bought by federa, state, and local governments. This
category includes such items as military equipment, highways, and the services provided by government
workers. It does not include transfer payments to individuals, such as Socia Security and welfare. Because
transfer payments reall ocate existing income and are not made in exchange for goods and services, they are
not part of GDP.

The last category, net exports, accounts for trade with other countries. Net exports are the value of goods
and services sold to other countries (exports) minus the value of goods and services that other countries sell to
us (imports). Net exports are positive when the value of our exports is greater than the value of our imports
and negative when the value of our importsis greater than the value of our exports. Net exports represent the
net expenditure from abroad on our goods and services, which provides income for domestic producers.

FYI
What Is Investment?

Newcomers to macroeconomics are sometimes confused by how macroeconomists use familiar words in new
and specific ways. One example is the term investment. The confusion arises because what looks like investment
for an individual may not be investment for the economy as a whole. The general rule is that the economy’s
investment does not include purchases that merely reallocate existing assets among different individuals.
Investment, as macroeconomists use the term, creates a new physical asset, called capital, which can be used in
future production.

Let’'s consider some examples. Suppose we observe these two events:

= Smith buys himself a 100-year-old Victorian house.
= Jones builds herself a brand-new contemporary house.

What is total investment here? Two houses, one house, or zero?



A macroeconomist seeing these two transactions counts only the Jones house as investment. Smith’s
transaction has not created new housing for the economy; it has merely reallocated existing housing to Smith
from the previous owner. By contrast, because Jones has added new housing to the economy, her new house is
counted as investment.

Similarly, consider these two events:

= Gates buys $5 million in IBM stock from Buffett on the New York Stock Exchange.
= General Motors sells $10 million in stock to the public and uses the proceeds to build a new car factory.

Here, investment is $10 million. The first transaction reallocates ownership of shares in IBM from Buffett to Gates;
the economy’s stock of capital is unchanged, so there is no investment as macroeconomists use the term. By
contrast, because General Motors is using some of the economy’s output of goods and services to add to its
stock of capital, its new factory is counted as investment.

CASE STUDY
GDP and Its Components

In 2016, the GDP of the United States totaled about $18.6 trillion. This number is so large that it is hard to
comprehend. We can make it easier to understand by dividing it by the 2016 U.S. population of 323 million. In this
way, we obtain GDP per person — the amount of expenditure for the average American — which equaled
$57,638.

How did this GDP get used? Table 2-1 shows that about two-thirds of it, or $39,677 per person, was spent on
consumption. Investment was $9,461 per person. Government purchases were $10,113 per person, $2,256 of
which was spent by the federal government on national defense.

TABLE 2-1 GDP and the Components of Expenditure: 2016

Total (billions of dollars) Per Person (dollars)

Gross Domestic Product 18,624 57,638
Consumption 12,821 39,677
Nondurable goods 2,710 8,388
Durable goods 1,411 4,367
Services 8,699 26,922
Investment 3,057 9,461
Nonresidential fixed investment 2,316 7,168
Residential fixed investment 706 2,185
Inventory investment 35 109

Government Purchases 3,268 10,113

Federal 1,231 3,811



Defense 729 2,256

Nondefense 503 1,555
State and local 2,036 6,302
Net Exports -521 -1,613
Exports 2,215 6,854
Imports 2,736 8,467

Data from: U.S. Department of Commerce, U.S. Census Bureau.

The average American bought $8,467 of goods imported from abroad and produced $6,854 of goods that
were exported to other countries. Because the average American imported more than he exported, net exports
were negative. Furthermore, because the average American earned less from selling to foreigners than he spent
on foreign goods, he must have financed the difference by taking out loans from foreigners (or, equivalently, by
selling them some of his assets). Thus, the average American borrowed $1,613 from abroad in 2016. m

Other Measures of Income

The national income accounts include other measures of income that differ slightly in definition from GDP. It
Is important to be aware of the various measures because economists and the media often refer to them.

To see how the alternative measures of income relate to one another, we start with GDP and modify it in
various ways. To obtain gross national product (GNP), we add to GDP receipts of factor income (wages,
profit, and rent) from the rest of the world and subtract payments of factor income to the rest of the world:

GNP=GDP+Factor Payments from Abroad—Factor Payments to Abroad.
GNP = GDP + Factor Payments from Abroad — Factor Payments to Abroad.

Whereas GDP measures the total income produced domestically, GNP measures the total income earned by
nationals (residents of a nation). For instance, if a Japanese resident owns an apartment building in New Y ork,
the rental income he earnsis part of U.S. GDP because it is earned in the United States. But because this rental
income is afactor payment to abroad, it is not part of U.S. GNP. In the United States, factor payments from
abroad and factor payments to abroad are similar in size — each representing about 4 percent of GDP — so
GDP and GNP are quite close.

To obtain net national product (NNP), we subtract from GNP the depreciation of capital — the amount of
the economy’ s stock of plants, equipment, and residential structures that wears out during the year:



NNP=GNP-Depreci ation. NNP = GNP — Depreciation.

In the national income accounts, depreciation is called the consumption of fixed capital. It equals about 16
percent of GNP. Because the depreciation of capital isa cost of producing the output of the economy,
subtracting depreciation shows the net result of economic activity.

Net national product is approximately equal to another measure called national income. The two differ by a
small correction called the statistical discrepancy, which arises because different data sources may not be
completely consistent:

National Income=NNP-Statistical Discrepancy.
National Income = NNP — Statistical Discrepancy.

National income measures how much everyone in the economy has earned.

The national income accounts divide national income into six components, depending on who earns the
income. The six categories, and the percentage of national income paid in each category in 2016, are as
follows:

= Compensation of employees (62 percent). The wages and fringe benefits earned by workers.

= Proprietors income (8 percent). The income of noncorporate businesses, such as small farms, mom-
and-pop stores, and law partnerships.

= Rental income (4 percent). The income that landlords receive, including the imputed rent that
homeowners “pay” to themselves, less expenses, such as depreciation.

= Corporate profits (13 percent). The income of corporations after payments to their workers and
creditors.

= Net interest (4 percent). The interest domestic businesses pay minus the interest they receive, plus
interest earned from foreigners.

= Taxes on production and imports (9 percent). Certain taxes on businesses, such as sales taxes, less
offsetting business subsidies. These taxes place a wedge between the price that consumers pay for a good
and the price that firmsreceive.

A series of adjustments take us from national income to personal income, the amount of income that
households and noncorporate businesses receive. Four of these adjustments are most important. First, we
subtract taxes on production and imports because these taxes never enter anyone' s income. Second, we reduce
national income by the amount that corporations earn but do not pay out, either because the corporations are
retaining earnings or because they are paying taxesto the government. This adjustment is made by subtracting
corporate profits (which equal the sum of corporate taxes, dividends, and retained earnings) and adding back



dividends. Third, we increase national income by the net amount the government pays out in transfer
payments. This adjustment equals government transfers to individuals minus social insurance contributions
paid to the government. Fourth, we adjust national income to include the interest that households earn rather
than the interest that businesses pay. This adjustment is made by adding personal interest income and
subtracting net interest. (The difference between personal interest and net interest arisesin part because
interest on the government debt is part of the interest that households earn but is not part of the interest that
businesses pay out.) Thus,

Personal Income=Nationa Income- Indirect Business Taxes— Corporate Profits— Social Insurance
Contributions— Net Interest+ Dividends+ Government Transfers to Individuals+ Personal Interest Income.
Personal Income = National Income

— Indirect Business Taxes

— Corporate Profits

— Social Insurance Contributions

Net Interest

+ Dividends

+ Government Transfers to Individuals

+ Personal Interest Income.

Next, if we subtract personal taxes, we obtain disposable personal income:

Disposable Personal Income=Personal Income—Personal Taxes.
Disposable Personal Income = Personal Income — Personal Taxes.

We areinterested in disposable persona income because it is the amount households and noncorporate
businesses have available to spend after satisfying their tax obligations to the government.

Seasonal Adjustment

Because real GDP and the other measures of income reflect how well the economy is performing, economists
are interested in studying the quarter-to-quarter fluctuations in these variables. Y et when we start to do so, one
fact leaps out: all these measures of income exhibit a regular seasonal pattern. The output of the economy rises
during the year, reaching a peak in the fourth quarter (October, November, and December) and then falling in
thefirst quarter (January, February, and March) of the next year. These regular seasonal changes are
substantial. From the fourth quarter to the first quarter, real GDP falls on average about 8 percent.2
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It is not surprising that real GDP follows a seasonal cycle. Some of these changes are attributable to
changesin our ability to produce: for example, building homes is more difficult during the cold weather of
winter than during other seasons. In addition, people have seasonal tastes: they have preferred times for
activities like vacations and Christmas shopping.

When economists study fluctuations in real GDP and other economic variables, they often want to
eliminate the portion of fluctuations due to predictable seasonal changes. Y ou will find that most of the
economic statistics reported are seasonally adjusted. This means that the data have been adjusted to remove
the regular seasonal fluctuations. (The precise statistical procedures used are too elaborate to discuss here, but
in essence they involve subtracting those changes in income that are predictable just from the change in
season.) Therefore, when you observe arise or fall in real GDP or any other data series, you must look beyond
the seasonal cycle for the explanation.2
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2-2 Measuring the Cost of Living: The
Consumer Price Index

A dollar today doesn’t buy as much as it did twenty years ago. The cost of amost everything has gone up.
Thisincreasein the overall level of pricesis called inflation, and the percentage change in the price level from
one period to the next is called the inflation rate. Inflation is a primary concern of economists and
policymakers. In later chapters, we examine the causes and effects of inflation. Here we discuss how
economists measure changes in the cost of living.

The Price of a Basket of Goods

The most commonly used measure of the level of pricesisthe consumer priceindex (CPIS). The Bureau of
Labor Statistics (BLS) has the job of computing the CPI. It begins by collecting the prices of thousands of
goods and services. Just as GDP turns the quantities of many goods and services into a single number
measuring the value of production, the CPI turnsthe prices of many goods and services into a single index
measuring the overall level of prices.

How should economists aggregate the many prices in the economy into a single index that reliably
measures the price level ? They could simply compute an average of all prices. But this approach would treat
all goods and services equally. Because people buy more chicken than caviar, the price of chicken should have
agreater weight in the CPI than the price of caviar. The BLS weights different items by computing the price of
a basket of goods and services purchased by atypical consumer. The CPI is the price of this basket of goods
and servicesrelative to the price of the same basket in some base year.

For example, suppose that the typical consumer buys five apples and two oranges every month. Then the
basket of goods consists of five apples and two oranges, and the CPI is

CPI=(5%Current Price of Apples)+(2xCurrent Price of Oranges)(5x%2017 Price of Apples)+(2x2017 Price
(6 x Current Price of Apples) + (2 x Current Price of Oranges)

CPI =
(5 % 2017 Price of Apples) + (2 x 2017 Price of Oranges)

of Oranges)

In this CPI, 2017 is the base year. The index tells us how much it costs now to buy five apples and two
oranges relative to how much it cost to buy the same basket of fruit in 2017.



The consumer priceindex is the most closely watched index of prices, but it is not the only such index.
Another is the producer price index, which measures the price of atypical basket of goods bought by firms
rather than consumers. In addition to these overall priceindexes, the BLS computes price indexes for specific
types of goods, such as food, housing, and energy. Another statistic, sometimes called core inflation, measures
theincrease in price of a consumer basket that excludes food and energy products. Because food and energy
prices exhibit substantial short-run volatility, core inflation is sometimes viewed as a better gauge of ongoing
inflation trends.

How the CPl Compares to the GDP and PCE
Deflators

Earlier in this chapter, we saw another measure of prices — the implicit price deflator for GDP, which is the
ratio of nominal GDP to real GDP. The GDP deflator and the CPI give somewhat different information about
what’ s happening to the overall level of pricesin the economy. There are three key differences between the
two measures.

The first differenceis that the GDP deflator measures the prices of all goods and services produced,
whereas the CPI measures the prices of only the goods and services bought by consumers. Thus, an increase in
the price of goods bought only by firms or the government will show up in the GDP deflator but not in the
CPI.

The second differenceis that the GDP deflator includes only those goods produced domestically. Imported
goods are not part of GDP and do not show up in the GDP deflator. Hence, an increase in the price of Toyotas
made in Japan and sold in this country affects the CPI because the Toyotas are bought by consumers, but it
does not affect the GDP deflator.

The third and most subtle difference results from the way the two measures aggregate the many pricesin
the economy. The CPI assigns fixed weights to the prices of different goods, whereas the GDP deflator assigns
changing weights. In other words, the CPI is computed using a fixed basket of goods, whereas the GDP
deflator allows the basket of goods to change over time as the composition of GDP changes. The following
example shows how these approaches differ. Suppose that major frosts destroy the nation’s orange crop. The
guantity of oranges produced falls to zero, and the price of the few oranges that remain on grocers’ shelvesis
driven sky high. Because oranges are no longer part of GDP, the increase in the price of oranges does not show
up in the GDP deflator. But because the CPI is computed with afixed basket of goods that includes oranges,
the increase in the price of oranges causes a substantial rise in the CPI.

Economists call a price index with afixed basket of goods a Laspeyresindex and a priceindex with a



changing basket a Paasche index. Economic theorists have studied the properties of these different types of
price indexes to determine which is a better measure of the cost of living. The answer, it turnsout, is that
neither is clearly superior. When prices of different goods are changing by different amounts, a Laspeyres
(fixed basket) index tendsto overstate the increase in the cost of living because it does not take into account
the fact that consumers have the opportunity to substitute less expensive goods for more expensive ones. By
contrast, a Paasche (changing basket) index tends to understate the increase in the cost of living. Although it
accounts for the substitution of alternative goods, it does not reflect the reduction in consumers welfare that
result from such substitutions.

The example of the destroyed orange crop shows the problems with Laspeyres and Paasche price indexes.
Because the CPI is a Laspeyresindex, it overstates the impact of the increase in orange prices on consumers:
by using afixed basket of goods, it ignores consumers' ability to substitute apples for oranges. By contrast,
because the GDP deflator is a Paasche index, it understates the impact on consumers. the GDP deflator shows
norisein prices, yet surely the higher price of oranges makes consumers worse off.4

In addition to the CPI and the GDP deflator, another noteworthy measure of inflation is the implicit price
deflator for persona consumption expenditures (PCE), or PCE deflator. The PCE deflator is calculated like
the GDP deflator but, rather than being based on all of GDP, it is based on just the consumption component.
That is, the PCE deflator is the ratio of nominal consumer spending to real consumer spending.

The PCE deflator resembles the CPI in some ways and the GDP deflator in others. Like the CPI, the PCE
deflator includes only the prices of goods and services that consumers buy; it excludes the prices of goods and
services that are part of investment and government purchases. Also like the CPI, the PCE deflator includes
the prices of imported goods. But like the GDP deflator, the PCE deflator allows the basket of goods to change
over time as the composition of consumer spending changes. Because of this mix of attributes, the Federal
Reserve uses the PCE deflator as its preferred gauge of how quickly prices are rising.

Luckily, the differences among these various measures of inflation are usually small in practice. Figure 2-3
shows inflation as measured by the CPI, the GDP deflator, and the PCE deflator for each year from 1948 to
2016. All three measures usually tell the same story about how quickly prices arerising.
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FIGURE 2-3 Three Measures of Inflation This figure shows the percentage change in the CPI, the GDP deflator, and
the PCE deflator for every year from 1948 to 2016. These measures of prices diverge at times, but they usually tell the
same story about how quickly prices are rising. Both the CPI and the GDP deflator show that prices rose slowly in most
of the 1950s and 1960s, that they rose much more quickly in the 1970s, and that they have risen slowly again since the
mid-1980s.

Data from: U.S. Department of Commerce, U.S. Department of Labor.

Does the CPI Overstate Inflation?

The consumer priceindex is a closely watched measure of inflation. Policymakersin the Federal Reserve
monitor it, along with many other variables, when setting monetary policy. In addition, many laws and private
contracts have cost-of -living alowances, called COLAs, which use the CPI to adjust for changesin the price
level. For instance, Social Security benefits are adjusted automatically every year so that inflation will not
erode the living standard of the elderly.

Because so much depends on the CPI, it is important to ensure that this measure of the price level is
accurate. Many economists believe that, for a number of reasons, the CPI tends to overstate inflation.

One problem is the substitution bias we have aready discussed. Because the CPl measures the price of a
fixed basket of goods, it does not reflect the ability of consumersto substitute toward goods whose relative
prices have fallen. Thus, when relative prices change, the true cost of living rises less rapidly than does the
CPI.



A second problem is the introduction of new goods. When a new good is introduced into the marketplace,
consumers are better off because they have more products from which to choose. In effect, the introduction of
new goods increases the real value of the dollar. Y et thisincrease in the purchasing power of the dollar is not
reflected in alower CPI.

A third problem is unmeasured changesin quality. When afirm changes the quality of agood it sells, not
all of the good's price change reflects a change in the cost of living. The BLS does its best to account for
changesin the quality of goods over time. For example, if Ford increases the horsepower of a particular car
model from one year to the next, the CPI will reflect the change: the quality-adjusted price of the car will not
rise as fast as the unadjusted price. Y et many changesin quality, such as comfort or safety, are hard to
measure. If unmeasured quality improvement (rather than unmeasured quality deterioration) is typical, then
the measured CPI rises faster than it should.

In 1995, the Senate Finance Committee appointed a panel of economists to study the magnitude of the
measurement error in the CPI. The panel concluded that the CPI was biased upward by 0.8 to 1.6 percentage
points per year, with their “best estimate” being 1.1 percentage points. This report led to some changesin the
way the CPI is calculated, so the bias is now thought to be under 1 percent point. The CPI still overstates
inflation, but not by as much as it once did.2
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2-3 Measuring Joblessness: The
Unemployment Rate

One aspect of economic performance is how well an economy uses its resources. Because an economy’s
workers are its chief resource, keeping workers employed is a paramount concern of economic policymakers.
The unemployment rate is the statistic that measures the percentage of those people wanting to work who do
not have jobs. Every month, the U.S. Bureau of Labor Statistics (BLS) computes the unemployment rate and
many other statistics that economists and policymakers use to monitor developments in the labor market.

The Household Survey

The unemployment rate comes from a survey of about 60,000 households called the Current Population
Survey. These households include about 110,000 individuals. Based on the responses to survey questions, each
adult (age 16 and older) is placed into one of three categories:

» Employed. This category includes those who at the time of the survey worked as paid employees,
worked in their own business, or worked as unpaid workersin afamily member’s business. It aso
includes those who were not working but who had jobs from which they were temporarily absent
because of, for example, vacation, iliness, or bad weather.

= Unemployed. This category includes those who were not employed, were available for work, and had
tried to find employment during the previous four weeks. It also includes those waiting to be recalled to
ajob from which they had been laid off.

= Not in the labor force. This category includes those who fit neither of the first two categories, such as a
full-time student, homemaker, or retiree.

Notice that a person who wants ajob but has given up looking — a discouraged worker — is counted as not
being in the labor force.

The labor forceisthe sum of the employed and unemployed, and the unemployment rate isthe
percentage of the labor force that is unemployed. That is,

Labor Force=Number of Employed+Number of Unemployed
Labor Force = Number of Employed + Number of Unemployed

and



Unemployment Rate=Number of UnemployedL abor Forcex100.
Number of Unemployed % 100

Unemplnyment Rate = Labor Force

A related statistic is the labor -for ce participation rate, the percentage of the adult population that isin the
labor force:

L abor-Force Participation Rate=L abor ForceAdult Populationx100.

Labor Force 00

Labor-Force Participation Rate = Adult Population

The BLS computes these statistics for the overall population and for groups within the population: men and
women, whites and blacks, teenagers and prime-age workers.

Figure 2-4 shows the breakdown of the population into the three categories for June 2017. The statistics
broke down as follows:

Labor Force=153.2+7.0=160.2 million.Unemployment Rate=(7.0/160.2)x100=4.4%L abor-Force
Participation Rate=(160.2/255.0)x100=62.8%.
Labor Force = 153.2 + 7.0 = 160.2 million.
Unemployment Rate = (7.0/160.2) x 100 = 4.4%
Labor-Force Participation Rate = (160.2/255.0) x 100 = 62.8%.

Population: 255.0 million
(16 years and older)

Not in
labor force:
94.8 million

Unemployed:
7.0 million

Labor force:
160.2 million
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FIGURE 2-4 The Three Groups of the Population When the Bureau of Labor Statistics surveys the population, it



places all adults into one of three categories: employed, unemployed, or not in the labor force. This figure shows the
number of people in each category in June 2017.

Data from: U.S. Department of Labor.

Hence, almost two-thirds of the adult population was in the labor force and 4.4 percent of those in the labor
force did not have ajob.

CASE STUDY
Men, Women, and Labor-Force Participation

The data on the labor market collected by the BLS reflect not only economic developments, such as the booms
and busts of the business cycle, but also a variety of social changes. Longer-term social changes in the roles of
men and women in society, for example, are evident in the data on labor-force participation.

Figure 2-5 shows the labor-force participation rates of men and women in the United States from 1950 to
2016. Just after World War Il, men and women had very different economic roles. Only 34 percent of women
were working or looking for work, in contrast to 86 percent of men. Since then, the difference between the
participation rates of men and women has gradually diminished, as growing numbers of women have entered the
labor force and some men have left it. Data for 2016 show that more than 56 percent of women were in the labor
force, in contrast to 69 percent of men. As measured by labor-force participation, men and women are now

playing more equal roles in the economy.
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FIGURE 2-5 Labor-Force Participation Over the past several decades, the labor-force participation rate for women has risen, while the rate

for men has declined.

Data from: U.S. Department of Labor.

There are many reasons for this change. In part, it is due to new technologies, such as the washing machine,
clothes dryer, refrigerator, freezer, and dishwasher, which have reduced the amount of time required to complete
routine household tasks. In part, it is due to improved birth control, which has reduced the number of children



born to the typical family. And in part, this change in women'’s role is due to changing political and social
attitudes. Together, these developments have had a profound impact, as demonstrated by these data.

Although the increase in women’s labor-force participation is easily explained, the fall in men’s participation
may seem puzzling. There are several developments at work. First, young men now stay in school longer than
their fathers and grandfathers did. Second, older men now retire earlier and live longer. Third, with more women
employed, more fathers now stay at home to raise their children. Full-time students, retirees, and stay-at-home
fathers are all counted as being out of the labor force.

Figure 2-5 shows that, in the most recent decade, the labor-force participation rate declined for both men and
women. This phenomenon is examined in Chapter 7. We will see that much of this recent decline is due to the
start of retirement for the large baby-boom generation. m

The Establishment Survey

When the BL S reports the unemployment rate every month, it also reports a variety of other statistics
describing conditions in the labor market. Some of these statistics, such as the labor-force participation rate,
are derived from the Current Population Survey. Other statistics come from a separate survey of about 160,000
business establishments that employ more than 40 million workers. When you read a headline that says the
economy created a certain number of jobs last month, that statistic is the change in the number of workers that
businesses report having on their payrolls.

Because the BL S conducts two surveys of labor-market conditions, it produces two measures of total
employment. From the household survey, it obtains an estimate of the number of people who say they are
working. From the establishment survey, it obtains an estimate of the number of workers firms have on their

payrolls.

One might expect these two measures of employment to be identical, but that is not the case. Although
they are positively correlated, the two measures can diverge, especially over short periods of time. An example
of alarge divergence occurred in the early 2000s, as the economy recovered from the recession of 2001. From
November 2001 to August 2003, the establishment survey showed a decline in employment of 1.0 million,
while the household survey showed an increase of 1.4 million. Some commentators said the economy was
experiencing a “jobless recovery,” but this description applied only to the establishment data, not to the
household data.

Why might these two measures of employment diverge? Part of the explanation is that the surveys measure
different things. For example, a person who runs his or her own business is self-employed. The household
survey counts that person as working, whereas the establishment survey does not because that person does not
show up on any firm’s payroll. As another example, a person who holds two jobs is counted as one employed
person in the household survey but is counted twice in the establishment survey because that person would



show up on the payrolls of two firms.

In addition, the two measures of employment diverge because the surveys are imperfect. For example,
when new firms start up, it may take some time before those firms are included in the establishment survey.
The BL S tries to estimate employment at start-ups, but the model it uses to produce these estimates is a
possible source of error. A different problem arises from how the household survey extrapolates employment
among the surveyed households to the entire population. If the BLS uses incorrect estimates of the size of the
population, these errors will be reflected in its estimates of household employment. One possible source of
incorrect population estimates is changes in the rate of immigration, both legal and illegal.

In the end, the divergence between the household and establishment surveys from 2001 to 2003 remains a
mystery. Some economists believe that the establishment survey is the more accurate one because it has a
larger sample. One study suggests that the best measure of employment is an average of the two surveys.®

More important than the specifics of these surveys or this particular episode when they diverged is the
broader lesson: all economic statistics are imperfect. They offer valuable information about what is happening
in the economy, but each should be interpreted with a healthy dose of caution.
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2-4 Conclusion: From Economic
Statistics to Economic Models

The three statistics discussed in this chapter — gross domestic product, the consumer price index, and the
unemployment rate — quantify the performance of the economy. Public and private decisionmakers use these
statistics to monitor changes in the economy and to formulate appropriate policies. Economists use these
statistics to develop and test theories about how the economy works.

In the chapters that follow, we examine some of these theories. That is, we build models that explain how
these variables are determined and how economic policy affects them. Having learned how to measure

economic performance, we are now ready to learn how to explain it.



CHAPTER 3

National |ncome: Wherelt Comes From
and Where It Goes

Mankiw, Macroeconomics, 10e, @ 2019 Worth Publishers

A largeincome is the best recipe for happiness | ever heard of.

—Jane Austen

The most important macroeconomic variable is gross domestic product (GDP). Aswe have seen, GDP
measures both a nation’ s total output of goods and services and its total income. To appreciate the significance
of GDP, one need only take a quick look at international data: compared with their poorer counterparts,
nations with a high level of GDP per person have everything from better childhood nutrition to more
computers per household. A large GDP does not ensure that all of a nation’s citizens are happy, but it may be
the best recipe for happiness that macroeconomists have to offer.

This chapter addresses four groups of questions about the sources and uses of anation’s GDP:

= How much do the firmsin the economy produce? What determines a nation’ s total income?

» Who gets the income from production? How much goes to compensate workers, and how much goes to
compensate owners of capital ?

= Who buys the output of the economy? How much do households purchase for consumption, how much
do households and firms purchase for investment, and how much does the government buy for public
purposes?

= What equilibrates the demand for and supply of goods and services? What ensures that desired spending
on consumption, investment, and government purchases equals the level of production?

To answer these questions, we must examine how the various parts of the economy interact.

A good placeto start is the circular flow diagram. In Chapter 2, we traced the circular flow of dollarsin a
hypothetical economy that used one input (labor services) to produce one output (bread). Figure 3-1 more
accurately reflects how real economies function. It shows the linkages among the economic actors—



households, firms, and the government—and how dollars flow among them through the various marketsin the
economy.
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FIGURE 3-1 The Circular Flow of Dollars Through the Economy This figure is a more realistic version of the circular
flow diagram in Chapter 2. Each yellow box represents an economic actor—households, firms, and the government.
Each blue box represents a type of market—the markets for goods and services, the markets for the factors of
production, and the financial markets. The green arrows show the flow of dollars among the economic actors through the
three types of markets.

Let’slook at the flow of dollars from the viewpoints of these actors. Households receive income and use it
to pay taxesto the government, to consume goods and services, and to save through the financial markets.
Firms receive revenue from the sale of the goods and services they produce and use it to pay for the factors of
production. Households and firms borrow in financial markets to buy investment goods, such as houses and
factories. The government receives revenue from taxes and uses it to pay for government purchases. Any
excess of tax revenue over government spending is called public saving, which can be either positive (a
budget surplus) or negative (a budget deficit).

In this chapter we develop a basic classical model to explain the economic interactions depicted in Figure
3-1. We begin with firms and look at what determines their level of production (and thus the level of national
income). Then we examine how the markets for the factors of production distribute this income to households.
Next, we consider how much of this income households consume and how much they save. In addition to
discussing the demand for goods and services arising from the consumption of households, we discuss the



demand arising from investment and government purchases. Finally, we come full circle and examine how the
demand for goods and services (the sum of consumption, investment, and government purchases) and the
supply of goods and services (the level of production) are brought into balance.



3-1 What Determines the Total
Production of Goods and Services?

An economy’s output of goods and services—its GDP—depends on (1) its quantity of inputs, called the
factors of production, and (2) its ability to turn inputs into output, as represented by the production function.

The Factors of Production

Factors of production are the inputs used to produce goods and services. The two most important factors of
production are capital and labor. Capital is the set of tools that workers use: the construction worker’s crane,
the accountant’ s calculator, and this author’ s personal computer. Labor is the time people spend working. We
use the symbol K to denote the amount of capital and the symbol L to denote the amount of labor.

In this chapter we take the economy’ s factors of production as given. In other words, we assume that the
economy has fixed amounts of capital and labor. We write

I
a

K
L

!

K=K .L=L .

The overbar means that each variableis fixed at somelevel. In Chapter 8, we examine what happens when the
factors of production change over time, as they do in the real world. For now, to keep the analysis smple, we
assume fixed amounts of capital and labor.

We also assume here that the factors of production are fully utilized. That is, no resources are wasted.
Again, in thereal world, part of the labor force is unemployed, and some capital liesidle. In Chapter 7, we
examine the reasons for unemployment, but for now we assume that capital and labor are fully employed.

The Production Function

The available production technology determines how much output is produced from given amounts of capital
and labor. Economists express this relationship using a production function. Letting Y denote the amount of
output, we write the production function as



v=F(K,L).Y = F(K, L).

This equation states that output is a function of the amounts of capital and labor.

The production function reflects the avail able technology for turning capital and labor into output. If
someone invents a better way to produce a good, the result is more output from the same amounts of capital
and labor. Thus, technological change alters the production function.

Many production functions have a property called constant returnsto scale. A production function has
constant returns to scale if an increase of an equal percentage in al factors of production causes an increasein
output of the same percentage. If the production function has constant returns to scale, then we get 10 percent
more output when we increase both capital and labor by 10 percent. Mathematically, a production function has
constant returns to scale if

2Y =F(zK, ZL)zY = F(z2K, zL)

for any positive number z. This equation says that if we multiply both the amount of capital and the amount of
labor by some number z, output is also multiplied by z. In the next section, we see that the assumption of
constant returns to scale has an important implication for how the income from production is distributed.

As an example of a production function, consider production at a bakery. The kitchen and its equipment
are the bakery’s capital, the workers hired to make the bread are its labor, and the loaves of bread areits
output. The bakery’s production function shows that the number of loaves produced depends on the amount of
equipment and the number of workers. If the production function has constant returns to scale, then doubling
the amount of equipment and the number of workers doubles the amount of bread produced.

The Supply of Goods and Services

The factors of production and the production function together determine the quantity of goods and services
supplied, which in turn equals the economy’ s output. To express this mathematically, we write

Y = F(K, L)

Y=FK~, L=y~ = Y.



In this chapter, because we assume that the supplies of capital and labor and the technology are fixed, output is
aso fixed (at alevel denoted as' YY" ). When we discuss economic growth in Chapters 8 and 9, we will
examine how increases in capital and labor and advances in technology lead to growth in the economy’s

outpu.



3-2 How Is National Income
Distributed to the Factors of
Production?

Aswe discussed in Chapter 2, the total output of an economy equalsits total income. Because the factors of
production and the production function together determine the total output of goods and services, they aso
determine national income. The circular flow diagram in Figure 3-1 shows that this national income flows
from firmsto households through the markets for the factors of production.

In this section, we continue to develop our model of the economy by discussing how these factor markets
work. Economists have long studied factor markets to understand the distribution of income. For example,
Karl Marx, the noted nineteenth-century economist, spent much time trying to explain the incomes of capital
and labor. The political philosophy of communism was in part based on Marx’s now-discredited theory.

Here we examine the modern theory of how national income is divided among the factors of production. It
is based on the classical (eighteenth-century) idea that prices adjust to balance supply and demand, applied
here to the markets for the factors of production, together with the more recent (nineteenth-century) idea that
the demand for each factor of production depends on the marginal productivity of that factor. This theory,
called the neoclassical theory of distribution, is accepted by most economists today as the best place to start in
understanding how the economy’ s income is distributed from firms to househol ds.

Factor Prices

The distribution of national income is determined by factor prices. Factor prices are the amounts paid to each
unit of the factors of production. In an economy where the two factors of production are capital and labor, the
two factor prices are the rent the owners of capital collect and the wage workers earn.

As Figure 3-2 shows, the price each factor of production receivesfor its servicesis determined by the
supply and demand for that factor. Because we have assumed that the economy’ s factors of production are
fixed, the factor supply curvein Figure 3-2 is vertical. Regardless of the factor price, the quantity of the factor
supplied to the market is the same. The intersection of the downward-sloping factor demand curve and the
vertical supply curve determines the equilibrium factor price.
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FIGURE 3-2 How a Factor of Production Is Compensated The price paid to any factor of production depends on the
supply and demand for that factor’'s services. Because we have assumed that supply is fixed, the supply curve is
vertical. The demand curve is downward sloping. The intersection of the supply and demand curves determines the
equilibrium factor price.

To understand factor prices and the distribution of income, we must examine the demand for the factors of
production. Because factor demand arises from the thousands of firms that use capital and labor, we start by
examining the decisions atypical firm makes about how much of these factors to employ.

The Decisions Facing a Competitive Firm

The simplest assumption to make about atypical firm isthat it is competitive. A competitive firm is small
relative to the marketsin which it trades, so it has little influence on market prices. For example, our firm
produces a good and sells it at the market price. Because many firms produce this good, our firm can sell as
much as it wants without causing the price of the good to fall, or it can stop selling atogether without causing
the price of the good to rise. Similarly, our firm cannot influence the wages of the workersit employs because
many other local firms also employ workers. The firm has no reason to pay more than the market wage, and if
it tried to pay less, its workers would take jobs elsewhere. Therefore, the competitive firm takes the prices of
its output and its inputs as given by market conditions.

To makeits product, the firm needs two factors of production, capital and labor. Aswe did for the
aggregate economy, we represent the firm’s production technology with the production function

Y=F(K, L)Y = F(K, L),



where Y is the number of units produced (the firm’s output), K the number of machines used (the amount of
capital), and L the number of hours worked by the firm’s employees (the amount of 1abor). Holding constant
the technology as expressed in the production function, the firm produces more output only if it uses more
machines or if its employees work more hours.

The firm sells its output at a price P, hires workers at awage W, and rents capital at arate R. Notice that
when we speak of firmsrenting capital, we are assuming that households own the economy’ s stock of capital.
In this analysis, households rent out their capital, just as they sell their labor. The firm obtains both factors of
production from the households that own them.®

The goa of the firm isto maximize profit. Profit equals revenue minus costs; it is what the owners of the

firm keep after paying for the costs of production. Revenue equals pxY ,P %Y, the selling price of the good
P multiplied by the amount of the good the firm produces Y. Costsinclude labor and capital costs. Labor costs
equal WxL W % L, the wage W times the amount of labor L. Capital costsequal RxK B % K, therental

price of capital R timesthe amount of capital K. We can write

Profit=Revenue—Labor Costs—Capital Costs=PY-WL—-RK.
Profit = Revenue — Labor Costs — Capital Costs

= PY WL RK.

To see how profit depends on the factors of production, we use the production function Y =F(K, L)

Y= F(K= L) to substitute for Y to obtain

Profit=PF(K, L)-WL-RK Profit = PF(K, L) — WL — RK.

This equation shows that profit depends on the product price P, the factor prices W and R, and the factor
quantities L and K. The competitive firm takes the product price and the factor prices as given and chooses the
amounts of labor and capital that maximize profit.

The Firm’s Demand for Factors

We now know that our firm will hire labor and rent capital in the quantities that maximize profit. But what are
those profit-maximizing quantities? To answer this question, we first consider the quantity of labor and then
the quantity of capital.
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The Marginal Product of Labor

The more labor the firm employs, the more output it produces. The marginal product of labor (MPL) isthe
extraamount of output the firm gets from one extra unit of labor, holding the amount of capital fixed. We can
express this using the production function:

The first term on the right-hand side is the amount of output produced with K units of capital and L+1L + 1

units of labor; the second term is the amount of output produced with K units of capital and L units of labor.
This equation states that the marginal product of labor is the difference between the amount of output produced
with L+1L + 1 units of labor and the amount produced with only L units of labor.

Most production functions have the property of diminishing marginal product: holding the amount of
capital fixed, the marginal product of labor decreases as the amount of labor increases. To see why, consider
again the production of bread at a bakery. As abakery hires more labor, it produces more bread. The MPL is
the amount of extra bread produced when an extra unit of labor is hired. As more labor is added to afixed
amount of capital, however, the MPL falls. Fewer additional loaves are produced because workers are less
productive when the kitchen is more crowded. In other words, holding the size of the kitchen fixed, each
additional worker adds fewer loaves of bread to the bakery’s output.

Figure 3-3 graphs the production function. It illustrates what happens to the amount of output when we
hold the amount of capital constant and vary the amount of labor. This figure shows that the marginal product
of labor is the slope of the production function. As the amount of labor increases, the production function
becomes flatter, indicating diminishing marginal product.
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FIGURE 3-3 The Production Function This curve shows how output depends on labor input, holding the amount of
capital constant. The marginal product of labor MPL is the change in output when the labor input is increased by 1 unit.
As the amount of labor increases, the production function becomes flatter, indicating diminishing marginal product.

From the Marginal Product of Labor to Labor Demand

When the competitive, profit-maximizing firm is deciding whether to hire an additional unit of labor, it
considers how that decision would affect profits. It therefore compares the extrarevenue from increased
production with the extra cost from hiring the additional labor. The increase in revenue from an additional unit
of labor depends on two variables: the marginal product of labor and the price of the output. Because an extra
unit of labor produces MPL units of output and each unit of output sells for P dollars, the extrarevenueis
PxMPL.P x M PL. The extracost of hiring one more unit of labor is the wage W. Thus, the change in profit

from hiring an additional unit of labor is

A Profit = A Revenue — A Cost
(P x IWPL] — W.

A Profit=A Revenue — A Cost=(PxMPL)—W.

The symbol AA (called delta) denotes the change in a variable.

We can now answer the question we asked at the beginning of this section: how much labor does the firm
hire? The firm’s manager knows that if the extrarevenue pxMPL P » M PL exceedsthe wage W, an extra
unit of labor increases profit. Therefore, the manager continues to hire labor until the next unit would no
longer be profitable—that is, until the MPL falls to the point where the extrarevenue equals the wage. The



competitive firm’'s demand for labor is determined by

PxMPL=W.P x MPL = W.

We can also write this as

MpL=w/p MPL =W/P.

WP is thereal wage—the payment to labor measured in units of output rather than in dollars. To maximize
profit, the firm hires up to the point at which the marginal product of labor equals the real wage.

For example, again consider a bakery. Suppose the price of bread P is $2 per loaf, and a worker earns a
wage W of $20 per hour. The real wage W/P is 10 loaves per hour. In this example, the firm keeps hiring
workers as long as the additional worker would produce at least 10 loaves per hour. When the MPL fallsto 10
loaves per hour or less, hiring additional workersis no longer profitable.

Figure 3-4 shows how the marginal product of labor depends on the amount of labor employed (holding
the firm’s capital stock constant). That is, this figure graphs the MPL schedule. Because the MPL diminishes as
the amount of labor increases, this curve slopes downward. For any given real wage, the firm hires up to the

point at which the MPL equals the real wage. Hence, the MPL schedule is also the firm'’s labor demand curve.
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FIGURE 3-4 The Marginal Product of Labor Schedule The marginal product of labor MPL depends on the amount of
labor. The MPL curve slopes downward because the MPL declines as L increases. The firm hires labor up to the point
where the real wage W/P equals the MPL. Hence, this schedule is also the firm’s labor demand curve.



The Marginal Product of Capital and Capital Demand

The firm decides how much capital to rent in the same way it decides how much labor to hire. The mar ginal
product of capital (MPK) isthe amount of extraoutput the firm gets from an extra unit of capital, holding the
amount of labor constant:

Thus, the marginal product of capital is the difference between the amount of output produced with K +1
K + 1 units of capital and that produced with only K units of capital.

Like labor, capital is subject to diminishing marginal product. Once again consider the production of bread
at abakery. Thefirst several ovensinstaled in the kitchen will be very productive. However, if the bakery
installs more and more ovens, while holding its labor force constant, it will eventually contain more ovens than
its employees can effectively operate. Hence, the marginal product of the last few ovensis lower than that of
thefirst few.

The increase in profit from renting an additional machine is the extra revenue from selling the output of
that machine minus the machine’ s rental price:

A Profit = A Revenue — A Cost
A Profit=A Revenue — A Cost=(PxMPK)-R. = (PxMPK)-R.

To maximize profit, the firm continues to rent more capital until the MPK falls to equal the real rental price:
MPKk=R/P.MPK = R/ P.

Thereal rental priceof capital istherental price measured in units of goods rather than in dollars.

To sum up, the competitive, profit-maximizing firm follows a simple rule about how much labor to hire
and how much capital to rent. The firm demands each factor of production until that factor’s marginal product
equalsits real factor price.



The Division of National Income

Having analyzed how a firm decides the quantity of each factor to employ, we can now explain how the
markets for the factors of production distribute the economy’s total income. If al firmsin the economy are
competitive and profit maximizing, then each factor of production is paid its marginal contribution to the
production process. The real wage paid to each worker equals the MPL, and the real rental price paid to each
owner of capital equals the MPK. The total real wages paid to labor are therefore MpL xL M PL % L, and
thetotal real return paid to capital ownersis MPK xK . M PK x K.

The income that remains after the firms have paid the factors of production is the economic profit of the
owners of thefirms:

EconomiC Profit:Y_(M PLXL)_(M PKxK)_ECDHGmiC Pl'ﬂfit- = Y — {ﬂ’pr b4 L} — (MPI{ x K}

Note that income Y and economic profit are here being expressed in real terms—that is, in units of output
rather than in dollars. Because we want to examine the distribution of income, we rearrange the terms as
follows:

Y =(MPL xL)+(M PK xK)+Economic profit Y = (MPL x L) + (MPK x K) + Economic Profit.

Total income is divided among the return to labor, the return to capital, and economic profit.

How largeis economic profit? The answer is surprising: if the production function has the property of
constant returns to scale, as is often thought to be the case, then economic profit must be zero. That is, nothing
is left after the factors of production are paid. This conclusion follows from afamous mathematical result
called Euler’s theorem,? which states that if the production function has constant returns to scale, then

F(K, L)=(MPK xK)+(M pLxL)_F(K, L)=(MPK x K)+ (MPL x L).

If each factor of production is paid its marginal product, then the sum of these factor payments equals total
output. In other words, constant returns to scale, profit maximization, and competition together imply that
economic profit is zero.

If economic profit is zero, how can we explain the existence of “profit” in the economy? The answer is
that the term profit as normally used is different from economic profit. We have been assuming that there are
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three types of agents: workers, owners of capital, and owners of firms. Total income is divided among wages,
return to capital, and economic profit. In the real world, however, most firms own rather than rent the capital
they use. Because firm owners and capital owners are the same people, economic profit and the return to
capital are often lumped together. If we call this alternative definition accounting profit, we can say that

Accounting Profit=Economic Profit+(M PK xK).
Accounting Profit = Economic Profit + (MPK x K).

Under our assumptions—constant returns to scale, profit maximization, and competition—economic profit is
zero. If these assumptions approximately describe the world, then the “profit” in the national income accounts
must be mostly the return to capital.

We can now answer the question posed at the beginning of this chapter about how the income of the
economy is distributed from firmsto households. Each factor of production is paid its marginal product, and
these factor payments exhaust total output. Total output is divided between the payments to capital and the
payments to labor, depending on their marginal productivities.

CASE STUDY
The Black Death and Factor Prices

According to the neoclassical theory of distribution, factor prices equal the marginal products of the factors of
production. Because the marginal products depend on the quantities of the factors, a change in the quantity of
any one factor alters the marginal products of all the factors. Therefore, a change in the supply of a factor alters
equilibrium factor prices and the distribution of income.

Fourteenth-century Europe provides a grisly natural experiment to study how factor quantities affect factor
prices. The outbreak of the bubonic plague—the Black Death—in 1348 reduced the population of Europe by
about one-third within a few years. Because the marginal product of labor increases as the amount of labor falls,
this massive reduction in the labor force should have raised the marginal product of labor and equilibrium real
wages. (That is, the economy should have moved to the left along the curves in Figures 3-3 and 3-4.) The
evidence confirms the theory: real wages approximately doubled during the plague years. The peasants who
were fortunate enough to survive the plague enjoyed economic prosperity.

The reduction in the labor force caused by the plague should also have affected the return to land, the other
major factor of production in medieval Europe. With fewer workers available to farm the land, an additional unit of
land would have produced less additional output, and so land rents should have fallen. Once again, the theory is
confirmed: real rents fell 50 percent or more during this period. While the peasant classes prospered, the landed
classes suffered reduced incomes.2 g

The Cobb-Douglas Production Function
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What production function describes how actual economies turn capital and labor into GDP? One answer to
this question came from a historic collaboration between a U.S. senator and a mathematician.

Paul Douglas was aU.S. senator from Illinois from 1949 to 1967. In 1927, however, when he was still a
professor of economics, he noticed a surprising fact: the division of national income between capital and labor
had been roughly constant over along period. In other words, as the economy grew more prosperous over
time, the total income of workers and the total income of capital owners grew at almost exactly the same rate.
This observation caused Douglas to wonder what conditions might lead to constant factor shares.

Douglas asked Charles Cobb, a mathematician, what production function, if any, would produce constant
factor shares if factors always earned their marginal products. The production function would need to have the
property that

Capital Income=M PK xK =gy Capital Income = MPK x K = aY

and

L abor Income=M PLXL:(l—a)Y,La’b':'r Income = MPL x L = (1 — a)Y,

where g is a constant between zero and one that measures capital’ s share of income. That is, g determines

what share of income goes to capital and what share goes to labor. Cobb showed that the function with this
property is

— 1-
F(K, L)=AKalL1-o F (K, L) = AK“L'™,

where A is a parameter greater than zero that measures the productivity of the available technology. This
function became known as the Cobb—Douglas production function.

Let’stake a closer look at some of the properties of this production function. First, the Cobb—-Douglas
production function has constant returns to scale. That is, if capital and labor are increased by the same
proportion, then output increases by that proportion as well.2

Next, consider the marginal products for the Cobb—Douglas production function. The marginal product of
labor is?
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MPL=(1-0)AKaL o, MPL = (1 — a)AK"L"7,

and the marginal product of capital is
MPK=0AKo-1L1-o. MPK = a AK* 1 L'~

From these equations, recalling that gcx is between zero and one, we can see what causes the marginal products

of the two factors to change. An increase in the amount of capital raises the MPL and reduces the MPK.
Similarly, an increase in the amount of labor reduces the MPL and raises the MPK. A technological advance
that increases the parameter A raises the margina product of both factors proportionately.

The marginal products for the Cobb—Douglas production function can also be written as®

MPL = (1—a)Y /L.
MPL=(1-)Y/L.MPK=aY/K. MPK = aY / K.

The MPL is proportional to output per worker, and the MPK is proportional to output per unit of capital. Y/L is
called average labor productivity, and Y/K is called average capital productivity. If the production function is
Cobb-Douglas, then the marginal productivity of afactor is proportional to its average productivity.

We can now verify that if factors earn their marginal products, then the parameter gc: indeed tells us how
much income goes to labor and how much goes to capital. The total amount paid to labor, which we have seen
isMPLxL,MPL x L, equals (1-q)Y .(1 = @)Y Therefore, (1-q)(1 — @) is labor's share of output.
Similarly, the total amount paid to capital, MPK xK , M PK x K, equals oY , @Y, and g« is capital’s share of
output. The ratio of labor income to capital income is a constant, (1—a)/a, (1-a)/a, just as Douglas
observed. The factor shares depend only on the parameter g, not on the amounts of capital or labor or on the

state of technology as measured by the parameter A.

More recent U.S. data are also consistent with the Cobb—Douglas production function. Figure 3-5 shows
theratio of labor income to total income in the United States from 1960 to 2016. Despite the many changesin
the economy over the past five decades, this ratio has remained about 2/3. This division of income is easily
explained by a Cobb—Douglas production function in which the parameter o is about 1/3. According to this

parameter, capital receives one-third of income, and labor receives two-thirds.
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FIGURE 3-5 The Ratio of Labor Income to Total Income Labor income has remained about two-thirds of total income
over a long period of time. This approximate constancy of factor shares is consistent with the Cobb—Douglas production
function.

Data from: U.S. Department of Commerce. This figure is produced from U.S. national income accounts data. Labor
income is compensation of employees. Total income is the sum of labor income, corporate profits, net interest, rental
income, and depreciation. Proprietors’ income is excluded from these calculations because it is a combination of labor
income and capital income.

Although the capital and labor shares are approximately constant, they are not exactly constant. In Figure
3-5, the labor share fell from a high of 72 percent in 1970 to alow of 63 percent in 2014. And, of course, the
capital shareincreased from 28 percent to 37 percent. The reason for this change is not well understood. One
possibility is that technological progress over the past several decades has not simply increased the parameter
A but may have also changed the relative importance of capital and labor in the production process, thereby
altering the parameter gcx. Or there may be important determinants of incomes that are not well captured by
the Cobb—Douglas production function together with the model of competitive product and factor markets,
such as the changing market power of firms or unions.

The Cobb—-Douglas production function is not the last word in explaining the economy’ s production of
goods and services or the distribution of national income between capital and labor. It is, however, a good
place to start.

CASE STUDY

Labor Productivity as the Key Determinant of Real Wages



The neoclassical theory of distribution tells us that the real wage W/P equals the marginal product of labor. The
Cobb-Douglas production function tells us that the marginal product of labor is proportional to average labor
productivity Y/L. If this theory is right, then workers should enjoy rapidly rising living standards when labor
productivity is growing robustly. Is this true?

Table 3-1 presents some data on growth in productivity and real wages for the U.S. economy. From 1960 to
2016, productivity as measured by output per hour of work grew about 2.0 percent per year. Real wages grew at
1.8 percent—almost the same rate. With a growth rate of 2 percent per year, productivity and real wages double
about every 35 years.

TABLE 3-1 Growth in Labor Productivity and Real Wages: The U.S. Experience

Time Period Growth Rate of Labor Productivity Growth Rate of Real Wages
1960-2016 2.0% 1.8%
1960-1973 3.0 2.7
1973-1995 15 1.2
1995-2010 2.6 2.2
2010-2016 0.5 0.9

Data from: U.S. Department of Labor. Growth in labor productivity is measured here as the annualized rate of change in output per hour in the
nonfarm business sector. Growth in real wages is measured as the annualized change in compensation per hour in the nonfarm business sector
divided by the implicit price deflator for that sector.

Productivity growth varies over time. The table shows the data for four shorter periods that economists have
identified as having different productivity experiences. Around 1973, the U.S. economy experienced a significant
slowdown in productivity growth that lasted until 1995. The cause of the productivity slowdown is not well
understood, but the link between productivity and real wages was exactly as standard theory predicts. The
slowdown in productivity growth from 3.0 to 1.5 percent per year coincided with a slowdown in real wage growth
from 2.7 to 1.2 percent per year.

Productivity growth picked up again around 1995, and many observers hailed the arrival of the “new
economy.” This productivity acceleration is often attributed to the spread of computers and information
technology. As theory predicts, growth in real wages picked up as well. From 1995 to 2010, productivity grew by
2.6 percent per year and real wages by 2.2 percent per year. After 2010, productivity and real wages slowed
down again, and commentators lamented this “new normal.” From 2010 to 2016, productivity and real wage grew
less than 1 percent per year.

These changes in productivity growth are largely unpredictable, and even with the benefit of hindsight, they
have proven difficult to explain. Yet theory and history both confirm the close link between labor productivity and
real wages. This lesson is the key to understanding why workers today are better off than workers in previous
generations. m

FYI
The Growing Gap Between Rich and Poor

One striking change in the U.S. economy, as well as in many other economies around the world, is the increase
in income inequality since the 1970s. This development is not primarily about the distribution of national income



between capital and labor. Instead, it concerns the distribution of labor income between skilled workers (those
with a college degree, for example) and unskilled workers (those without a college degree). Skilled workers have
always been paid more than unskilled workers, but over the past several decades, the wages of skilled workers
have grown more quickly than the wages of unskilled workers, exacerbating inequality.

Why has this occurred? One diagnosis comes from economists Claudia Goldin and Lawrence Katz in their
book The Race Between Education and Technology.£ Their bottom line is that “the sharp rise in inequality was
largely due to an educational slowdown.”

According to Goldin and Katz, for the past century technological progress has been a steady economic force,
not only increasing average living standards but also increasing the demand for skilled workers relative to
unskilled workers. Skilled workers are needed to apply and manage new technologies, while unskilled workers
are more likely to be made obsolete. (Think about robots, for instance, or even your bank’s ATM.) By itself, this
skill-biased technological change tends to raise the wages of skilled workers relative to the wages of unskilled
workers, thereby increasing inequality.

For much of the twentieth century, however, skill-biased technological change was outpaced by advances in
educational attainment. In other words, while technological progress increased the demand for skilled workers,
the educational system increased the supply of skilled workers even faster. As a result, skilled workers did not
benefit disproportionately from economic growth. Indeed, until the 1970s, wages for skilled workers grew more
slowly than wages for unskilled workers, reducing inequality.

Recently things have changed. Over the past several decades, Goldin and Katz argue, skill-biased
technological change has continued, but educational advancement has slowed. The cohort of workers born in
1950 averaged 4.67 more years of schooling than the cohort born in 1900, representing an increase of 0.93 years
of schooling per decade. By contrast, the cohort born in 1975 had only 0.74 more years of schooling than the one
born in 1950, an increase of only 0.30 years per decade. That is, the pace of educational advancement fell by 68
percent. Because growth in the supply of skilled workers has slowed, their wages have grown relative to those of
the unskilled. (Implication for personal decisionmaking: for most people, college and graduate school are
investments well worth making.)

Increasing income inequality is a prominent topic in public policy debates. Some policymakers advocate a
more redistributive system of taxes and transfers, to take from those higher on the economic ladder and give to
those on the lower rungs. This approach treats the symptoms but not the underlying causes of rising inequality. If
Goldin and Katz are correct, reversing the rise in income inequality will require putting more of society’s
resources into education (which economists call human capital). Educational reform is a topic beyond the scope
of this book, but it is worth noting that, if successful, such reform could profoundly affect the economy and the
distribution of income.
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3-3 What Determines the Demand for
Goods and Services?

We have seen what determines the level of production and how the income from production is distributed to
workers and owners of capital. We now continue our tour of the circular flow diagram, Figure 3-1, and
examine how the output from production is used.

In Chapter 2, we identified the four components of GDP:

Consumption (C)
Investment (1)
Government purchases (G)
Net exports (NX).

The circular flow diagram contains only the first three components. For now, to simplify the analysis, we
assume our economy is a closed economy—a country that does not trade with other countries. Thus, net
exports are aways zero. (We examine the macroeconomics of open economiesin Chapter 6.)

A closed economy has three uses for the goods and services it produces. These three components of GDP
are expressed in the national income accounts identity:

v=cs+GY = C+ 1+ G.

Households consume some of the economy’ s output, firms and households use some of the output for
investment, and the government buys some of the output for public purposes. We want to see how GDP is
allocated among these three uses.

Consumption

When we eat food, wear clothing, or go to amovie, we are consuming some of the output of the economy. Al
forms of consumption together make up about two-thirds of GDP. Because consumption is so large,
macroeconomists have devoted much energy to studying how households make their consumption decisions.
Chapter 19 examines this topic in detail. Here we consider the simplest story of consumer behavior.

Households receive income from their labor and their ownership of capital, pay taxesto the government,



and then decide how much of their after-tax income to consume and how much to save. Aswe discussed in
Section 3-2, the income that households receive equals the output of the economy Y. The government then
taxes households an amount T. (Although the government imposes many kinds of taxes, such as personal and
corporate income taxes and sales taxes, for our purposes, we can lump all these taxes together.) We define
income after the payment of al taxes, Y —T, to be disposable income. Households divide their disposable
income between consumption and saving.

We assume that the level of consumption depends directly on the level of disposableincome. A higher
level of disposable income leadsto greater consumption. Thus,

c=c(y-T1).¢ =CY - T).

This equation states that consumption is a function of disposable income. The relationship between
consumption and disposable income is called the consumption function.

The marginal propensity to consume (MPC) is the amount by which consumption changes when
disposable income increases by one dollar. The MPC is between zero and one: an extradollar of income

increases consumption but by less than one dollar. Thus, if households obtain an extradollar of income, they
save a portion of it. For example, if the MPC is 0.7, then households spend 70 cents of each additional dollar
of disposable income on consumer goods and services and save 30 cents.

Figure 3-6 depicts the consumption function. The slope of the consumption function tells us how much
consumption increases when disposable income increases by one dollar. That is, the slope of the consumption

function is the MPC.
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FIGURE 3-6 The Consumption Function The consumption function relates consumption C to disposable income Y —T.
The marginal propensity to consume MPC is the amount by which consumption increases when disposable income



increases by one dollar.

Investment

Both firms and househol ds purchase investment goods. Firms buy investment goods to add to their stock of
capital and to replace existing capital as it wears out. Households buy new houses, which are also part of
investment. Total investment in the United States averages about 15 percent of GDP.

The quantity of investment goods demanded depends on the inter est rate, which measures the cost of the
funds used to finance investment. For an investment project to be profitable, its return (the revenue from
increased future production of goods and services) must exceed its cost (the payments for borrowed funds). If
the interest rate rises, fewer investment projects are profitable, and the quantity of investment goods demanded
fals.

For example, suppose afirm is considering whether it should build a $1 million factory that would yield a
return of $100,000 per year, or 10 percent. The firm compares this return to the cost of borrowing the $1
million. If theinterest rate is below 10 percent, the firm borrows the money in financial markets and makes the
investment. If the interest rate is above 10 percent, the firm forgoes the investment opportunity and does not
build the factory.

The firm makes the same investment decision even if it does not have to borrow the $1 million but rather
uses its own funds. The firm can always deposit this money in abank or a money market fund and earn
interest on it. Building the factory is more profitable than depositing the money if and only if the interest rate
is less than the 10 percent return on the factory.

A person wanting to buy a new house faces a similar decision. The higher the interest rate, the greater the
cost of carrying a mortgage. A $100,000 mortgage costs $6,000 per year if the interest rate is 6 percent and
$8,000 per year if theinterest rate is 8 percent. Asthe interest rate rises, the cost of owning a home rises, and
the demand for new homes falls.

When studying the role of interest rates in the economy, economists distinguish between the nominal
interest rate and the real interest rate. This distinction is relevant when the overall level of pricesis changing.
The nominal interest rate isthe interest rate as usually reported: it is the rate of interest that investors pay to
borrow money. Thereal interest rate is the nominal interest rate corrected for the effects of inflation. If the
nominal interest rate is 8 percent and the inflation rate is 3 percent, then the real interest rate is 5 percent. In
Chapter 5, we discuss the relation between nominal and real interest rates in detail. Here it is sufficient to note
that the real interest rate measures the true cost of borrowing and, thus, determines the quantity of investment.



We can summarize this discussion with an equation relating investment | to the real interest rater:
1=i(). L = I(r)-

Figure 3-7 shows this investment function. It slopes downward because as the interest rate rises, the quantity

of investment demanded falls.
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FIGURE 3-7 The Investment Function The investment function relates the quantity of investment | to the real interest
rate r. Investment depends on the real interest rate because the interest rate is the cost of borrowing. The investment
function slopes downward: when the interest rate rises, fewer investment projects are profitable.

FYI
The Many Different Interest Rates

If you look in the business section of a newspaper or on a financial website, you will find many different interest
rates reported. By contrast, throughout this book, we talk about “the” interest rate, as if there were only one
interest rate in the economy. The only distinction we make is between the nominal interest rate (which is not
corrected for inflation) and the real interest rate (which is corrected for inflation). Almost all of the interest rates
reported by financial news organizations are nominal.

Why are there so many interest rates? The various interest rates differ in three ways:

= Term. Some loans in the economy are for short periods of time, even as short as overnight. Other loans are
for thirty years or even longer. The interest rate on a loan depends on its term. Long-term interest rates are
usually, but not always, higher than short-term interest rates.

= Credit risk. In deciding whether to make a loan, a lender must take into account the probability that the
borrower will repay. The law allows borrowers to default on their loans by declaring bankruptcy. The higher
the perceived probability of default, the higher the interest rate. Because the government has the lowest
credit risk, government bonds tend to pay a low interest rate. At the other extreme, financially shaky
corporations can raise funds only by issuing junk bonds, which pay a high interest rate to compensate for
the high risk of default.

= Tax treatment. The interest on different types of bonds is taxed differently. Most important, when state and



local governments issue bonds, called municipal bonds, the holders of the bonds do not pay federal income
tax on the interest income. Because of this tax advantage, municipal bonds pay a lower interest rate.

When you see two different interest rates reported, you can almost always explain the difference by considering
the term, the credit risk, and the tax treatment of the loan.

Although there are many different interest rates in the economy, macroeconomists often ignore these
distinctions because the various interest rates tend to rise and fall together. For many purposes, we will not go far
wrong by assuming there is only one interest rate.

Government Purchases

Government purchases are the third component of the demand for goods and services. The federal government
buys guns, missiles, and the services of government employees. Local governments buy library books, build
schools, and hire teachers. Governments at all levels build roads and other public works. All these transactions
make up government purchases of goods and services, which account for about 20 percent of GDP in the
United States.

These purchases are only one type of government spending. The other is transfer payments to households,
such as public assistance for the poor and Social Security payments for the elderly. Unlike government
purchases, transfer payments are not made in exchange for some of the economy’s output of goods and
services. Therefore, they are not included in the variable G.

Transfer payments do affect the demand for goods and services indirectly. Transfer payments are the
opposite of taxes. they increase households' disposable income, just as taxes reduce disposable income. Thus,
an increase in transfer payments financed by an increase in taxes leaves disposable income unchanged. We can
now revise our definition of T to equal taxes minus transfer payments. Disposable income, Y — T, includes
both the negative impact of taxes and the positive impact of transfer payments.

If government purchases equal taxes minus transfers, then G:T,G = T, and the government has a
balanced budget. If G exceeds T, the government runs a budget deficit, which it funds by issuing government
debt—that is, by borrowing in the financial markets. If G islessthan T, the government runs a budget surplus,
which it can use to repay some of its outstanding debt.

Here we do not try to explain the political processthat leadsto a particular fiscal policy—that is, to the
level of government purchases and taxes. Instead, we take government purchases and taxes as exogenous
variables. To denote that these variables are fixed outside our model of national income, we write



o I

Nl @

G

G=G .T=T.T=
We do, however, want to examine the impact of fiscal policy on the endogenous variables, which are

determined within the model. The endogenous variables here are consumption, investment, and the interest

rate.
To see how the exogenous variables affect the endogenous variables, we must complete the model. Thisis

the subject of the next section.



3-4 What Brings the Supply and
Demand for Goods and Services into
Equilibrium?

We have now come full circlein the circular flow diagram, Figure 3-1. We began by examining the supply of
goods and services, and we have just discussed the demand for them. How can we be certain that all these
flows balance? In other words, what ensures that the sum of consumption, investment, and government
purchases equals the amount of output produced? In this classical model, the interest rate is the price that has
the crucial role of equilibrating supply and demand.

There are two ways to think about the role of the interest rate in the economy. We can consider how the
interest rate affects the supply and demand for goods or services. Or we can consider how the interest rate
affects the supply and demand for loanable funds. Aswe will see, these two approaches are two sides of the
same coin.

Equilibrium in the Market for Goods and
Services: The Supply and Demand for the
Economy’s Output

The following equations summarize the discussion of the demand for goods and servicesin Section 3-3:

Y C+I+G.
C = CY-T).
I = I(r).

G = G.

T = T.

Y =C+I+G.C=C(Y-T).I=I(r).G=G .T=T .

The demand for the economy’ s output comes from consumption, investment, and government purchases.
Consumption depends on disposable income, investment depends on the real interest rate, and government
purchases and taxes are the exogenous variables set by fiscal policymakers.

Tothisanalysis, let’s add what we learned about the supply of goods and servicesin Section 3-1. There we



saw that the factors of production and the production function determine the quantity of output supplied to the
economy:

Y=F(K,LD)=Y . =

Now let’s combine these equations describing the supply and demand for output. If we substitute the
consumption function and the investment function into the national income accounts identity, we obtain

Because the variables G and T are fixed by policy, and the level of output, Y, is fixed by the factors of
production and the production function, we can write

Y_:C(Y_—T7+I(r)+G_.Y =C(Y -T)+I(r) +G.

This equation states that the supply of output equals its demand, which is the sum of consumption, investment,
and government purchases.

Notice that the interest rate r is the only variable not already determined in the last equation. Thisis
because the interest rate still has akey role to play: it must adjust to ensure that the demand for goods equals
the supply. The higher the interest rate, the lower the level of investment, and thus the lower the demand for
goods and services, C+|+G.C + I + G. If theinterest rate is too high, then investment is too low, and the
demand for output falls short of the supply. If the interest rate is too low, then investment is too high, and the
demand exceeds the supply. At the equilibrium interest rate, the demand for goods and services equals the

supply.

This conclusion may seem mysterious: how does the interest rate get to the level that balances the supply
and demand for goods and services? The best way to answer this question is to consider how financial markets
fit into the story.

Equilibrium in the Financial Markets: The
Supply and Demand for Loanable Funds



Because the interest rate is the cost of borrowing and the return to lending in financial markets, we can better
understand the role of the interest rate in the economy by thinking about the financial markets. To do this,
rewrite the national income accounts identity as

vy-c-G=|.Y —C -G =1

Theterm Y—C-GY — € — G isthe output that remains after the demands of consumers and the government

have been satisfied; it is called national saving, or simply saving (S). In this form, the national income
accounts identity shows that saving equals investment.

To understand this identity more fully, we can split national saving into two parts—one part representing
the saving of the private sector and the other representing the saving of the government:

Theterm (Y-T-C) (Y -T-0C)is disposable income minus consumption, which is private saving. The
term (T—G)(T - G)is government revenue minus government spending, which is public saving. (If
government spending exceeds government revenue, then the government runs a budget deficit, and public
saving is negative.) National saving is the sum of private and public saving. The circular flow diagram in
Figure 3-1 reveals an interpretation of this equation: this equation states that the flows into the financial
markets (private and public saving) must balance the flows out of the financial markets (investment).

To see how the interest rate brings financial markets into equilibrium, substitute the consumption function
and the investment function into the national income accounts identity:

y-c(y-T)-G=I(n.Y —C¥ =T) -G = I(r).

Next, note that G and T are fixed by policy, and Y is fixed by the factors of production and the production
function:

Y-C(Y-T)-C = I(r)
g

Y —C(Y =T )-G =I(r)S =I(r).



The left-hand side of this equation shows that national saving depends onincome Y and the fiscal-policy
variables G and T. For fixed values of Y, G, and T, national saving Sis also fixed. The right-hand side of the
equation shows that investment depends on the interest rate.

Figure 3-8 graphs saving and investment as a function of the interest rate. The saving function is a vertical
line because in this model, saving does not depend on the interest rate. (We relax this assumption later.) The
investment function slopes downward: as the interest rate decreases, more investment projects become
profitable.

Real interest rate, r

Saving, S

/

Equilibrium
interest
rate

Desired investment, I(r)

S Investment, Saving, /, S
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FIGURE 3-8 Saving, Investment, and the Interest Rate The interest rate adjusts to bring saving and investment into
balance. The vertical line represents saving—the supply of loanable funds. The downward-sloping line represents
investment—the demand for loanable funds. The intersection of these two curves determines the equilibrium interest
rate.

From a quick glance at Figure 3-8, one might think it is a supply-and-demand diagram for a particular
good. In fact, saving and investment can be interpreted in terms of supply and demand. In this case, the
“good” isloanable funds, and its “price” istheinterest rate. Saving is the supply of loanable funds:
households lend their saving to investors or deposit their saving in a bank that then loans the funds out.
Investment is the demand for loanable funds: investors borrow from the public directly by selling bonds or
indirectly by borrowing from banks. Because investment depends on the interest rate, the quantity of loanable
funds demanded also depends on the interest rate.

The interest rate adjusts until the amount that firms want to invest equals the amount that househol ds want
to save. If theinterest rate is too low, investors want more of the economy’s output than households want to
save. Equivaently, the quantity of loanable funds demanded exceeds the quantity supplied. When this happens,
the interest rate rises. Conversely, if theinterest rate is too high, households want to save more than firms
want to invest; because the quantity of loanable funds supplied is greater than the quantity demanded, the
interest rate falls. The equilibrium interest rate is found where the two curves intersect. At the equilibrium



interest rate, households' desire to save balances firms' desire to invest, and the quantity of loanable funds
supplied equals the quantity demanded.

Changes in Saving: The Effects of Fiscal
Policy

We can use our model to show how fiscal policy affects the economy. When the government changesiits
spending or the level of taxes, it affects the demand for the economy’ s output of goods and services and alters
national saving, investment, and the interest rate.

An Increase in Government Purchases

Consider first the effects of an increase in government purchases by an amount AG.AG. The immediate
impact is to increase the demand for goods and services by AG.AG. But because total output is fixed by the
factors of production, the increase in government purchases must be met by a decrease in some other category
of demand. Disposable income Y — T is unchanged, so consumption C is unchanged as well. Therefore, the
increase in government purchases must be met by an equal decrease in investment.

To induce investment to fall, the interest rate must rise. Hence, the increase in government purchases
causes the interest rate to increase and investment to decrease. Government purchases are said to crowd out
investment.

To grasp the effects of an increase in government purchases, consider the impact on the market for
loanable funds. Because the increase in government purchases is not accompanied by an increase in taxes, the
government finances the additional spending by borrowing—that is, by reducing public saving. With private
saving unchanged, this government borrowing reduces national saving. As Figure 3-9 shows, areduction in
national saving is represented by aleftward shift in the supply of loanable funds available for investment. At
theinitial interest rate, the demand for loanable funds exceeds the supply. The equilibrium interest rate rises to
the point where the investment schedule crosses the new saving schedule. Thus, an increase in government
purchases causes the interest rate to rise from 171 to r272.
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FIGURE 3-9 A Reduction in Saving A reduction in saving, possibly the result of a change in fiscal policy, shifts the
saving schedule to the left. The new equilibrium is the point at which the new saving schedule intersects the investment
schedule. A reduction in saving lowers the amount of investment and raises the interest rate. Fiscal-policy actions that
reduce saving are said to crowd out investment.

A Decrease in Taxes

Now consider areduction in taxes of AT.AT'. Theimmediate impact of the tax cut is to raise disposable
income and thus to raise consumption. Disposable income rises by AT,&Tr and consumption rises by an
amount equal to ATAT times the marginal propensity to consume MPC. The higher the MPC, the greater the

impact of the tax cut on consumption.

Because the economy’ s output is fixed by the factors of production and the level of government purchases
is fixed by the government, the increase in consumption must be met by a decrease in investment. For
investment to fall, the interest rate must rise. Hence, areduction in taxes, like an increase in government
purchases, crowds out investment and raises the interest rate.

We can aso analyze the effect of atax cut by looking at saving and investment. Because the tax cut raises
disposable income by AT,ﬁTT consumption goes up by MPCxAT.M PC' x AT. Nationa saving S, which
equals Y—C-G,Y — € — G, falls by the same amount as consumption rises. Asin Figure 3-9, the reduction

in saving shifts the supply of loanable funds to the left, which increases the equilibrium interest rate and
crowds out investment.

Changes in Investment Demand



So far, we have discussed how fiscal policy can change national saving. We can also use our model to
examine the other side of the market—the demand for investment. In this section, we look at the causes and
effects of changesin investment demand.

One reason investment demand might increase is technological innovation. Suppose, for example, that
someone invents a new technology, such as the railroad or the computer. Before afirm or household can take
advantage of the innovation, it must buy investment goods. The invention of the railroad had no value until
railroad cars were produced and tracks were laid. The idea of the computer was not productive until computers
were manufactured. Thus, technological innovation leadsto an increase in investment demand.

Investment demand may also change because the government encourages or discourages investment
through the tax laws. For example, suppose that the government increases personal income taxes and uses the
extrarevenue to provide tax cuts for those who invest in new capital. Such a change in the tax laws makes
more investment projects profitable and, like a technological innovation, increases the demand for investment
goods.

Figure 3-10 shows the effects of an increase in investment demand. At any given interest rate, the demand
for investment goods (and aso for loanable funds) is higher. Thisincrease in demand is represented by a shift
in the investment schedule to the right. The economy moves from the old equilibrium, point A, to the new
equilibrium, point B.
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FIGURE 3-10 An Increase in the Demand for Investment An increase in the demand for investment goods shifts the
investment schedule to the right. At any given interest rate, the amount of investment is greater. The equilibrium moves
from point A to point B. Because the amount of saving is fixed, the increase in investment demand raises the interest
rate while leaving the equilibrium amount of investment unchanged.

The surprising implication of Figure 3-10 is that the equilibrium amount of investment is unchanged.



Under our assumptions, the fixed level of saving determines the amount of investment; in other words, thereis
afixed supply of loanable funds. An increase in investment demand merely raises the equilibrium interest rate.

We would reach a different conclusion, however, if we modified our simple consumption function and
allowed consumption (and its flip side, saving) to depend on the interest rate. Because the interest rate is the
return to saving (as well as the cost of borrowing), a higher interest rate might reduce consumption and
increase saving. In this case, the saving schedule would be upward sloping rather than vertical.

With an upward-sloping saving schedule, an increase in investment demand would raise both the
equilibrium interest rate and the equilibrium quantity of investment. Figure 3-11 shows such a change. The
increase in the interest rate causes households to consume less and save more. The decrease in consumption
frees resources for investment.
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FIGURE 3-11 An Increase in Investment Demand When Saving Depends on the Interest Rate When saving is
positively related to the interest rate, a rightward shift in the investment schedule increases the interest rate and the
amount of investment. The higher interest rate induces people to increase saving, which in turn allows investment to

increase.



3-5 Conclusion

In this chapter, we have developed a model that explains the production, distribution, and allocation of the
economy’ s output of goods and services. The model relies on the classical assumption that prices adjust to
equilibrate supply and demand. In this model, factor prices equilibrate factor markets, and the interest rate
equilibrates the supply and demand for goods and services (or, equivalently, the supply and demand for
loanable funds). Because the model incorporates all the interactions illustrated in the circular flow diagramin
Figure 3-1, it is sometimes called a general equilibrium model.

Throughout the chapter, we have discussed various applications of the model. The model can explain how
income is divided among the factors of production and how factor prices depend on factor supplies. We have
also used the model to discuss how fiscal policy alters the allocation of output among its alternative uses—
consumption, investment, and government purchases—and how it affects the equilibrium interest rate.

At this point it is useful to review some of the simplifying assumptions we have made, which we will relax
in future chapters:

= We have ignored the role of money, the asset with which goods and services are bought and sold. In
Chapters 4 and 5, we discuss how money affects the economy and the influence of monetary policy.

» We have assumed that thereis no trade with other countries. In Chapter 6, we consider how international
interactions affect our conclusions.

= We have assumed that the labor forceis fully employed. In Chapter 7, we examine the reasons for
unemployment and see how public policy influencesthe level of unemployment.

» We have assumed that the capital stock, the labor force, and the production technology are fixed. In
Chapters 8 and 9, we see how changes over time in each of these lead to growth in the economy’ s output
of goods and services.

» We have ignored the role of short-run sticky prices. In Chapters 10 through 14, we develop a model of
short-run fluctuations that includes sticky prices.

Before going on to these chapters, return to the beginning of this one and make sure you can answer the
guestions about national income that we started with.



CHAPTER 4

The Monetary System: What It Isand
How It Works

Mankiw, Macroeconomics, 10e, @ 2019 Worth Publishers

There have been three great inventions since the beginning of time: fire, the wheel, and central
banking.

—Will Rogers

The two arms of macroeconomic policy are monetary and fiscal policy. Fiscal policy encompasses the
government’ s decisions about spending and taxation, as we saw in the previous chapter. Monetary policy
refers to decisions about the nation’s system of coin, currency, and banking. Fiscal policy is usually made by
elected representatives, such as the U.S. Congress, British Parliament, or Japanese Diet. Monetary policy is
made by central banks, which are typically set up by elected representatives but alowed to operate
independently. Examples include the U.S. Federal Reserve, the Bank of England, and the Bank of Japan. Will
Rogers was exaggerating when he said that central banking was one of the three greatest inventions of all time,
but he was right in suggesting that these policymaking institutions have a major influence over the lives and
livelihoods of people around the world.

Much of thisbook is aimed at explaining the effects and proper role of monetary and fiscal policy. This
chapter begins our analysis of monetary policy. We address three related questions. First, what is money?
Second, what is the role of a nation’s banking system in determining the amount of money in the economy?
Third, how does a nation’s central bank influence the banking system and the money supply?

This chapter’ s introduction to the monetary system provides the foundation for understanding monetary
policy. In the next chapter, consistent with the long-run focus of this part of the book, we examine the long-
run effects of monetary policy. The short-run effects of monetary policy are more complex. We start
discussing that topic in Chapter 10, but it will take several chapters to develop a complete explanation. This
chapter gets us ready. Both the long-run and short-run analysis of monetary policy must be grounded in an
understanding of what money is, how banks affect it, and how central banks control it.






4-1 What Is Money?

When we say that a person has alot of money, we usually mean that he is wealthy. By contrast, economists
use the term “money” in a more specialized way. To an economist, money does not refer to all wealth but only
to one type of it: money is the stock of assets that can be readily used to make transactions. Roughly speaking,
the dollars (or, in other countries, pesos, pounds, or yen) in the hands of the public make up the nation’ s stock
of money.

The Functions of Money

Money has three purposes. it is a store of value, a unit of account, and a medium of exchange.

Asastoreof value, money is away to transfer purchasing power from the present to the future. If you
work today and earn $100, you can hold the money and spend it tomorrow, next week, or next month. Money
is not a perfect store of value: if prices are rising, the amount you can buy with any given quantity of money is
falling. Even so, people hold money because they can trade it for goods and services at sometime in the
future.

Asaunit of account, money provides the terms in which people quote prices and record debts.
Microeconomics teaches that resources are allocated according to relative prices—the prices of goods relative
to other goods—yet stores post their pricesin dollars and cents. A car dealer says that a car costs $40,000, not
800 shirts (even though it may amount to the same thing). Similarly, most debts require the debtor to deliver a
certain number of dollars in the future, not an amount of some commaodity. Money is the yardstick with which
we measure economic transactions.

Asamedium of exchange, money iswhat people use to buy goods and services. “This note is legal
tender for all debts, public and private’ is printed on the U.S. dollar. When you walk into stores, you are
confident that the shopkeepers will accept your money in exchange for the itemsthey are selling. The ease
with which an asset can be converted into the medium of exchange and used to buy other things (goods,
services, or capital assets) is called the asset’s liquidity. Because money is the medium of exchange, it isthe
economy’s most liquid asset.

To better understand the functions of money, try to imagine an economy without it: a barter economy. In
such aworld, trade requires the double coincidence of wants—the unlikely happenstance of two people each
having a good that the other wants at the right time and place to make an exchange. A barter economy permits
only simple transactions.



Money makes more complex transactions possible. A professor uses his salary to buy books; the book
publisher uses its revenue from the sale of books to buy paper; the paper company uses its revenue from the
sale of paper to buy wood that it grinds into paper pulp; the lumber company uses revenue from the sale of
wood to pay the lumberjack; the lumberjack uses hisincome to send his child to college; and the college uses
its tuition receiptsto pay the salary of the professor. In a modern economy, trade often involves many parties
and is facilitated by the use of money.

The Types of Money

Money takes many forms. In the U.S. economy, we make transactions with an item whose sole function is to
act as money: dollar bills. These pieces of green paper with small portraits of famous Americans would have
little value if they were not widely accepted as money. Money without intrinsic valueis called fiat money
because it is established as money by government decree, or fiat.

“And how would you like your funny money?”

Bernard Schoenbaum/The New Yorker/Conde
Nast/The Cartoon Bank

Fiat money is the norm in most economies today, but many societies in the past have used a commodity
with someintrinsic value for money. This type of money is called commodity money. The most widespread
exampleis gold. When people use gold as money (or use paper money redeemable for gold), the economy is
said to be onagold standard. Gold is aform of commodity money because it can be used for various
purposes—jewelry, dental fillings, and so on—as well as for transactions. The gold standard was common
throughout the world during the late nineteenth century.

CASE STUDY
Money in a POW Camp

An unusual form of commodity money developed in some Nazi prisoner of war (POW) camps during World War



II. The Red Cross supplied the prisoners with various goods—food, clothing, cigarettes, and so on. Yet these
rations were allocated without close attention to personal preferences, so the allocations were often inefficient.
One prisoner might have preferred chocolate, while another might have preferred cheese, and a third might have
wanted a new shirt. The differing tastes and endowments of the prisoners led them to trade with one another.

Barter was an inconvenient way to allocate these resources, however, because it required the double
coincidence of wants. In other words, a barter system was not the easiest way to ensure that each prisoner
received the goods he valued most. Even the limited economy of the POW camp needed money to facilitate
exchange.

Eventually, cigarettes became the established “currency” in which prices were quoted and with which trades
were made. A shirt, for example, cost about 80 cigarettes. Services were also quoted in cigarettes: some
prisoners offered to do other prisoners’ laundry for two cigarettes per garment. Even nonsmokers were happy to
accept cigarettes in exchange, knowing they could trade the cigarettes in the future for some good they did enjoy.
Within the POW camp the cigarette became the store of value, the unit of account, and the medium of
exchange.l m

The Development of Fiat Money

It is not surprising that in any society, no matter how primitive, some form of commodity money arises to
facilitate exchange: people are willing to accept a commodity currency such as gold because it hasintrinsic
value. Fiat money, however, is more perplexing. What would make people start valuing something that is
intrinsically useless?

To understand how the evolution from commodity money to fiat money takes place, imagine an economy
in which people carry around bags of gold. When making a purchase, the buyer measures out the appropriate
amount of gold. If the seller is convinced that the weight and purity of the gold are right, the exchange is
made.

The government might first get involved in the monetary system to help people reduce transaction costs.
Using raw gold as money is costly because it takes time to verify the purity of the gold and to measure the
correct quantity. To reduce these costs, the government can mint gold coins of known purity and weight. The
coins are more convenient than gold bullion because their values are widely recognized.

The next step is for the government to accept gold from the public in exchange for gold certificates—
pieces of paper that can be redeemed for a certain quantity of gold. If people believe the government’s
promise to redeem the paper bills for gold, the bills are just as valuable as the gold itself. In addition, because
the bills are lighter than gold (and gold coins), they are easier to use in transactions. Eventually, no one carries
gold around at all, and these gold-backed government bills become the monetary standard.
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Finally, the gold backing becomes irrelevant. If no one ever bothers to redeem the bills for gold, no one
caresif the option is abandoned. Aslong as everyone accepts the paper bills in exchange, they will have value
and serve as money. Thus, the system of commodity money evolvesinto a system of fiat money. In the end,
the use of money in exchange is a social convention: everyone values fiat money because they expect
everyone else to valueit.

CASE STUDY
Money and Social Conventions on the Island of Yap

The economy of Yap, a small island in the Pacific, once had a type of money that was something between
commodity and fiat money. The traditional medium of exchange in Yap was fei, stone wheels up to 12 feet in
diameter. These stones had holes in the center so that they could be carried on poles and used for exchange.

Large stone wheels are not a convenient form of money. The stones were heavy, so it took substantial effort
for a new owner to take his fei home after completing a transaction. Although the monetary system facilitated
exchange, it did so at great cost.

Eventually, it became common practice for the new owner of the fei not to bother to take physical possession
of the stone. Instead, the new owner accepted a claim to the fei without moving it. In future bargains, he traded
this claim for goods that he wanted. Having physical possession of the stone became less important than having
legal claim to it.

This practice was put to a test when a valuable stone was lost at sea during a storm. Because the owner lost
his money by accident rather than through negligence, everyone agreed that his claim to the fei remained valid.
Generations later, when no one alive had ever seen this stone, the claim to this fei was still valued in exchange.

Even today, stone money is still valued on the island. But it is not the medium of exchange used for most
routine transactions. For that purpose, the 11,000 residents of Yap use something more prosaic: the U.S. dollar.?

|
FYI
Bitcoin: The Strange Case of a Digital Money

In 2009, the world was introduced to a new and unusual asset, called bitcoin. Conceived by an anonymous
computer expert (or group of experts) who goes by the name Satoshi Nakamoto, bitcoin is intended to be a form
of money that exists only in electronic form. Individuals originally obtain bitcoins by using computers to solve
complex mathematical problems. The bitcoin protocol is designed to limit the number of bitcoins that can ever be
“mined” in this way to 21 million units (though experts disagree whether the number of bitcoins is truly limited).
After the bitcoins are created, they can be used in exchange. They can be bought and sold for U.S. dollars and
other currencies on organized bitcoin exchanges, where the exchange rate is set by supply and demand. You can
use bitcoins to buy things from any vendor who is willing to accept them.

As a form of money, bitcoins are neither commodity money nor fiat money. Unlike commodity money, they
have no intrinsic value. You can't use bitcoins for anything other than exchange. Unlike fiat money, they are not
created by government decree. Indeed, many fans of bitcoin embrace the fact that this electronic cash exists
apart from government. (Some users of it are engaged in illicit transactions such as the drug trade and, therefore,
like the anonymity that bitcoin transactions offer.) Bitcoins have value only to the extent that people accept the
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social convention of taking them in exchange. From this perspective, the modern bitcoin resembles the primitive
money of Yap.

Throughout its brief history, the value of a bitcoin, as measured by its price in U.S. dollars, has fluctuated
wildly. Throughout 2010, the price of a bitcoin ranged from 5 cents to 39 cents. In 2011 the price rose to above
$1, and in 2013 it briefly rose above $1,000 before falling below $500 in 2014. Over the next few years, it
skyrocketed, reaching more than $15,000 in 2017. Gold is often considered a risky asset, but the day-to-day
volatility of bitcoin prices has been several times the volatility of gold prices.

The long-term success of bitcoin depends on whether it succeeds in performing the functions of money: a
store of value, a unit of account, and a medium of exchange. Many economists are skeptical that it will do these
tasks well. Bitcoin’s volatility makes it a risky way to hold wealth and an inconvenient measure in which to post
prices. At least so far, few retailers accept it in exchange, and those that do have only a small volume of bitcoin
transactions.

Advocates of bitcoin see it as the money of the future. Another possibility, however, is that it is a speculative
fad that will eventually run its course.2

How the Quantity of Money Is Controlled

The quantity of money available in an economy is called the money supply. In a system of commodity
money, the money supply is simply the quantity of that commodity. In an economy that uses fiat money, such
as most economies today, the government controls the supply of money: legal restrictions give the government
amonopoly on the printing of money. Just as the levels of taxation and government purchases are policy
instruments of the government, so is the quantity of money. The government’s control over the money supply

is called monetary palicy.

In most countries, monetary policy is delegated to a partially independent institution called the central
bank. The central bank of the United Statesis the Feder al Reser ve—often called the Fed. If you look at a
U.S. dollar bill, you will seethat it is called a Federal Reserve Note. Decisions about monetary policy are
made by the Fed' s Federal Open Market Committee (FOMC). This committee consists of two groups: (1)
members of the Federal Reserve Board, who are appointed by the president and confirmed by the Senate, and
(2) the presidents of the regional Federal Reserve Banks, who are chosen by these banks' boards of directors.
The FOMC meets about every six weeks to discuss and set monetary policy.

The main way in which the Fed controls the supply of money is through open-mar ket oper ations—the
purchase and sale of government bonds. When the Fed wants to increase the money supply, it uses some of the
dollars it has to buy government bonds from the public. Because these dollars |eave the Fed and enter the
hands of the public, the purchase increases the quantity of money in circulation. Conversely, when the Fed
wants to decrease the money supply, it sells some government bonds from its own portfolio. This open-market


https://jigsaw.vitalsource.com/books/9781319106058/epub/OEBPS/xhtml/man_9781319105990_footnotes.xhtml#CH04-FN3

sale of bonds takes some dollars out of the hands of the public and, thus, decreases the quantity of money in
circulation. (Later in the chapter, we explore in more detail how the Fed controls the supply of money.)

How the Quantity of Money Is Measured

One of our goalsis to determine how the money supply affects the economy; we turn to that topic in the next
chapter. Asa background for that analysis, let’s first discuss how economists measure the quantity of money.

Because money is the stock of assets used for transactions, the quantity of money is the quantity of those
assets. In simple economies, this quantity is easy to measure. In the POW camp, the quantity of money was the
number of cigarettes in the camp. On the island of Y ap, the quantity of money was the number of fei on the
island. But how can we measure the quantity of money in more complex economies? The answer is not
obvious, because no single asset is used for all transactions. People can transact using various assets, such as
cash in their wallets or depositsin their checking accounts, although some assets are more convenient to use
than others.

The most obvious asset to include in the quantity of money is currency, the sum of outstanding paper
money and coins. Many day-to-day transactions use currency as the medium of exchange.

A second type of asset used for transactions is demand deposits, the funds people hold in their checking
accounts. If most sellers accept personal checks or debit cards that access checking accounts balances, then
assets in these accounts are amost as convenient as currency. That is, the assets arein aform that can easily
facilitate a transaction. Demand deposits are therefore added to currency when measuring the quantity of
money.

Once we admit the logic of including demand deposits in the measured money stock, many other assets
become candidates for inclusion. Funds in savings accounts, for example, can be easily transferred into
checking accounts or accessed by debit cards; these assets are amost as convenient for transactions. Money
market mutual funds allow investors to write checks against their accounts, although restrictions sometimes
apply regarding the size of the check or number of checks written. Because these assets can be easily used for
transactions, they should arguably be included in the quantity of money.

Becauseit is hard to judge which assets should be included in the money stock, more than one measureis
available. Table 4-1 presents the three measures of the money stock that the Federal Reserve calculates for the
U.S. economy, along with alist of assetsincluded in each measure. From the smallest to the largest, they are
denoted C, M1, and M2. The most common measures for studying the effects of money on the economy are
M1 and M2.



TABLE 4-1 The Measures of Money

Symbol  Assets Included Amount in July 2017
(billions of dollars)

C Currency $ 1,486
M1 Currency plus demand deposits, traveler's checks, and other checkable deposits 3,528
M2 M1 plus retail money market mutual fund balances, saving deposits (including 13,602

money market deposit accounts), and small time deposits

Data from: Federal Reserve.

FYI
How Do Credit Cards and Debit Cards Fit into the Monetary System?

Many people use credit or debit cards to make purchases. Because money is the medium of exchange, one
might naturally wonder how these cards fit into the measurement and analysis of money.

Let’s start with credit cards. One might guess that credit cards are part of the economy’s stock of money. In
fact, however, measures of the money stock do not take credit cards into account because credit cards are not
really a method of payment but a method of deferring payment. When you buy an item with a credit card, the
bank that issued the card pays the store what it is due. Later, you repay the bank. When the time comes to pay
your credit card bill, you will likely do so by transferring funds from your checking account, either electronically or
by writing a check. The balance in this checking account is part of the economy’s stock of money.

The story is different with debit cards, which automatically withdraw funds from a bank account to pay for
items bought. Rather than allowing users to postpone payment for their purchases, a debit card gives users
immediate access to deposits in their bank accounts. Using a debit card is like writing a check. The account
balances that lie behind debit cards are included in measures of the quantity of money.

Even though credit cards are not a form of money, they are still important for analyzing the monetary system.
Because people with credit cards can pay many of their bills all at once at the end of the month, rather than
sporadically as they make purchases, they may hold less money on average than people without credit cards.
Thus, the increased popularity of credit cards may reduce the amount of money that people choose to hold. In
other words, credit cards are not part of the supply of money, but they may affect the demand for money.



4-2 The Role of Banks in the
Monetary System

Earlier, we introduced the concept of “money supply” in ahighly ssmplified manner. We defined the quantity
of money as the number of dollars held by the public, and we assumed that the Federal Reserve controls the
money supply by changing the number of dollarsin circulation through open-market operations. This
explanation was a good starting point for understanding what determines the supply of money, but it is
incomplete because it omits the role of the banking system in this process.

In this section, we see that the money supply is determined not only by Fed policy but also by the behavior
of households (which hold money) and banks (in which money is held). We begin by recalling that the money
supply includes both currency in the hands of the public and deposits (such as checking account balances) at
banks that households can use on demand for transactions. If M denotes the money supply, C currency, and D
demand deposits, we can write

Money Supply=Currency+Demand DepositsM=C+D
Money Supply = Currency + Demand Deposits
M = C | D

To understand the money supply, we must understand the interaction between currency and demand deposits
and how the banking system, together with Fed policy, influences these two components of the money supply.

100-Percent-Reserve Banking

We begin by imagining aworld without banks. In such aworld, all money takesthe form of currency, and the
quantity of money is simply the amount of currency that the public holds. For this discussion, suppose that
thereis $1,000 of currency in the economy.

Now introduce banks. At first, suppose that banks accept deposits but do not make loans. The only purpose
of the banksisto provide a safe place for depositorsto keep their money.

The deposits that banks have received but have not lent out are called reserves. Some reserves are held in
the vaults of local banks throughout the country, but most are held at a central bank, such as the Federd

Reserve. In our hypothetical economy, all deposits are held as reserves. banks ssmply accept deposits, place



the money in reserve, and leave the money there until the depositor makes a withdrawal or writes a check
against the balance. This system is called 100-per cent-r eser ve banking.

Suppose that households deposit the economy’ s entire $1,000 in Firstbank. Firstbank’s balance sheet—its
accounting statement of assets and liabilities—looks like this:

Firstbank’s Balance Sheet
Assets Liabilities

Reserves  $1,000 | Deposits  $1,000

The bank’ s assets are the $1,000 it holds as reserves; the bank’s liabilities are the $1,000 it owes to depositors.
Unlike banks in our economy, this bank is not making loans, so it will not earn profit from its assets. The bank
presumably charges depositors a small fee to cover its costs.

What is the money supply in this economy? Before the creation of Firstbank, the money supply was the
$1,000 of currency. After the creation of Firstbank, the money supply is the $1,000 of demand deposits. A
dollar deposited in a bank reduces currency by one dollar and raises deposits by one dollar, so the money
supply remains the same. If banks hold 100 percent of depositsin reserve, the banking system does not affect
the supply of money.

Fractional-Reserve Banking

Now imagine that banks start lending out some of their deposits—for example, to families buying houses or to
firmsinvesting in new plants and equipment. The advantage to banks is that they can charge interest on the
loans. The banks must keep some reserves on hand so that reserves are available whenever depositors want to
make withdrawals. But as long as the amount of new deposits approximately equals the amount of
withdrawals, a bank need not keep all its depositsin reserve. Thus, bankers have an incentive to lend. When
they do so, we have fractional-reserve banking, a system under which banks keep only a fraction of their
depositsin reserve.

Here is Firstbank’ s balance sheet after it makes a loan:

Firstbank’s Balance Sheet
Assets Liabilities
Reserves $200 Deposits  $1,000
Loans $800

This balance sheet assumes that the reserve—-deposit ratio—the fraction of deposits kept in reserve—is 20



percent. Firstbank keeps $200 of the $1,000 in depositsin reserve and lends out the remaining $800.

Notice that Firstbank increases the supply of money by $800 when it makes this loan. Before the loan is
made, the money supply is $1,000, equaling the depositsin Firstbank. After the loan is made, the money
supply is $1,800: the depositor still has a demand deposit of $1,000, but now the borrower holds $800 in
currency. Thus, in a system of fractional -reserve banking, banks create money.

The creation of money does not stop with Firstbank. If the borrower deposits the $800 in another bank (or
if the borrower uses the $800 to pay someone who then depositsit), the process of money creation continues.
Here is the balance sheet of Secondbank:

Secondbank’s Balance Sheet
Assets Liabilities
Reserves $160 Deposits $800
Loans $640

Secondbank receives the $800 in deposits, keeps 20 percent, or $160, in reserve and then lends $640. Thus,
Secondbank creates $640 of money. If this $640 is eventually deposited in Thirdbank, this bank keeps 20
percent, or $128, in reserve and lends $512, resulting in this balance sheet:

Thirdbank’s Balance Sheet
Assets Liabilities
Reserves  $128 Deposits  $640

Loans $512

The process goes on and on. With each deposit and loan, more money is created.

This process of money creation can continue forever, but it does not create an infinite amount of money.
Letting rr denote the reserve—deposit ratio, the amount of money that the original $1,000 creates is

Original Deposit=$1,000Firstbank Lending=(1-rr)x$1,000Secondbank Lending=(1—rr)2x$1,000Thirdbank
[ 1+(1-rr)+(1-rr)2+(1-rr)3+. . . ]x$1,000=(1/rr)x$1,000.



Original Deposit = $1,000
Firstbank Lending = (1 — rr) x $1,000
Secondbank Lending = (1 — rr)* x $1,000

Thirdbank Lending = (1 —rr)® x $1,000
Total Money Supply = |1+ (1 —rr) + (1 —rr)® + (1 —rr)*+. . .| x $1,000

= (1/rr) x $1,000.

Each $1 of reserves generates $(1/rr) of money. In our example, rr = 0.2, so the original $1,000 generates
$5,000 of money.#

The banking system’s ability to create money is the main difference between banks and other financial
institutions. Aswe first discussed in Chapter 3, financial markets have the important function of transferring
the economy’ s resources from those households that wish to save some of their income for the future to those
households and firms that wish to borrow to buy investment goods to be used in future production. The
process of transferring funds from saversto borrowersis called financial intermediation. Many institutions
act as financial intermediaries. the most prominent examples are the stock market, the bond market, and the
banking system. Y et, of these financial institutions, only banks have the legal authority to create assets (such
as checking accounts) that are part of the money supply. Therefore, banks are the only financial institutions
that directly influence the money supply.

Note that although the system of fractional -reserve banking creates money, it does not create wealth.
When a bank lends some of its reserves, it gives borrowers the ability to make transactions and therefore
increases the money supply. The borrowers are also undertaking debt obligations to the bank, however, so the
loans do not make them wealthier. In other words, the creation of money by the banking system increases the
economy’ s liquidity, not its wealth.

Bank Capital, Leverage, and Capital
Requirements

The model of the banking system presented so far is simplified. That is not necessarily a problem; after all, all
models are smplified. But one particular simplifying assumption is noteworthy.

In the bank balance sheets we just examined, a bank takesin deposits and either uses them to make loans
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or holds them as reserves. Based on this discussion, you might think that it does not take any resources to open
abank. That is, however, not true. Opening a bank requires some capital. That is, the bank owners must start
with some financial resources to get the business going. Those resources are called bank capital or,
equivalently, the equity of the bank’s owners.

Here is what a more realistic balance sheet for a bank would look like:

Realbank’s Balance Sheet

Assets Liabilities and Owners’ Equity
Reserves  $200 | Deposits $750
Loans $500 Debt $200

Securities  $300  Capital (owners’ equity) $50

The bank obtains resources from its owners who provide capital, from customers by taking in deposits, and
from investors by issuing debt. It uses these resources in three ways. Some funds are held as reserves, some
are used to make bank loans; and some are used to buy financial securities, such as government or corporate
bonds. The bank allocates its resources among these asset classes, considering the risk and return that each
offers and any regulations that restrict its choices. The reserves, loans, and securities on the left side of the
balance sheet must equal, in total, the deposits, debt, and capital on the right side of the balance sheet.

This business strategy relies on a phenomenon called lever age, which is the use of borrowed money to
supplement existing funds for purposes of investment. The leverage ratio is theratio of the bank’s total assets
(the sum of the left side of the balance sheet) to the bank’s capital (the one item on the right side of the
bal ance sheet that represents the owners’ equity). In this example, the leverage ratio is $1000/$50, or 20. This
means that for every dollar of capital that the bank owners have contributed, the bank has $20 of assets and,
thus, $19 of deposits and debts.

Because of leverage, abank can lose capital quickly in tough times. To see how, let’s continue with this
example. If the bank’s assets fall in value by just 5 percent, then the $1,000 of assets is now worth only $950.
Since the depositors and debt holders have the legal right to be paid first, the owners' equity falls to zero. That
is, when the leverageratio is 20, a 5 percent fall in the value of the bank assets causes a 100 percent fal in
bank capital. If the value of the assets declines by more than 5 percent, assets fall below liabilities, sending
bank capital below zero. The bank is said to be insolvent. The fear that bank capital may run out, and thus that
depositors might not be repaid in full, is what generates bank runs when thereis no deposit insurance.

Bank regulators require that banks hold sufficient capital. The goal of a capital requirement isto ensure
that banks will be able to pay off their depositors and other creditors. The amount of capital required depends
on the kind of assets a bank holds. If the bank holds safe assets such as government bonds, regulators require
less capital than if the bank holds risky assets such as loans to borrowers whose credit is of dubious quality.



The arcane issues of bank capital and leverage are usually left to bankers, regulators, and financial experts,
but they became prominent topics of public debate during and after the financial crisis of 2008-2009. During
this period, declining house prices caused many banks and other financial institutions to incur losses on
mortgage-backed securities. Because of leverage, the losses to bank capital were proportionately much larger
than the losses to bank assets. Some institutions became insolvent. These events had repercussions not only
within the financial system but throughout the economy. In the aftermath of the crisis, many observers
suggested that banks be subject to higher capital requirements.®

For now, we can put aside the issues of bank capital and leverage. But they will resurface when we discuss
financia crisesin Chapters 12 and 18.
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4-3 How Central Banks Influence the
Money Supply

Having seen what money is and how the banking system affects the amount of money in the economy, we are
ready to examine how the central bank influences the banking system and the money supply. Thisinfluenceis
the essence of monetary policy.

A Model of the Money Supply

If the Federal Reserve adds a dollar to the economy and that dollar is held as currency, the money supply
increases by exactly one dollar. But as we have seen, if that dollar is deposited in a bank, and banks hold only
afraction of their depositsin reserve, the money supply increases by more than one dollar. Asaresult, to
understand what determines the money supply under fractional -reserve banking, we need to take account of
the interactions among (1) the Fed' s decision about how many dollars to create, (2) banks' decisions about
whether to hold deposits as reserves or to lend them out, and (3) households' decisions about whether to hold
their money in the form of currency or demand deposits. This section develops a model of the money supply
that includes all these factors.

The model has three exogenous variables:

= The monetary base B is the total number of dollars held by the public as currency C and by the banks as
reserves R. It is directly controlled by the Federal Reserve.

» Thereserve-deposit ratiorr isthe fraction of depositsthat banks hold in reserve. It is determined by
the business policies of banks and the laws regulating banks.

» The currency—deposit ratio cr isthe amount of currency C people hold as afraction of their holdings of
demand deposits D. It reflects the preferences of households about the form of money they wish to hold.

By showing how the money supply depends on the monetary base, the reserve—deposit ratio, and the currency—
deposit ratio, this model is useful for understanding how Fed policy and the choices of banks and households
influence the money supply.

We begin with the definitions of the money supply and the monetary base:

M=C+D,
M=c+D,B=C+R. B=C + R.



The first equation states that the money supply is the sum of currency and demand deposits. The second
eguation states that the monetary base is the sum of currency and bank reserves. To solve for the money
supply as afunction of the three exogenous variables (B, rr, and cr), we divide the first equation by the second
to obtain

M _ C+D
MB=C+DC+R. & C+R”

We then divide both the top and bottom of the expression on theright by D.

M _ _C/DH1
MB=C/D+1C/D+R/D. B C/D+R/D’

Note that C/D is the currency—deposit ratio cr and that R/D is the reserve—deposit ratio rr. Making these
substitutions, and bringing the B from the left to the right side of the equation, we obtain

_ ertl
M:cr+1cr+rpr.M = o1 X B.

This equation shows how the money supply depends on the three exogenous variables.

We can now see that the money supply is proportional to the monetary base. The factor of proportionality,
(cr + 1)/(cr +rr), isdenoted m and is called the money multiplier. We can write

M=mxB.M = m x B.

Each dollar of the monetary base produces m dollars of money. Because the monetary base has a multiplied
effect on the money supply, the monetary base is sometimes called high-power ed money.

Here's a numerical example. Suppose that the monetary base B is $800 billion, the reserve-deposit ratio rr
is 0.1, and the currency—deposit ratio cr is 0.8. In this case, the money multiplier is

0.841

m=0.8+10.8+0.1=2.0," ~ 18701 — 2



and the money supply is

M =2.0x$800 billion=$1,600 billion.M = 2.0 x $800 billion = $1,600 billion.

Each dollar of the monetary base generates two dollars of money, so the total money supply is $1,600 hillion.

We can now see how changesin the three exogenous variables—B, rr, and cr—cause the money supply to
change.

1. The money supply is proportional to the monetary base. Thus, an increase in the monetary base
increases the money supply by the same percentage.

2. The lower the reserve—deposit ratio, the more loans banks make, and the more money banks create from
every dollar of reserves. Thus, a decrease in the reserve—deposit ratio raises the money multiplier and the

money supply.

3. Thelower the currency—deposit ratio, the fewer dollars of the monetary base the public holds as
currency, the more base dollars banks hold as reserves, and the more money banks can create. Thus, a
decrease in the currency—deposit ratio raises the money multiplier and the money supply.

With this model in mind, we can discuss the ways in which the Fed influences the money supply.

The Instruments of Monetary Policy

Although it is often convenient to make the ssmplifying assumption that the Federal Reserve controls the
money supply directly, in fact the Fed controls the money supply indirectly using various instruments. These
instruments can be classified into two broad groups: those that influence the monetary base and those that
influence the reserve—-deposit ratio and thereby the money multiplier.

How the Fed Changes the Monetary Base

Aswe discussed earlier, open-market operations are the purchases and sales of government bonds by the Fed.
When the Fed buys bonds from the public, the dollars it pays for the bonds increase the monetary base and
thereby increase the money supply. When the Fed sells bonds to the public, the dollars it receives reduce the
monetary base and thus decrease the money supply. Open-market operations are the policy instrument that the
Fed uses most often. In fact, the Fed conducts open-market operationsin New Y ork bond markets almost
every weekday.

The Fed can aso alter the monetary base and the money supply by lending reserves to banks. Banks



borrow from the Fed when they think they do not have enough reserves on hand, either to satisfy bank
regulators, meet depositor withdrawals, make new loans, or satisfy some other business requirement. When the
Fed lendsto a bank that is having trouble obtaining funds from elsewhere, it is said to act as the lender of last
resort.

Banks can borrow from the Fed in various ways. Traditionally, banks have borrowed at the Fed' s so-called
discount window; the discount rate is the interest rate that the Fed charges on these loans. The lower the
discount rate, the cheaper are borrowed reserves, and the more banks borrow at the Fed’ s discount window.
Hence, areduction in the discount rate raises the monetary base and the money supply.

In response to the financial crisis of 2008-2009, the Federal Reserve set up several new mechanisms for
banks to borrow from it. For example, under the Term Auction Facility, the Fed set a quantity of fundsit
wanted to lend to banks, and eligible banks then bid to borrow those funds. The loans went to the highest
eligible bidders—that is, to the banks that had acceptable collateral and offered to pay the highest interest rate.
Unlike at the discount window, where the Fed sets the price of aloan and the banks determine the quantity of
borrowing, at the Term Auction Facility the Fed set the quantity of borrowing and a competitive bidding
process among banks determined the price. The last Term Auction Facility auction was conducted in 2010, but
this policy illustrates that the Federal Reserve has various waysto alter the monetary base and the money

supply.

How the Fed Changes the Reserve—Deposit Ratio

Asour model of the money supply shows, the money multiplier is the link between the monetary base and the
money supply. The money multiplier depends on the reserve—-deposit ratio, which in turn is influenced by
various Fed policy instruments.

Reserve requirements are Fed regulations that impose a minimum reserve—-deposit ratio on banks. An
increase in reserve requirements tends to raise the reserve-deposit ratio and thus lower the money multiplier
and the money supply. Changes in reserve requirements are the least frequently used of the Fed' s policy
instruments. Moreover, in recent years, thistool has become less effective because many banks hold more
reserves than are required. Reserves above the minimum required are called excess r eser ves.

In October 2008, the Fed started paying interest on reserves. That is, when a bank holds reserves on
deposit at the Fed, the Fed now pays the bank interest on those deposits. This change gives the Fed another
tool with which to influence the economy. The higher the interest rate on reserves, the more reserves banks
will choose to hold. Thus, an increase in the interest rate on reserves will tend to increase the reserve-deposit
ratio, lower the money multiplier, and lower the money supply.

CASE STUDY



Quantitative Easing and the Exploding Monetary Base

Figure 4-1 shows the monetary base from 1960 to 2017. You can see that something extraordinary happened
after 2007. From 1960 to 2007, the monetary base grew gradually over time. But then from 2007 to 2014 it spiked

up substantially, increasing about 5-fold over just a few years.
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FIGURE 4-1 The Monetary Base The monetary base has historically grown relatively smoothly over time, but from 2007 to 2014 it increased
approximately 5-fold. The huge expansion in the monetary base, however, was not accompanied by similar increases in M1 and M2.

Data from: U.S. Federal Reserve.

This huge increase in the monetary base is attributable to actions the Federal Reserve took during the
financial crisis and economic downturn of this period. With the financial markets in turmoil, the Fed pursued its job
as a lender of last resort with historic vigor. It began by buying large quantities of mortgage-backed securities. Its
goal was to restore order to the mortgage market so that would-be homeowners could borrow. Later, the Fed
pursued a policy of buying long-term government bonds to keep their prices up and long-term interest rates
down. This policy, called quantitative easing, is a kind of open-market operation. But rather than buying short-
term Treasury bills, as the Fed normally does in an open-market operation, it bought longer-term and somewhat
riskier securities. These open-market purchases led to the substantial increase in the monetary base.

The huge expansion in the monetary base, however, did not lead to a similar increase in broader measures of
the money supply. While the monetary base increased about 400 percent from 2007 to 2014, M1 increased by
only 100 percent and M2 by only 55 percent. These figures show that the tremendous expansion in the monetary
base was accompanied by a large decline in the money multiplier. Why did this decline occur?

The model of the money supply presented earlier in this chapter shows that a key determinant of the money
multiplier is the reserve ratio rr. From 2007 to 2014, the reserve ratio increased substantially because banks
chose to hold substantial quantities of excess reserves. That is, rather than making loans, the banks kept much
of their available funds in reserve. (Excess reserves rose from about $1.5 billion in 2007 to about $2.5 trillion in
2014.) This decision prevented the normal process of money creation that occurs in a system of fractional-



reserve banking.

Why did banks choose to hold so much in excess reserves? Part of the reason is that banks had made many
bad loans leading up to the financial crisis; when this fact became apparent, bankers tried to tighten their credit
standards and make loans only to those they were confident could repay. In addition, interest rates had fallen to
such low levels that making loans was not as profitable as it normally is. Banks did not lose much by leaving their
financial resources idle as excess reserves.

Although the explosion in the monetary base did not lead to a similar explosion in the money supply, some
observers feared that it still might. As the economy recovered from the downturn and interest rates rose to normal
levels, they argued, banks could reduce their holdings of excess reserves by making loans. The money supply
would start growing, perhaps too quickly.

Policymakers at the Federal Reserve, however, were aware of this potential problem and were ready to
handle it. From 2014 to 2017, the Fed increased the interest rate it pays on reserves from 0.25 to 1.50 percent. A

higher interest rate on reserves makes holding reserves more profitable for banks, thereby discouraging bank

lending and keeping the money multiplier low.% m

Problems in Monetary Control

The Fed has substantial power to influence the money supply, but it cannot control the money supply
perfectly. Banks' discretion in how they conduct their businesses, as well as households decisions about their
personal financial affairs, can cause the money supply to change in ways the Fed did not anticipate. For
example, if banks choose to hold more excess reserves, the reserve-deposit ratio increases and the money
supply falls. Similarly, if households decide to hold more of their money in the form of currency, the
currency—deposit ratio increases and the money supply falls. Hence, the money supply sometimes movesin
ways the Fed does not intend.

CASE STUDY

Bank Failures and the Money Supply in the 1930s

Between August 1929 and March 1933, the money supply fell 28 percent. As we will discuss in Chapter 12, some
economists believe that this large decline in the money supply was the main cause of the Great Depression of the
1930s, when unemployment reached unprecedented levels, prices fell precipitously, and economic hardship was
widespread. In light of this hypothesis, one is drawn to ask why the money supply fell so dramatically.

The three variables that determine the money supply—the monetary base, the reserve—deposit ratio, and the
currency—deposit ratio—are shown in Table 4-2 for 1929 and 1933. You can see that the fall in the money supply
cannot be attributed to a fall in the monetary base: in fact, the monetary base rose 18 percent over this period.
Instead, the money supply fell because the money multiplier fell 38 percent. The money multiplier fell because
the currency—deposit and reserve—deposit ratios both rose substantially.

TABLE 4-2 The Money Supply and Its Determinants: 1929 and 1933
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August 1929 March 1933

Money Supply 26.5 19.0
Currency 3.9 55
Demand deposits 22.6 135
Monetary Base 7.1 8.4
Currency 3.9 55
Reserves 3.2 29
Money Multiplier 3.7 2.3
Reserve—deposit ratio 0.14 0.21
Currency—deposit ratio 0.17 0.41

Data from: Milton Friedman and Anna Schwartz, A Monetary History of the United States, 1867—1960 (Princeton, NJ: Princeton University Press,
1963), Appendix A.

Most economists attribute the fall in the money multiplier to the large number of bank failures in the early
1930s. From 1930 to 1933, more than 9,000 banks suspended operations, often defaulting on their depositors.
The bank failures caused the money supply to fall by altering the behavior of both depositors and bankers.

Bank failures raised the currency—deposit ratio by reducing public confidence in the banking system. People
feared that bank failures would continue, and they began to view currency as a more desirable form of money
than demand deposits. When they withdrew their deposits, they drained the banks of reserves. The process of
money creation reversed itself, as banks responded to lower reserves by reducing their outstanding balance of
loans.

In addition, the bank failures raised the reserve—deposit ratio by making bankers more cautious. Having just
observed many bank runs, bankers became apprehensive about operating with a small amount of reserves. They
therefore increased their holdings of reserves to well above the legal minimum. Just as households responded to
the banking crisis by holding more currency relative to deposits, bankers responded by holding more reserves
relative to loans. Together these changes caused a large fall in the money multiplier.

Although it is easy to explain why the money supply fell, it is more difficult to decide whether to blame the
Federal Reserve. One might argue that the monetary base did not fall, so the Fed should not be blamed. Critics
of Fed policy during this period make two counterarguments. First, they claim that the Fed should have taken a
more vigorous role in preventing bank failures by acting as a lender of last resort when banks needed cash
during bank runs. This would have helped maintain confidence in the banking system and prevented the large fall
in the money multiplier. Second, they point out that the Fed could have responded to the fall in the money
multiplier by increasing the monetary base even more than it did. Either of these actions would likely have
prevented such a large fall in the money supply, which might have reduced the severity of the Great Depression.

Since the 1930s, many policies have been enacted that make such a large and sudden fall in the money
supply less likely today. Most important, the system of federal deposit insurance protects depositors when a bank
fails. This policy is designed to maintain public confidence in the banking system and thus prevents large swings
in the currency—deposit ratio. Deposit insurance has a cost: in the late 1980s and early 1990s, for example, the
federal government incurred the large expense of bailing out many insolvent savings-and-loan institutions. Yet
deposit insurance helps stabilize the banking system and the money supply. That is why, during the financial
crisis of 2008-2009, the Federal Deposit Insurance Corporation raised the amount guaranteed from $100,000 to



$250,000 per depositor. m



4-4 Conclusion

Y ou should now understand what money is and how central banks affect its supply. Y et this accomplishment,
valuable as it is, isonly the first step toward understanding monetary policy. The next and more interesting
step is to see how changes in the money supply influence the economy. We begin our study of that question in
the next chapter. Aswe examine the effects of monetary policy, we move toward an appreciation of what
central bankers can do to improve the functioning of the economy and, just as important, an appreciation of
what they cannot do. But be forewarned: you will have to wait until the end of the book to see all the pieces of
the puzzle fall into place.



CHAPTER 5

|nflation: Its Causes, Effects, and Social
Costs

Mankiw, Macroeconomics, 10e, @ 2019 Worth Publishers

Leninis said to have declared that the best way to destroy the Capitalist System was to debauch
the currency. . . . Lenin was certainly right. There is no subtler, no surer means of overturning the
existing basis of society than to debauch the currency. The process engages all the hidden forces of
economic law on the side of destruction, and does it in a manner which not one man in amillion is
able to diagnose.

—John Maynard Keynes

In 1970 the New York Times cost 15 cents, the median price of a single-family home was $23,400, and the
average wage for production workers was $3.39 per hour. In 2017 the Times cost $2.50, the median price of a
home was $317,200, and the average wage was $20.90 per hour. This overall increasein pricesis called
inflation, which is the subject of this chapter.

The rate of inflation—the percentage change in the overal level of prices—varies greatly over time and
across countries. In the United States, according to the consumer priceindex (CPl), pricesrose at an average
annual rate of 2.3 percent in the 1960s, 7.1 percent in the 1970s, 5.6 percent in the 1980s, 3.0 percent in the
1990s, and 2.2 percent from 2000 to 2016. Even when the U.S. inflation problem became severe during the
1970s, however, it was nothing compared to the episodes of extraordinarily high inflation, called
hyperinflation, that other countries have experienced from time to time. A classic example is Germany in
1923, when prices increased an average of 500 percent per month. More recently, similar examples of
extraordinary inflation gripped the nations of Zimbabwe in 2008 and Venezuelain 2017.

In this chapter we examine the classical theory of the causes, effects, and socia costs of inflation. The
theory is“classical” in the sense that it assumes that prices are flexible. Asdiscussed in Chapter 1, most
economists believe this assumption describes the behavior of the economy in the long run. By contrast, many
prices are thought to be sticky in the short run, and beginning in Chapter 10 we incorporate this fact into our



anaysis. For now, we ignore short-run price stickiness. Aswe will see, the classical theory of inflation
provides a good description of the long run and a useful foundation for the short-run analysis we develop later.

The “hidden forces of economic law” that cause inflation are not as mysterious as Keynes claimsin the
guotation that opens this chapter. Inflation is simply an increase in average prices, and a priceis the rate at
which money is exchanged for a good or a service. To understand inflation, we must understand money—uwhat
itis, what affects its supply and demand, and what influence it has on the economy. In the previous chapter,
we introduced the economist’s concept of “money” and discussed how, in most modern economies, a central
bank set up by the government controls the quantity of money in the hands of the public. This chapter begins
in Section 5-1 by showing that the quantity of money determines the price level and that the rate of growth in
the quantity of money determines the rate of inflation.

Inflation in turn has numerous effects of its own on the economy. Section 5-2 discusses the revenue that
governments can raise by printing money, sometimes called the inflation tax. Section 5-3 examines how
inflation affects the nominal interest rate. Section 5-4 discusses how the nominal interest rate affects the
guantity of money people wish to hold and, thereby, the price level.

After analyzing the causes and effects of inflation, in Section 5-5 we address what is perhaps the most
important question about inflation: Isit a maor social problem? Does inflation amount to “overturning the
existing basis of society,” as the chapter’ s opening quotation suggests?

Finally, in Section 5-6, we discuss the dramatic case of hyperinflation. Hyperinflations are interesting to
examine because they show clearly the causes, effects, and costs of inflation. Just as seismologists learn much
about plate tectonics by studying earthquakes, economists learn much about money and prices by studying
how hyperinflations begin and end.



5-1 The Quantity Theory of Money

In Chapter 4 we defined what money is and learned that the quantity of money available in the economy is
called the money supply. We aso saw how the money supply is determined by the banking system together
with the policy decisions of the central bank. With that foundation, we can now start to examine the
macroeconomic effects of monetary policy. To do this, we need a theory that tells us how the quantity of
money is related to other economic variables, such as prices and incomes. The theory we develop in this
section, called the quantity theory of money, hasits rootsin the work of the early monetary theorists, including
the philosopher and economist David Hume (1711-1776). It remains the leading explanation for how money
affects the economy in the long run.

Transactions and the Quantity Equation

If you hear an economist use the word “supply,” you can be sure that the word “demand” is not far behind.
Indeed, having fully explored the supply of money, we now focus on the demand for it.

The starting point of the quantity theory of money is the insight that people hold money to buy goods and
services. The more money they need for such transactions, the more money they hold. Thus, the quantity of
money in the economy is related to the number of dollars exchanged in transactions.

The link between transactions and money is expressed in the following equation, called the quantity
equation:

Money xV el ocity=Pricex TransactionsM xV =PxT.
Money x Velocity = Price x Transactions

M % V = P b T.

Let’s examine each of the four variablesin this equation.

The right-hand side of the quantity equation tells us about transactions. T represents the total number of
transactions during some period of time, say, ayear. In other words, T is the number of timesin ayear that
goods or services are exchanged for money. P is the price of atypical transaction—the number of dollars
exchanged. The product of the price of a transaction and the number of transactions, PT, equals the number of
dollars exchanged in a year.



The left-hand side of the quantity equation tells us about the money used to make the transactions. M is the
quantity of money. V, called the transactions velocity of money, measures the rate at which money circulates
in the economy. In other words, velocity tells us the number of timesadollar bill changes handsin agiven
period of time.

For example, suppose that 50 loaves of bread are sold in agiven year at $2 per loaf. Then T equals 50
loaves per year, and P equals $2 per loaf. The total number of dollars exchanged is

PT=$2/l0af x50 | oaves/year:$100/year.PT = $2/loaf x 50 loaves/year = $100/year.

The right-hand side of the quantity equation equals $100 per year, the dollar value of all transactions.

Suppose further that the quantity of money in the economy is $20. By rearranging the quantity equation,
we can compute velocity as

V = PT/M
= ($100/year) / ($20)

V=PT/M=($100/year)/($20)=5 times per year. = Otimes per year.

That is, for $100 of transactions per year to take place with $20 of money, each dollar must change hands 5
times per year.

The quantity equation is an identity: the definitions of the four variables make it true. This type of equation
is useful because it shows that if one of the variables changes, one or more of the others must also change to
maintain the equality. For example, if the quantity of money increases and the velocity of money remains
constant, then either the price or the number of transactions must rise.

From Transactions to Income

When studying the role of money in the economy, economists usually use a slightly different version of the
quantity equation than the one just introduced. The problem with the first equation is that the number of
transactions is difficult to measure. To solve this problem, the number of transactions T is replaced by the total
output of the economy Y.

Transactions and output are related because the more the economy produces, the more goods are bought



and sold. Y et they are not the same. When one person sells a used car to another person, for example, they
make a transaction using money, even though the used car is not part of current output. Nonetheless, the dollar
value of transactions is roughly proportional to the dollar value of output.

If Y denotes the amount of output and P denotes the price of one unit of output, then the dollar value of
output is PY. We encountered measures for these variables when we discussed the national income accountsin
Chapter 2: Yisrea GDP; P, the GDP deflator; and PY, nominal GDP. The quantity equation becomes

Money x Velocity = Price x QOutput
MoneyxVelocity=PricexOutputM xV=pPxY. M . v = P x Y.

Because Y is also total income, V in this version of the quantity equation is called the income velocity of
money. The income velocity of money tells us the number of timesadollar bill enters someone’ sincomein a
given period of time. This version of the quantity equation is the most common, and it is the one we use from
now on.

The Money Demand Function and the Quantity
Equation

When we analyze how money affects the economy, it is often useful to express the quantity of money in terms
of the quantity of goods and servicesit can buy. This amount, M/P, is called real money balances.

Real money balances measure the purchasing power of the stock of money. For example, consider an
economy that produces only bread. If the quantity of money is $20, and the price of aloaf is $2, then real
money balances are 10 loaves of bread. That is, at current prices, the stock of money in the economy can buy
10 loaves.

A money demand function is an equation that shows the determinants of the quantity of real money
balances people wish to hold. A simple money demand function is

(MiPya=ky ,(M/P)" = kY,

where k is a constant that tells us how much money people want to hold for every dollar of income. This
equation states that the quantity of real money balances demanded is proportional to real income.



The money demand function is like the demand function for a particular good. Here the “good” is the
convenience of holding real money balances. Just as owning an automobile makes it easier for a person to
travel, holding money makes it easier to make transactions. Therefore, just as higher income leadsto a greater
demand for automobiles, higher income also leadsto a greater demand for real money balances.

This money demand function offers another way to view the quantity equation. To see this, add to the

i
money demand function the condition that the demand for real money balances (M /P)d(i 1/P)" must equal
the supply M/P. M/ P Therefore,

A simple rearrangement of terms changes this equation into
M(k)=py, M (1/k) = PY,

which can be written as

Mv=py MV = PY,

where vV =1/k. V =1/k. These few steps of simple mathematics show the link between the demand for money
and the velocity of money. When people want to hold alot of money for each dollar of income (k is large),
money changes hands infrequently (V is small). Conversely, when people want to hold only alittle money (k
is small), money changes hands frequently (V is large). In other words, the money demand parameter k and the
velocity of money V are opposite sides of the same coin.

The Assumption of Constant Velocity

The quantity equation can be viewed as a definition: it defines velocity V as the ratio of nominal GDP, PY, to
the quantity of money M. Yet if we make the additional assumption that the velocity of money is constant,
then the quantity equation becomes a useful theory about the effects of money, called the quantity theory of

money.

Like many of the assumptions in economics, the assumption of constant velocity is only asimplification of
reality. Velocity does change if the money demand function changes. For example, when automatic teller



machines were introduced, people could reduce their average money holdings, which meant afall in the
money demand parameter k and an increase in velocity V. Nonetheless, experience shows that the assumption
of constant velocity is useful in many situations. Let’ s therefore assume that velocity is constant and see what
this assumption implies about the effects of the money supply on the economy.

With this assumption included, the quantity equation can be seen as a theory of what determines nominal
GDP. The quantity equation says

mv=py,MV = PY,

where the bar over V means that velocity is fixed. Therefore, a change in the quantity of money (M) must
cause a proportionate change in nominal GDP (PY). That is, if velocity is fixed, the quantity of money
determines the dollar value of the economy’s output.

Money, Prices, and Inflation

We now have atheory to explain what determines the economy’s level of prices. The theory has three building

blocks:

1. Thefactors of production and the production function determine output Y. We borrow this conclusion

from Chapter 3.
2. The money supply M set by the central bank determines the nominal value of output PY. This conclusion

follows from the quantity equation and the assumption that the velocity of money is fixed.
3. The pricelevel P isthen theratio of the nominal value of output PY to output Y.

In other words, the productive capability of the economy determines real GDP, the quantity of money
determines nominal GDP, and the GDP deflator is the ratio of nominal GDP to rea GDP.

This theory explains what happens when the central bank changes the supply of money. Because velocity
V isfixed, any change in the money supply M must lead to a proportionate change in the nominal value of
output PY. Because the factors of production and the production function have aready determined output Y,
the nominal value of output PY can adjust only if the pricelevel P changes. Hence, the quantity theory implies
that the pricelevel is proportional to the money supply.

Because the inflation rate is the percentage change in the price level, this theory of the pricelevel isalso a
theory of theinflation rate. The quantity equation, written in percentage-change form, is



%AM+%AV =0%AP+%AY . ZAM + %AV = AP + ZAY.

Consider each of these four terms. First, the percentage change in the quantity of money, %AM , 6A M, is
under the control of the central bank. Second, the percentage change in velocity, %AV, %AV, reflects shifts
in money demand; we have assumed that velocity is constant, so %AV %AV is zero. Third, the percentage
change in the price level, 9AP, %AP, istherate of inflation; thisis the variablein the eguation that we would
like to explain. Fourth, the percentage change in output, 9%AY ZAY, depends on growth in the factors of
production and on technological progress, which for our present purposes we are taking as given. This analysis

tells us that (except for a constant that depends on exogenous growth in output) the growth in the money
supply determines the rate of inflation.

Thus, the quantity theory of money states that the central bank, which controls the money supply, has
ultimate control over the rate of inflation. If the central bank keeps the money supply stable, the price level
will be stable. If the central bank increases the money supply rapidly, the price level will rise rapidly.
CASE STUDY

Inflation and Money Growth

“Inflation is always and everywhere a monetary phenomenon.” So wrote Milton Friedman, the great economist
who won the Nobel Prize in economics in 1976. The quantity theory of money leads us to agree that the growth in
the quantity of money is the primary determinant of the inflation rate. Yet Friedman’s claim is empirical, not
theoretical. To evaluate his claim, and to judge the usefulness of our theory, we need to look at data on money
and prices.

Friedman, together with fellow economist Anna Schwartz, wrote two treatises on monetary history that
documented the sources and effects of changes in the quantity of money over the past century.® Figure 5-1 uses
their data and plots the average rate of money growth and the average rate of inflation in the United States over
each decade since the 1870s. The data confirm the link between inflation and growth in the quantity of money.
Decades with high money growth (such as the 1970s) tend to have high inflation, and decades with low money
growth (such as the 1930s) tend to have low inflation.
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FIGURE 5-1 Historical Data on U.S. Inflation and Money Growth In this scatterplot of money growth and inflation, each point represents a
decade. The horizontal axis shows the average growth in the money supply (as measured by M2) over the decade, and the vertical axis
shows the average rate of inflation (as measured by the GDP deflator). The positive correlation between money growth and inflation is
evidence for the quantity theory’s prediction that high money growth leads to high inflation.

Data from: For the data through the 1960s: Milton Friedman and Anna J. Schwartz, Monetary Trends in the United States and the United
Kingdom: Their Relation to Income, Prices, and Interest Rates 1867—-1975 (Chicago: University of Chicago Press, 1982). For recent data:
U.S. Department of Commerce and Federal Reserve Board.

As you may have learned in a statistics class, one way to quantify a relationship between two variables is with
a measure called correlation. A correlation is +1 if the two variables move exactly in tandem, 0 if they are
unrelated, and —1 if they move exactly opposite each other. In Eigure 5-1, the correlation is 0.79, indicating that
the two variables move closely together.

Figure 5-2 examines the same question using international data. It shows the average rate of inflation and the
average rate of money growth in 123 countries during the period from 2007 to 2016. Again, the link between
money growth and inflation is clear. Countries with high money growth (such as Ghana and Mozambique) tend to
have high inflation, and countries with low money growth (such as Japan and the United States) tend to have low
inflation. The correlation here is 0.70.
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FIGURE 5-2 International Data on Inflation and Money Growth In this scatterplot, each point represents a country. The horizontal axis
shows the average growth in the money supply (as measured by a broad monetary aggregate) from 2007 to 2016, and the vertical axis shows
the average rate of inflation (as measured by the CPI). Once again, the positive correlation is evidence for the quantity theory’s prediction that
high money growth leads to high inflation.

Data from: International Monetary Fund.

If we looked at monthly data on money growth and inflation, rather than data for decade-long periods, we
would not see as close a connection between these two variables. This theory of inflation works best in the long
run, not in the short run. We examine the short-run impact of changes in the quantity of money when we turn to
economic fluctuations in Part Four of this book. m



5-2 Seigniorage: The Revenue from
Printing Money

So far, we have seen how growth in the money supply causes inflation. With inflation as a consequence, what
would ever induce a central bank to increase the money supply substantially? Here we examine one answer to
this question.

Let’s start with an indisputable fact: all governments spend money. Some of this spending is to buy goods
and services (such as roads and police), and someis to provide transfer payments (for the poor and elderly, for
example). A government can finance its spending in three ways. First, it can raise revenue through taxes, such
as personal and corporate income taxes. Second, it can borrow from the public by selling government bonds.
Third, it can print money.

The revenue raised by the printing of money is called seignior age. The term comes from seigneur, the
French word for “feudal lord.” In the Middle Ages, the lord had the exclusive right on his manor to coin
money. Today this right belongs to the central government, and it is one source of revenue.

When the government prints money to finance expenditure, it increases the money supply. The increasein
the money supply, in turn, causes inflation. Printing money to raise revenueis like imposing an inflation tax.

At firgt, inflation might not look like atax. After al, no one receives a hill for it—the government just
prints the money it needs. Who, then, pays the inflation tax? The answer is the holders of money. As prices
rise, the real value of the money in your wallet falls. Therefore, when the government prints new money for its
use, it makes the old money in the hands of the public less valuable. In essence, inflation is atax on holding
money.

The amount of revenue raised by printing money varies from country to country. In the United States, the
amount has been small: seigniorage has usually accounted for less than 3 percent of government revenue. In
Italy and Greece, seigniorage has often been more than 10 percent of government revenue.2 In countries
experiencing hyperinflation, seigniorage is often the government’ s chief source of revenue—indeed, the need
to print money to finance expenditure is a primary cause of hyperinflation.

CASE STUDY
Paying for the American Revolution

Although seigniorage has not been a major source of revenue for the U.S. government in recent history, the
situation was very different two and a half centuries ago. Beginning in 1775, the Continental Congress needed to
find a way to finance the Revolution, but it had limited ability to raise revenue through taxation. It therefore relied
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on the printing of fiat money to help pay for the war.

The Continental Congress’s reliance on seigniorage increased over time. New issues of continental currency
were about $6 million in 1775, $19 million in 1776, and $13 million in 1777. This amount increased to $63 million
in 1778 and $125 million in 1779.

Not surprisingly, this rapid growth in the money supply led to massive inflation. At the end of the war, the
price of gold measured in continental dollars was more than 100 times its level of only a few years earlier. The
large quantity of the continental currency made the continental dollar nearly worthless. This experience also gave

birth to a once-popular expression: people used to say something was “not worth a continental” to mean that the
item had little real value.

When the new nation won its independence, there was a natural skepticism about fiat money. Upon the
recommendation of the first secretary of the Treasury, Alexander Hamilton, Congress passed the Mint Act of
1792, which established gold and silver as the basis for a new system of commodity money. m



5-3 Inflation and Interest Rates

Aswefirst discussed in Chapter 3, interest rates are among the most important macroeconomic variables.
They are the prices that link the present and the future. Here we discuss the relationship between inflation and
interest rates.

Two Interest Rates: Real and Nominal

Suppose you deposit your savingsin abank account that pays 8 percent interest annually. Next year, you
withdraw your savings and the accumulated interest. Are you 8 percent richer than you were when you made
the deposit ayear earlier?

The answer depends on what “richer” means. To be sure, you have 8 percent more dollars than you had
before. But if prices have risen, each dollar buys less, and your purchasing power has not risen by 8 percent. If
theinflation rate was 5 percent over the year, then the amount of goods you can buy hasincreased by only 3

percent. And if the inflation rate was 10 percent, then your purchasing power has fallen by 2 percent.

The interest rate that the bank paysisthe nominal interest rate, and the increase in your purchasing
power isthereal interest rate. If i denotesthe nominal interest rate, r the real interest rate, and 7 the rate of

inflation, the relationship among these three variables can be written as
rsi—g.T =1 — .

The real interest rate is the difference between the nominal interest rate and the rate of inflation.2

The Fisher Effect

Rearranging terms in our equation for the real interest rate, we can show that the nominal interest rate is the
sum of thereal interest rate and the inflation rate:

i=r+g.i =T+
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The equation written in thisway is called the Eisher equation, after economist Irving Fisher (1867-1947). It
shows that the nominal interest rate can change for two reasons: because the real interest rate changes or
because the inflation rate changes.

Once we separate the nominal interest rate into these two parts, we can use this equation to develop a
theory that explains the nominal interest rate. Chapter 3 showed that the real interest rate adjusts to equilibrate
saving and investment. The quantity theory of money shows that the rate of money growth determines the rate
of inflation. The Fisher equation then tells us to add the real interest rate and the inflation rate together to
determine the nominal interest rate.

The quantity theory and the Fisher equation together tell us how money growth affects the nominal interest
rate. According to the quantity theory, an increase in the rate of money growth of 1 percent causes a 1 percent
increase in the rate of inflation. According to the Fisher equation, a 1 percent increase in the rate of inflation
in turn causes a 1 percent increase in the nominal interest rate. The one-for-one relation between the inflation
rate and the nominal interest rate is called the Eisher effect.

CASE STUDY
Inflation and Nominal Interest Rates

How useful is the Fisher effect in explaining interest rates? To answer this question, we look at two types of data
on inflation and nominal interest rates.

Figure 5-3 shows the variation over time in the nominal interest rate and the inflation rate in the United States
from 1954 to 2016. You can see that the Fisher effect has done a good job of explaining fluctuations in the
nominal interest rate during this period. When inflation is high, nominal interest rates are typically high, and when
inflation is low, nominal interest rates are typically low as well. The correlation between the inflation rate and the

nominal interest rate is 0.76.
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FIGURE 5-3 Inflation and Nominal Interest Rates Over Time This figure plots the nominal interest rate (on three-month Treasury bills) and



the inflation rate (as measured by the CPI) in the United States since 1954. It shows the Fisher effect: higher inflation leads to a higher
nominal interest rate.

Data from: Federal Reserve.

Similar support for the Fisher effect comes from examining the variation across countries. As Figure 5-4
shows, a nation’s inflation rate and its nominal interest rate are related. Countries with high inflation tend to have
high nominal interest rates as well, and countries with low inflation tend to have low nominal interest rates. The

correlation between these two variables is 0.75.
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FIGURE 5-4 Inflation and Nominal Interest Rates Across Countries This scatterplot shows the average nominal interest rate on short-term
Treasury bills and the average inflation rate in 48 countries from 2007 to 2016. The positive correlation between the inflation rate and the
nominal interest rate is evidence for the Fisher effect.

Data from: International Monetary Fund.

The link between inflation and nominal interest rates is well known to Wall Street investment firms. Because
bond prices move inversely with interest rates, one can get rich by correctly predicting the direction in which
interest rates will move. Many Wall Street firms hire Fed watchers to monitor monetary policy and news about
inflation to anticipate changes in interest rates. m

Two Real Interest Rates: Ex Ante and Ex Post

When a borrower and lender agree on anominal interest rate, they do not know what the inflation rate over the
term of the loan will be. Therefore, we must distinguish between two concepts of the real interest rate: the real
interest rate that the borrower and lender expect when the loan is made, called the ex ante real interest rate,
and thereal interest rate that is actually realized, called the ex post real interest rate.

Although borrowers and lenders cannot predict future inflation with certainty, they do have some



expectation about what the inflation rate will be. Let gz denote actua future inflation and Ex E'm denote
expected future inflation. The ex ante real interest rateis i—En,'ff Em, and the ex post real interest rateis

i—r.1 — T. The two real interest rates differ when actual inflation g7 differs from expected inflation Ex. Er.

How does this distinction between actual and expected inflation modify the Fisher effect? Clearly, the
nominal interest rate cannot adjust to actual inflation, because actual inflation is not known when the nominal
interest rate is set. The nominal interest rate can adjust only to expected inflation. The Fisher effect is more
precisely written as

i=r+En.i =1 + Em.

The ex ante real interest rate r is determined by equilibrium in the market for goods and services, as described

by the model in Chapter 3. The nominal interest rate i moves one-for-one with changes in expected inflation
En_E?T,

If the nominal interest rate is supposed to respond to expected inflation, why do we see such as a strong
correlation between nominal interest rates and actual inflation in Figures 5-3 and 5-4? The reason is that actual
inflation is usually persistent and, therefore, high actual inflation goes along with high expected inflation. But
that need not always be the case. During the late nineteenth and early twentieth centuries, inflation showed
little persistence. When people experienced high inflation, they had no reason to expect high inflation to
continue. As aresult, the correlation between nominal interest rates and actual inflation was much weaker.
Fisher himself noted this fact and suggested that inflation “caught merchants napping.” 4
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5-4 The Nominal Interest Rate and the
Demand for Money

The quantity theory is based on a simple money demand function: it assumes that the demand for real money
balances is proportional to income. The quantity theory is a good place to start when analyzing the effects of
money, but it is not the whole story. Here we add another determinant of the quantity of money demanded—
the nominal interest rate.

The Cost of Holding Money

The money you hold in your wallet does not earn interest. If, instead of holding that money, you used it to buy
government bonds or deposited it in a savings account, you would earn the nominal interest rate. Therefore,
the nominal interest rate is the opportunity cost of holding money: it is what you give up by holding money
rather than bonds.

Another way to see that the cost of holding money equals the nominal interest rate is by comparing the real
returns on alternative assets. Assets other than money, such as government bonds, earn the real returnr.
Money earns an expected real return of —Er, Em, becauseits real value declines at the rate of inflation.
When you hold money, you give up the difference between these two returns. Thus, the cost of holding money

isr—(—En),” — (—ET) , which the Fisher equation tells us is the nominal interest ratei.

Just as the quantity of bread demanded depends on the price of bread, the quantity of money demanded
depends on the price of holding money. Hence, the demand for real money balances depends on both income
and the nominal interest rate. We write the general money demand function as

(|\/|/F>)o|:L(i,Y).(MHUD)ri =L(i,Y).

The letter L is used to denote money demand because money is the economy’s most liquid asset (the asset
most easily used to make transactions). This equation states that the demand for the liquidity of real money
balances is a function of income and the nominal interest rate. The higher the level of income 'Y, the greater
the demand for real money balances. The higher the nominal interest rate i, the lower the demand for real
money balances.



Future Money and Current Prices

Money, prices, and interest rates are now related in several ways. Figure 5-5 illustrates the linkages we have
discussed. Asthe quantity theory of money explains, money supply and money demand together determine the
equilibrium price level. Changesin the price level are, by definition, the rate of inflation. Inflation, in turn,
affects the nominal interest rate through the Fisher effect. But now, because the nominal interest rate is the cost
of holding money, the nominal interest rate feeds back to affect the demand for money.

Money
Supply
Price Inflation ?‘:{: ;:;I
Level Rate Rate
Money
Demand

Mankiw, Macroeconomics, 10e, © 2019 Worth Publishers

FIGURE 5-5 The Linkages Among Money, Prices, and Interest Rates This figure illustrates the relationships among
money, prices, and interest rates. Money supply and money demand determine the price level. Changes in the price
level determine the inflation rate. The inflation rate influences the nominal interest rate. Because the nominal interest
rate is the cost of holding money, it may affect money demand. This last link (shown as a blue line) is omitted from the

basic quantity theory of money.

Consider how the introduction of this last link affects our theory of the price level. First, equate the supply
of real money balances M /PM /P to the demand L@, Y):

M/P=L(i,y).M/P=L(iY).

Next, use the Fisher equation to write the nominal interest rate as the sum of the real interest rate and expected

inflation:

M/P=L(r+Ex,Y).M/P = L(r + Em,Y).

This equation states that the level of real money balances depends on the expected rate of inflation.

The last equation tells a more sophisticated story about the determination of the price level than does the



guantity theory. The quantity theory of money says that today’s money supply determinestoday’s price level.
This conclusion remains partly true: if the nominal interest rate and output are held constant, the price level
moves proportionately with the money supply. Y et the nominal interest rate is not constant; it depends on
expected inflation, which in turn depends on growth in the money supply. The presence of the nominal interest
rate in the money demand function yields an additional channel through which money supply affects the price
level.

This general money demand equation implies that the price level depends not only on today’ s money
supply but also on the money supply expected in the future. To see why, suppose the Fed announces that it will
increase the money supply in the future, but it does not change the money supply today. This announcement
causes people to expect higher money growth and higher inflation. Through the Fisher effect, thisincrease in
expected inflation raises the nominal interest rate. The higher nominal interest rate increases the cost of
holding money and therefore reduces the demand for real money balances. Because the Fed has not changed
the quantity of money available today, the reduced demand for real money balances leads to a higher price
level. Hence, expectations of higher money growth in the future lead to a higher price level today.

The effect of money on pricesis thus more complicated than the simplest quantity theory suggests. Formal
models show what determines the price level with a more general money demand function. These models are
beyond the scope of this text, but their bottom line is ssmple. The price level depends on a weighted average of
the current money supply and the money supply expected to prevail in the future. Inflation is driven by both
current growth in the money supply and its expected future growth.



5-5 The Social Costs of Inflation

Our discussion of the causes and effects of inflation does not tell us much about the social problems that result
from inflation. We turn to those problems now.

The Layman’s View and the Classical
Response

If you ask the average person why inflation is a social problem, she will probably answer that inflation makes
her poorer. “Each year my boss gives me araise, but prices go up and that takes some of my raise away from
me.” The implicit assumption in this statement is that if there were no inflation, she would get the same raise
and be able to buy more goods.

This complaint about inflation is a common fallacy. Aswe know from Chapter 3, the purchasing power of
labor—the real wage—depends on the marginal productivity of labor, not on how much money the
government prints. If the central bank reduces inflation by slowing the rate of money growth, workers will not
see their real wages increasing more rapidly. Instead, when inflation slows, firms will increase the prices of
their products less each year and, as aresult, will give their workers smaller raises.

According to the classical theory of money, a change in the price level is like a change in the units of
measurement. It is as if we switched from measuring distances in feet to measuring them in inches. numbers
get larger, but nothing really changes. Imagine that tomorrow morning you wake up and find that, for some
reason, all dollar figures in the economy have been multiplied by ten. The price of everything you buy has
increased 10-fold, but so have your wage and the value of your savings. What difference would such a price
increase make to your life? All numbers would have an extra zero at the end, but nothing else would change.
Y our economic well-being depends on relative prices, not the overall price level.

Why, then, is a persistent increase in the price level a socia problem? It turns out that the costs of inflation
are subtle. Indeed, economists disagree about the size of the social costs. To the surprise of many laymen,
some economists argue that the costs of inflation are small—at least for the moderate rates of inflation that
most countries have experienced in recent years.>

CASE STUDY
What Economists and the Public Say About Inflation

As we have been discussing, laymen and economists hold very different views about the costs of inflation. In
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1996, economist (and 2013 Nobel Prize winner) Robert Shiller documented this difference of opinion in a survey
of the two groups. The survey results are striking, for they show how the study of economics changes a person’s
attitudes.

In one question, Shiller asked people whether their “biggest gripe about inflation” was that “inflation hurts my
real buying power, it makes me poorer.” Of the general public, 77 percent agreed with this statement, compared
to only 12 percent of economists. Shiller also asked people whether they agreed with the following statement:
“When | see projections about how many times more a college education will cost, or how many times more the
cost of living will be in coming decades, | feel a sense of uneasiness; these inflation projections really make me
worry that my own income will not rise as much as such costs will.” Among the general public, 66 percent said
they fully agreed with this statement, whereas only 5 percent of economists agreed with it.

Survey respondents were asked to judge the seriousness of inflation as a policy problem: “Do you agree that
preventing high inflation is an important national priority, as important as preventing drug abuse or preventing
deterioration in the quality of our schools?” Shiller found that 52 percent of laymen, but only 18 percent of
economists, fully agreed with this view. Apparently, inflation worries the public much more than it does the
economics profession.

The public’s distaste for inflation may be psychological. Shiller asked those surveyed if they agreed with the
following statement: “I think that if my pay went up | would feel more satisfaction in my job, more sense of
fulfillment, even if prices went up just as much.” Of the public, 49 percent fully or partly agreed with this
statement, compared to 8 percent of economists.

Do these survey results mean that laymen are wrong and economists are right about the costs of inflation?
Not necessarily. But economists have the advantage of having given the issue more thought. So let's now
consider what some of the costs of inflation might befnm

The Costs of Expected Inflation

Consider first the case of expected inflation. Suppose that every month the price level rose by 1/2 percent.
What would be the social costs of such a steady and predictable 6 percent annual inflation?

One cost is the distorting effect of the inflation tax on the amount of money people hold. Aswe have
already discussed, a higher inflation rate leads to a higher nominal interest rate, which in turn leadsto lower
real money balances. But for people to hold lower money balances and spend the same amount, they must
make more frequent trips to the bank to withdraw money—for example, they might withdraw $50 twice a
week rather than $100 once a week. The inconvenience of reducing money holding is metaphorically called
the shoeleather cost of inflation, because walking to the bank more often causes one’ s shoes to wear out more
quickly.

A second cost of inflation arises because high inflation induces firms to change their posted prices more
often. Changing prices is sometimes costly; for example, it may require printing and distributing a new
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catalog. These costs are called menu costs, because the higher the rate of inflation, the more often restaurants
have to print new menus.

A third cost of inflation arises because firms facing menu costs change prices infrequently; therefore, the
higher the rate of inflation, the greater the variability in relative prices. For example, suppose afirm issues a
new catalog every January. If thereis no inflation, then the firm'’s prices relative to the overal pricelevel are
constant over the year. Yet if inflation is 1/2 percent per month, then from the beginning to the end of the year
thefirm’srelative prices fall by 6 percent. Sales from this catalog will tend to be low early in the year (when
its prices are relatively high) and high later in the year (when its prices are relatively low). Hence, when
inflation induces variability in relative prices, it leads to microeconomic inefficiencies in the alocation of
resources.

A fourth cost of inflation results from the tax laws. Many provisions of the tax code do not take into
account the effects of inflation. Inflation can alter individuals' tax liability, oftenin waysthat |lawmakers did
not intend.

One example of the failure of the tax code to deal with inflation is the tax treatment of capital gains.
Suppose you buy some stock today and sell it ayear from now at the same real price. It would seem
reasonable for the government not to levy atax, because you have earned no real income from this investment.
Indeed, if thereis no inflation, a zero tax liability would be the outcome. But suppose the rate of inflation is 6
percent and you initially paid $100 per share for the stock; for the real price to be the same ayear later, you
must sell the stock for $106 per share. In this case the tax code, which ignores the effects of inflation, says that
you have earned $6 per share in income, and the government taxes you on this capital gain. The problem is
that the tax code measures income as the nominal rather than the real capital gain. In this example, and in
many others, inflation distorts how taxes are levied.

A fifth cost of inflation is the inconvenience of living in aworld with a changing price level. Money is the
yardstick with which we measure economic transactions. When thereis inflation, that yardstick is changing in
length. To continue the analogy, suppose that Congress passed a law specifying that a yard would equal 36
inchesin 2019, 35 inchesin 2020, 34 inchesin 2021, and so on. The law would result in no ambiguity but
would be highly inconvenient. When someone measured a distance in yards, it would be necessary to specify
whether the measurement was in 2020 yards or 2021 yards; to compare distances measured in different years,
one would need to make an “inflation” correction. Similarly, the dollar is aless useful measure when its value
is always changing. The changing value of the dollar requires that we correct for inflation when comparing
dollar figures from different times.

For example, a changing price level complicates personal financial planning. An important decision that all
households face is how much of their income to consume today and how much to save for retirement. A dollar
saved today and invested at a fixed nominal interest rate will yield afixed dollar amount in the future. Y et the



real value of that dollar amount—which will determine the retiree’ s living standard—depends on the future
price level. Deciding how much to save would be simpler if people could count on the price level in 30 years
being similar to its level today.

The Costs of Unexpected Inflation

Unexpected inflation has an effect that is more pernicious than any of the costs of steady, anticipated inflation:
it arbitrarily redistributes wealth among people. Y ou can see how this works by examining long-term loans.
Most loan agreements specify anominal interest rate, which is based on the rate of inflation expected at the
time of the agreement. If inflation turns out differently from what was expected, the ex post real return that the
debtor pays to the creditor differs from what both parties anticipated. On the one hand, if inflation turns out to
be higher than expected, the debtor wins and the creditor |oses because the debtor repays the loan with less
valuable dollars. On the other hand, if inflation turns out to be lower than expected, the creditor wins and the
debtor |oses because the repayment is worth more than the two parties anticipated.

Consider, for example, a person taking out a mortgage in 1960. At the time, a 30-year mortgage had an
interest rate of about 6 percent per year. This rate was based on alow rate of expected inflation—inflation
over the previous decade had averaged only 2.5 percent. The creditor probably expected to receive aredl
return of about 3.5 percent, and the debtor expected to pay thisreal return. In fact, over the life of the
mortgage, the inflation rate averaged 5 percent, so the ex post real return was only 1 percent. This
unanticipated inflation benefited the debtor at the expense of the creditor.

Unanticipated inflation also hurts people on fixed pensions. Workers and firms often agree on a fixed
nominal pension when the worker retires (or even earlier). Because the pension is deferred earnings, the
worker is essentially providing the firm aloan: the worker provides labor servicesto the firm while young but
does not get fully paid until old age. Like any creditor, the worker is hurt when inflation is higher than
anticipated. Like any debtor, the firm is hurt when inflation is lower than anticipated.

These situations provide a clear argument against variable inflation. The more variable the rate of inflation,
the greater the uncertainty that both debtors and creditors face. Because most people are risk averse—they
dislike uncertainty—the unpredictability caused by highly variable inflation hurts almost everyone.

Given the effects of uncertain inflation, it is puzzling that nominal contracts are so common. One might
expect debtors and creditors to protect themselves from this uncertainty by writing contracts in real terms—
that is, by indexing to some measure of the price level. In economies with high and variable inflation,
indexation is often widespread; sometimes this indexation takes the form of writing contracts using a more
stable foreign currency. In economies with moderate inflation, such as the United States, indexation is rare.

Y et even in the United States, some long-term obligations are indexed. For example, Social Security benefits



for the elderly are adjusted annually in response to changes in the consumer priceindex. And in 1997, the U.S.
federal government issued inflation-indexed bonds for the first time.

Finally, in thinking about the costs of inflation, we should note a widely documented but little understood
fact: high inflation is variable inflation. That is, countries with high average inflation also tend to have
inflation rates that change greatly from year to year. The implication is that if a country decidesto pursue a
high-inflation monetary policy, it will likely have to accept highly variable inflation as well. Aswe have
discussed, highly variable inflation increases uncertainty for both creditors and debtors by subjecting them to
arbitrary and potentially large redistributions of wealth.

CASE STUDY
The Free Silver Movement, the Election of 1896, and the Wizard of Oz

The redistributions of wealth caused by unexpected changes in the price level are often a source of political
turmoil, as evidenced by the Free Silver movement in the late nineteenth century. From 1880 to 1896, the price
level in the United States fell 23 percent. This deflation was good for creditors, primarily the bankers of the
Northeast, but it was bad for debtors, primarily the farmers of the South and West. One proposed solution to this
problem was to replace the gold standard with a bimetallic standard, under which both gold and silver could be
minted into coin. The move to a bimetallic standard would increase the money supply and stop the deflation.

The silver issue dominated the presidential election of 1896. William McKinley, the Republican nominee,
campaigned on a platform of preserving the gold standard. William Jennings Bryan, the Democratic nominee,
supported the bimetallic standard. In a famous speech, Bryan proclaimed, “You shall not press down upon the
brow of labor this crown of thorns, you shall not crucify mankind upon a cross of gold.” Not surprisingly, McKinley
was the candidate of the conservative eastern establishment, whereas Bryan was the candidate of the southern
and western populists.

This debate over silver found its most memorable expression in a children’s book, The Wizard of Oz. Written
by a Midwestern journalist, L. Frank Baum, just after the 1896 election, it tells the story of Dorothy, a girl lost in a
strange land far from her home in Kansas. Dorothy (representing traditional American values) makes three
friends: a scarecrow (the farmer), a tin woodman (the industrial worker), and a lion whose roar exceeds his might
(William Jennings Bryan). Together, they make their way along a perilous yellow brick road (the gold standard),
hoping to find the Wizard who will help Dorothy return home. Eventually they arrive in Oz (Washington), where
everyone sees the world through green glasses (money). The Wizard (William McKinley) tries to be all things to
all people but turns out to be a fraud. Dorothy’s problem is solved only when she learns about the magical power
of her silver slippers..

The Republicans won the election of 1896, and the United States stayed on a gold standard, but the Free
Silver advocates got the inflation that they wanted. Around the time of the election, gold was discovered in
Alaska, Australia, and South Africa. In addition, gold refiners devised the cyanide process, which facilitated the
extraction of gold from ore. These developments led to increases in the money supply and in prices. From 1896
to 1910 the price level rose 35 percent. m
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One Benefit of Inflation

So far, we have discussed the many costs of inflation. These costs lead many economists to conclude that
monetary policymakers should aim for zero inflation. Y et there is another side to the story. Some economists
believe that alittle bit of inflation—say, 2 or 3 percent per year—can be a good thing.

The argument for moderate inflation starts with the observation that cuts in nominal wages are rare: firms
are reluctant to cut their workers' nominal wages, and workers are reluctant to accept such cuts. A 2 percent
wage cut in azero-inflation world is, in real terms, the same as a 3 percent raise with 5 percent inflation, but
workers do not always see it that way. The 2 percent wage cut may seem like an insult, whereas the 3 percent
raiseis, after all, still araise. Empirical studies confirm that nominal wages rarely fall.

This finding suggests that some inflation may make labor markets work better. The supply and demand for
different kinds of labor are always changing. Sometimes an increase in supply or decrease in demand leadsto
afall in the equilibrium real wage for a group of workers. If nominal wages can’t be cut, then the only way to
cut real wagesisto allow inflation to do the job. Without inflation, the real wage will be stuck above the
equilibrium level, resulting in higher unemployment.

For this reason, some economists argue that inflation “ greases the wheels’ of labor markets. Only alittle
inflation is needed: an inflation rate of 2 percent lets real wages fall by 2 percent per year, or about 20 percent
per decade, without cuts in nominal wages. Such automatic reductionsin real wages are impossible with zero
inflation.2
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5-6 Hyperinflation

Hyperinflation is often defined as inflation that exceeds 50 percent per month, which isjust over 1 percent per
day. Compounded over many months, this rate of inflation leadsto very largeincreases in the price level. An
inflation rate of 50 percent per month implies a more than 100-fold increase in the price level over ayear and
amore than 2-million-fold increase over three years. Here we consider the costs and causes of such extreme
inflation.

The Costs of Hyperinflation

Although economists debate whether the costs of moderate inflation are large or small, no one doubts that
hyperinflation extracts a high toll on society. The costs are qualitatively the same as those we discussed earlier.
When inflation reaches extreme levels, however, these costs are more apparent because they are so severe.

The shoeleather costs from reduced money holding, for instance, are serious under hyperinflation. Business
executives devote much time and energy to cash management when cash losesits value quickly. By diverting
this time and energy from more socially valuable activities, such as production and investment decisions,
hyperinflation makes the economy run less efficiently.

Menu costs also become larger under hyperinflation. Firms must change prices so often that normal
business practices, such as printing and distributing catal ogs with fixed prices, become impossible. In one
restaurant during the German hyperinflation of the 1920s, awaiter would stand up on atable every 30 minutes
to call out the new prices.

Similarly, relative prices do not do a good job of reflecting true scarcity during hyperinflations. When
prices change frequently by large amounts, it is hard for customersto shop around for the best price. Highly
volatile and rapidly rising prices can alter behavior in many ways. According to one report, when patrons
entered a pub during the German hyperinflation, they would often buy two pitchers of beer. Although the
second pitcher would lose value by getting warm over time, it would lose value less rapidly than the money
left sitting in the patron’s wallet.

Tax systems are also distorted by hyperinflation—but in waysthat are different from the distortions of
moderate inflation. In most tax systems, thereis a delay between thetime atax is levied and thetime it is paid
to the government. In the United States, for example, taxpayers are required to make estimated income tax
payments every three months. This short delay does not matter much under low inflation. By contrast, during
hyperinflation, even a short delay greatly reduces real tax revenue. By the time the government gets the money



it is due, the money has falen in value. Asaresult, once hyperinflations start, the real tax revenue of the
government often falls substantially.

Finally, no one should underestimate the sheer inconvenience of living with hyperinflation. When carrying
money to the grocery store is as burdensome as carrying the groceries back home, the monetary system is not
doing its best to facilitate exchange. The government tries to overcome this problem by adding more and more
zeros to the paper currency, but often it cannot keep up with the exploding price level.

Eventually, these costs of hyperinflation become intolerable. Over time, money losesits role as a store of
value, unit of account, and medium of exchange. Barter becomes more common. And more stable unofficial
monies—cigarettes or the U.S. dollar—start to replace the official money.

The Causes of Hyperinflation
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“I told you the Fed should have tightened”
Bob Mankoff/Cartoonstock.com

Why do hyperinflations start, and how do they end? This question can be answered at different levels.

The most obvious answer is that hyperinflations are due to excessive growth in the supply of money.
When the central bank prints money, the price level rises. When it prints money rapidly enough, the result is
hyperinflation. To stop the hyperinflation, the central bank must reduce the rate of money growth.

This answer isincomplete, however, for it leaves open the question of why central banksin hyperinflating
economies choose to print so much money. To address this deeper question, we must turn our attention from
monetary to fiscal policy. Most hyperinflations begin when the government has inadequate tax revenue to pay
for its spending. Although the government might prefer to finance this budget deficit by issuing debt, it may
find itself unable to borrow, perhaps because lenders view the government as a bad credit risk. To cover the



deficit, the government turnsto the only mechanism at its disposal—the printing press. The result is rapid
money growth and hyperinflation.

Once the hyperinflation is under way, the fiscal problems become even more severe. Because of the delay
in collecting tax payments, real tax revenue fals as inflation rises. Thus, the government’s need to rely on
seigniorage is self-reinforcing. Rapid money creation leadsto hyperinflation, which leads to a larger budget
deficit, which leads to even more rapid money creation.

The ends of hyperinflations almost always coincide with fiscal reforms. Once the magnitude of the
problem becomes apparent, the government musters the political will to reduce government spending and
increase taxes. These fiscal reforms reduce the need for seigniorage, which allows a reduction in money
growth. Hence, even if “inflation is aways and everywhere a monetary phenomenon,” as Milton Friedman
suggested, the end of hyperinflation is often afiscal phenomenon as well.2

CASE STUDY
Hyperinflation in Interwar Germany

After World War I, Germany experienced one of history’s most spectacular examples of hyperinflation. At the
war’s end, the Allies demanded that Germany pay substantial reparations. These payments led to fiscal deficits in
Germany, which the German government eventually financed by printing large quantities of money.

Panel (a) of Eigure 5-6 shows the quantity of money and the general price level in Germany from January
1922 to December 1924. During this period both money and prices rose at an amazing rate. For example, the
price of a daily newspaper rose from 0.30 mark in January 1921 to 1 mark in May 1922, to 8 marks in October
1922, to 100 marks in February 1923, and to 1,000 marks in September 1923. Then, in the fall of 1923, prices
took off: the newspaper sold for 2,000 marks on October 1, 20,000 marks on October 15, 1 million marks on
October 29, 15 million marks on November 9, and 70 million marks on November 17. In December 1923 the
money supply and prices abruptly stabilized.%
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FIGURE 5-6 Money and Prices in Interwar Germany Panel (a) shows the money supply and the price level in Germany from January 1922
to December 1924. The immense increases in the money supply and the price level provide a dramatic illustration of the effects of printing
large amounts of money. Panel (b) shows inflation and real money balances. As inflation rose, real money balances fell. When the inflation
ended at the end of 1923, real money balances rose.

Data from: Adapted from Thomas J. Sargent, “The End of Four Big Inflations,” in Inflation, edited by Robert Hall (Chicago: University of
Chicago Press, 1983), 41-98.

Just as fiscal problems caused the German hyperinflation, a fiscal reform ended it. At the end of 1923, the
number of government employees was cut by one-third, and the reparations payments were temporarily
suspended and eventually reduced. At the same time, a new central bank, the Rentenbank, replaced the old
central bank, the Reichsbank. The Rentenbank was committed to not financing the government by printing
money.



According to our theoretical analysis of money demand, an end to a hyperinflation should lead to an increase
in real money balances as the cost of holding money falls. Panel (b) of Eigure 5-6 shows that real money
balances in Germany did fall as inflation increased and then increased again as inflation fell. Yet the increase in
real money balances was not immediate. Perhaps the adjustment of real money balances to the cost of holding
money is a gradual process. Or perhaps it took time for people in Germany to believe that the inflation had
ended, so that expected inflation fell more gradually than actual inflation. m

CASE STUDY
Hyperinflation in Zimbabwe

In 1980, after years of colonial rule, the old British colony of Rhodesia became the new African nation of
Zimbabwe. A new currency, the Zimbabwe dollar, was introduced to replace the Rhodesian dollar. For the first
decade, inflation in the new nation was modest—about 10 to 20 percent per year. That, however, would soon
change.

The hero of the Zimbabwe independence movement was Robert Mugabe. In general elections in 1980, he
became the nation’s first prime minister and later, after a government reorganization, its president. Over the
years, he continued to get reelected. In his 2008 reelection, however, there were widespread claims of electoral
fraud and threats against voters who supported rival candidates. At the age of 84, Mugabe was no longer as
popular as he once was, but he gave no sign of any willingness to relinquish power.

Throughout his tenure, Mugabe’s economic philosophy was Marxist, and one of his goals was to redistribute
wealth. In the 1990s his government instituted a series of land reforms with the ostensible purpose of
redistributing land from the white minority who ruled Zimbabwe during the colonial era toward the historically
disenfranchised black population. One result of these reforms was widespread corruption. Many abandoned and
expropriated white farms ended up in the hands of cabinet ministers and senior government officials. Another
result was a substantial decline in farm output. Productivity fell as many of the experienced white farmers fled the
country.

The decline in the economy’s output led to a fall in the government’s tax revenue. The government responded
to this revenue shortfall by printing money to pay the salaries of government employees. As textbook economic
theory predicts, the monetary expansion led to higher inflation.

Mugabe tried to deal with inflation by imposing price controls. Once again, the result was predictable: a
shortage of many goods and the growth of an underground economy where price controls and tax collection were
evaded. The government’s tax revenue declined further, inducing even more monetary expansion and yet higher
inflation. In July 2008, the officially reported inflation rate was 231 million percent (about 4 percent per day),
though some observers put it higher. Official inflation data were soon suspended, but unofficial reports indicate
that inflation continued to accelerate and, by the end of 2008, was completely out of control.

The repercussions of the hyperinflation were widespread. In an article in the Washington Post, one
Zimbabwean citizen described the situation as follows: “If you don’t get a bill collected in 48 hours, it isn’'t worth
collecting, because it is worthless. Whenever we get money, we must immediately spend it, just go and buy what
we can. Our pension was destroyed ages ago. None of us have any savings left.”

The Zimbabwe hyperinflation finally ended in March 2009, when the government abandoned its own money.



The U.S. dollar became the nation’s official currency. Inflation quickly stabilized and remained low in the years
that followed. Zimbabwe still had problems, but at least hyperinflation was not among them. m



5-7 Conclusion: The Classical
Dichotomy

Over the course of this and the previous chapter, we have studied the meaning of money and the impact of the
money supply on inflation and various other variables. This analysis builds on our model of national income in
Chapter 3. Let’snow step back and examine a key assumption that has been implicit in our discussion.

In Chapter 3, we explained many macroeconomic variables. Some of these variables were quantities, such
as real GDP and the capital stock; others were relative prices, such as the real wage and the real interest rate.
But all of these variables had one thing in common—they measured a physical (rather than a monetary)
quantity. Real GDP is the quantity of goods and services produced in a given year, and the capital stock is the
guantity of machines and structures available at a given time. The real wage is the quantity of output aworker
earns for each hour of work, and the real interest rate is the quantity of output a person earnsin the future by
lending one unit of output today. All variables measured in physical units, such as quantities and relative
prices, are called real variables.

In this chapter we examined nominal variables—variables expressed in terms of money. The economy
has many nominal variables, such as the price level, the inflation rate, and the dollar wage a person earns.

At first, it may seem surprising that we could explain real variables without introducing nominal variables
or the existence of money. In Chapter 3 we studied the level and allocation of the economy’s output without
mentioning the price level or the rate of inflation. Our theory of the labor market explained the real wage
without explaining the nominal wage.

Economists call this theoretical separation of real and nominal variables the classical dichotomy. It isthe
hallmark of classical macroeconomic theory. The classical dichotomy is an important insight because it
simplifies economic theory. It allows us to examine real variables, as we have done, while ignoring nominal
variables. The classical dichotomy arises because, in classical economic theory, changesin the money supply
do not influence real variables. Thisirrelevance of money in the determination of real variablesis called
monetary neutrality. For many purposes—in particular for studying long-run issues—monetary neutrality is
approximately correct.

Y et monetary neutrality does not fully describe the world in which we live. Beginning in Chapter 10, we
discuss departures from the classical model and monetary neutrality. These departures are crucial for
understanding many macroeconomic phenomena, such as short-run economic fluctuations.



CHAPTER 6

The Open Economy

No nation was ever ruined by trade.

—Benjamin Franklin

Evenif you never leave your hometown, you are a participant in the global economy. When you go to the
grocery store, you might choose between apples grown locally and grapes grown in Chile. When you make a
deposit into your local bank, the bank might lend those funds to your next-door neighbor or to a Japanese
company building afactory outside Tokyo. Because economies around the world are integrated with one
another, consumers have more goods and services from which to choose, and savers have more opportunities
to invest their wealth.

In previous chapters we simplified the analysis by assuming a closed economy. Y et most actual economies
are open: they export goods and services abroad, they import goods and services from abroad, and they borrow
and lend in world financial markets. Figure 6-1 gives some sense of the importance of these international
interactions by showing imports and exports as a percentage of GDP for ten magjor countries. Asthe figure
shows, exports from the United States are about 13 percent of GDP, and imports are about 15 percent. Trade is
even more important for many other countries—imports and exports are about 20 percent of GDP in China,
about 33 percent in Canada, and almost 50 percent in Germany. In these countries, international tradeis
central to analyzing economic developments and formulating economic policies.
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FIGURE 6-1 Imports and Exports as a Percentage of Output: 2015 While international trade is important for the

United States, it is even more vital for other countries.

Data from: World Bank.

This chapter begins our study of open-economy macroeconomics. We begin in Section 6-1 with questions
of measurement. To understand how an open economy works, we must understand the key macroeconomic
variables that measure the interactions among countries. Accounting identities reveal a key insight: the flow of
goods and services across national bordersis always matched by an equivaent flow of funds to finance capital
accumul ation.

In Section 6-2 we examine the determinants of these international flows. We develop a model of the small
open economy that corresponds to our model of the closed economy in Chapter 3. The model shows the
factors that determine whether a country is aborrower or alender in world markets and how policies at home
and abroad affect the flows of capital and goods.

In Section 6-3 we extend the model to discuss the prices at which a country makes exchangesin world
markets. We examine what determines the price of domestic goods relative to foreign goods. We also examine
what determines the rate at which the domestic currency trades for foreign currencies. Our model shows how
protectionist trade policies—policies designed to protect domestic industries from foreign competition—
influence the amount of international trade and the exchange rate.



6-1 The International Flows of Capital
and Goods

The key macroeconomic difference between open and closed economiesis that, in an open economy, a
country’s spending in any given year need not equal its output of goods and services. A country can spend
more than it produces by borrowing from abroad, or it can spend less than it produces and lend the difference
to foreigners. To understand this more fully, let’s take another ook at national income accounting, which we
first discussed in Chapter 2.

The Role of Net Exports

Consider the expenditure on an economy’ s output of goods and services, again denoted as Y. In a closed
economy, all output is sold domestically, and expenditure is divided into three components: consumption C,
investment |, and government purchases G. In an open economy, some output is sold domestically and some
Is exported to be sold abroad. In addition, some of the goods and services included in consumption,
investment, and government purchases are produced abroad and imported. We can thus write the national
income accounts identity as

V=CH+G+X-IMY =C+ T+ G+ X — IM

where X represents exports and IM represents imports. Because spending on importsisincluded in domestic
spending (C+l +G),(C +1I+ G), and because goods and services imported from abroad are not part of a

country’ s output, this equation subtracts spending on imports.

Defining net exportsto be exports minusimports(Nx:x—||v|),(NX =X — IM), we can write the
identity as

Y=C+|+G+NX . Y =C+ 1+ G + NX.

This equation states that expenditure on domestic output is the sum of consumption, investment, government
purchases, and net exports. This form of the national income accounts identity should be familiar from

Chapter 2.



The national income accounts identity shows how domestic output, domestic spending, and net exports are
related. In particular,

NX=Y —(C+1+G)Net Exports=Output—Domestic Spending.
NX = Y - (C+1I+G)

Net Exports = Output — Domestic Spending.

This equation shows that in an open economy, domestic spending need not equal the output of goods and
services. If a country’s output exceeds its domestic spending, it exports the difference: net exports are positive.
If a country’s output falls short of its domestic spending, it imports the difference: net exports are negative.

International Capital Flows and the Trade
Balance

In an open economy, as in the closed economy we discussed in Chapter 3, financial markets and goods
markets are closely related. To see the relationship, we must rewrite the national income accounts identity in
terms of saving and investment. Begin with the identity

Y=C+|+G+NX.Y =C+ T+ G+ NX.
Subtract C and G from both sidesto obtain
Y—C-G=l+NX Y - C -G =1+ NX.

Recall from Chapter 3 that Y—-C-GY — C — G isnationa saving S, which equals the sum of private saving,
Yy-T-c,Y =T — C, and public saving, T-G,I' — G, where T stands for taxes. Therefore,

S=I+NX.S =T+ NX.

Subtracting | from both sides of the equation, we can write the national income accounts identity as

S I=NX.S —I=NX.



This form of the national income accounts identity shows that an economy’s net exports must always equal the
difference between its saving and its investment.

Let’slook more closely at each part of thisidentity. The right-hand side, NX, is net exports of goods and
services. Another name for net exports is the trade balance, because it tells us how a country’s trade in goods
and services departs from the benchmark of equal imports and exports.

The left-hand side of the identity is the difference between domestic saving and domestic investment, S—|,
S — I, which we'll call net_capital outflow. (It's sometimes called net foreign investment.) Net capital
outflow equals the amount that domestic residents are lending abroad minus the amount that foreigners are
lending to us. If net capital outflow is positive, the economy’s saving exceeds its investment, and it is lending
the excess to foreigners. If the net capital outflow is negative, the economy is experiencing a capital inflow:
investment exceeds saving, and the economy is financing this extrainvestment by borrowing from abroad.
Thus, net capital outflow reflects the international flow of funds to finance capital accumulation.

The national income accounts identity shows that net capital outflow always equals the trade balance. That
IS,

Net Capital Outflow = Trade Balance
Net Capital Outflow=Trade BalanceS—1=NX. S—1 = NX.

If s—15 — I and NX are positive, a country has a trade surplus. In this case, it is anet lender in world
financial markets, and it exports more than it imports. If S—19 — I and NX are negative, a country has atrade

deficit. In this case, it is a net borrower in world financial markets, and it imports more than it exports. If S—|

S — I and NX are exactly zero, a country is said to have balanced tr ade because its imports and exports are
equal in value.

The national income accounts identity shows that the international flow of funds to finance capital
accumulation and the international flow of goods and services are two sides of the same coin. Suppose that, in
the nation of Westeros, saving exceeds investment. In this case, the surplus saving of Westeros is used to
make loans to foreigners. Foreigners require these |oans because Westeros is providing them with more goods
and services than they are providing Westeros. That is, Westeros is running a trade surplus. Conversaly,
suppose that, in the nation of Essos, investment exceeds saving. Then the extrainvestment in Essos must be
financed by borrowing from abroad. These foreign loans enable Essos to import more goods and services than
it exports. That is, Essosis running a trade deficit. Table 6-1 summarizes these lessons.

TABLE 6-1 International Flows of Goods and Capital: Summary



This table shows the three outcomes that an open economy can experience.

Trade Surplus Balanced Trade Trade Deficit

Exports > Imports Exports = Imports Exports < Imports

Net Exports>0 Net Exports=0 Net Exports<0
Y>C+I+G Y=C+I+G Y<C+I+G

Saving > Investment Saving = Investment Saving < Investment
Net Capital Outflow>0 Net Capital Outflow=0 Net Capital Outflow<0

The international flow of capital can take many forms. It is easiest to assume—as we have done so far—
that when a country runs a trade deficit, foreigners lend to it. This happens, for example, when the Chinese buy
the debt issued by U.S. corporations or the U.S. government. But the flow of capital can also take the form of
foreigners buying domestic assets, such as when a German buys stock from an American on the New Y ork
Stock Exchange. Whether foreigners buy domestically issued debt or domestically owned assets, they obtain a
claim to the future returns to domestic capital. In both cases, foreigners end up owning some of the domestic
capital stock.

International Flows of Goods and Capital: An
Example

The equality of net exports and net capital outflow is an identity: it must hold because of how the variables are
defined and the numbers are added up. But it is easy to miss the intuition behind this important relationship.
The best way to understand it is to consider an example.

Imagine that Bill Gates sells a copy of the Windows operating system to a Japanese consumer for 10,000
yen. Because Mr. Gatesis a U.S. resident, the sale represents an export of the United States. Other things
equal, U.S. net exports rise. What else happens to make the identity hold? It depends on what Mr. Gates does
with the 10,000 yen.

Suppose Mr. Gates decidesto stuff the 10,000 yen in his mattress. In this case, Mr. Gates has allocated
some of hissaving to an investment in the Japanese economy (in the form of the Japanese currency) rather
than to an investment in the U.S. economy. Thus, U.S. saving exceeds U.S. investment. Therisein U.S. net
exports is matched by arise in the U.S. net capital outflow.

If Mr. Gates wants to invest in Japan, however, he is unlikely to make currency his asset of choice. He



might use the 10,000 yen to buy some stock in, say, the Japanese firm Sony, or he might buy a bond issued by
the Japanese government. In either case, some of U.S. saving flows abroad. Once again, the U.S. net capital
outflow exactly balances U.S. net exports.

The opposite situation occurs in Japan. When the Japanese consumer buys a copy of the Windows
operating system, Japan’s purchases of goods and services (C+| +G)(C +1+G) rise, but thereis no change
in what Japan has produced (). Japan’simports increase, and its net exports decrease. In addition, the
transaction reduces Japan’ s saving (S:Y—C—G)(S =Y —-C—G)tor agiven level of investment (I). While
the United States experiences a net capital outflow, Japan experiences a net capital inflow.

Now let’s change the example. Suppose that instead of investing his 10,000 yen in a Japanese asset, Mr.
Gates uses it to buy something made in Japan, such as a supersize box of Pokémon cards. In this case, imports
into the United States rise. Together, the Windows export and the Pokémon import represent balanced trade
between Japan and the United States. Because exports and imports rise equally, net exports and net capital
outflow are both unchanged.

A fina possibility isthat Mr. Gates exchanges his 10,000 yen for U.S. dollars at alocal bank. But this
doesn’t change the situation: the bank now must do something with the 10,000 yen. It can buy Japanese assets
(aU.S. net capital outflow); it can buy a Japanese good (a U.S. import); or it can sell the yen to another
American who wants to make such atransaction. If you follow the money, you can see that, in the end, U.S.
net exports must equal U.S. net capital outflow.

The Irrelevance of Bilateral Trade Balances

The trade balance we have been discussing measures the difference between a nation’s exports and its imports
with the rest of the world. Sometimes you might hear a mediareport on a nation’ s trade balance with another
nation. Thisis called a bilateral trade balance. For example, the U.S. bilateral trade balance with China equals
exports that the United States sells to China minus imports that the United States buys from China.

The overall trade balanceis, as we have seen, inextricably linked to a nation’s saving and investment. That
is not true of a bilateral trade balance. Indeed, a nation can have large trade deficits and surpluses with specific
trading partners while having balanced trade overall.

For example, suppose the world has three countries: the United States, China, and Australia. The United
States salls $100 billion in machine tools to Australia, Australia sells $100 billion in wheat to China, and
China sells $100 billion in toys to the United States. In this case, the United States has a bilateral trade deficit
with China, China has a bilateral trade deficit with Australia, and Australia has a bilateral trade deficit with the
United States. But each of the three nations has balanced trade overall because it has exported and imported



$100 billion in goods.

Bilateral trade deficits receive more attention in the political arenathan they deserve. Thisisin part
because international relations are conducted country to country, so politicians and diplomats are naturally
drawn to statistics measuring country-to-country economic transactions. Most economists, however, believe
that bilateral trade balances are not very meaningful. From a macroeconomic standpoint, it is a nation’s trade
balance with all foreign nations put together that matters.

The same lesson applies to individuals as it does to nations. Y our own personal trade balanceis the
difference between your income and your spending, and you may be concerned if these two variables are out
of line. But you should not be concerned with the difference between your income and spending with a
particular person or firm. Economist Robert Solow once explained the irrelevance of bilateral trade balances
as follows: “1 have a chronic deficit with my barber, who doesn’t buy a darned thing from me.” But that
doesn’t stop Mr. Solow from living within his means—or getting a haircut when he needsit.



6-2 Saving and Investment in a Small
Open Economy

So far in our discussion of the international flows of goods and capital, we have rearranged accounting
identities. That is, we have defined some of the variables that measure transactions in an open economy, and
we have shown the links among these variables that follow from their definitions. Our next step is to develop a
model to explain these variables. The model will answer questions such as how the trade balance responds to
changesin policy.

Capital Mobility and the World Interest Rate

In amoment we present amodel of the international flows of capital and goods. Because the trade balance
equals the net capital outflow, which in turn equals saving minus investment, our model focuses on saving and
investment. To develop this model, we use some elements that should be familiar from Chapter 3, but unlike
with the Chapter 3 model, we do not assume that the real interest rate equilibrates saving and investment.
Instead, we allow the economy to run a trade deficit and borrow from other countries or to run atrade surplus
and lend to other countries.

If thereal interest rate does not adjust to equilibrate saving and investment in this model, what does
determine the real interest rate? We answer this question here by considering the simple case of a small open
economy with perfect capital mobility. By “small” we mean that this economy is a small part of the world
market and thus, by itself, has only a negligible effect on the world interest rate. By “perfect capital mobility”
we mean that residents of the country have full access to world financial markets. In particular, the
government does not impede international borrowing or lending.

Because of this assumption of perfect capital mobility, the interest rate in our small open economy r, must
equal theworld interest rate r*,i"*; the real interest rate prevailing in world financial markets:

r:r*_r —_— 'r*+

Residents of the small open economy need never borrow at any interest rate above r* ,T* » because they can
aways get aloan at r*r* from abroad. Similarly, residents of this economy need never lend at any interest
rate below rx ,?‘* s because they can aways earn r*r* by lending abroad. Thus, the world interest rate

determines the interest rate in a small open economy.



Let’sbriefly discuss what determines the world real interest rate. In a closed economy, the equilibrium of
domestic saving and domestic investment determines the interest rate. Barring interplanetary trade, the world
economy is a closed economy. Therefore, the equilibrium of world saving and world investment determines
the world interest rate. A small open economy has a negligible effect on the world real interest rate because,
being asmall part of theworld, it has a negligible effect on world saving and world investment. Hence, a small
open economy takes the world interest rate as exogenously given.

Why Assume a Small Open Economy?

The analysisin this chapter assumes that the nation being studied is a small open economy. (Chapter 13,
which examines short-run fluctuations in an open economy, takes the same approach.) This assumption raises
some questions.

Q: Isthe United States well described by the assumption of a small open economy?

A: No, it isnot, at least not completely. The United States does borrow and lend in world financial
markets, and these markets exert a strong influence over the U.S. real interest rate, but it would be an
exaggeration to say that the U.S. real interest rate is determined solely by world financial markets.

Q: So why do we assume a small open economy?

A: Some nations, such as Canada and the Netherlands, are better described by the assumption of a small
open economy. Y et the main reason for making this assumption is to develop understanding and intuition for
the macroeconomics of open economies. Remember from Chapter 1 that models are built with simplifying
assumptions. An assumption need not be realistic to be useful. Assuming a small open economy simplifies the
analysis greatly and, therefore, helps clarify our thinking.

Q: Can werelax this assumption and make the model more realistic?
A: Yes, we can, and we will. The appendix to this chapter (and the appendix to Chapter 13) considers the
more realistic and more complex case of alarge open economy. Some instructors skip directly to this material

when teaching these topics because the approach is more realistic for economies such as that of the United
States. Others begin with the simplifying assumption of a small open economy.

The Model



To build the model of the small open economy, we take three assumptions from Chapter 3:

» The economy’soutput Y is fixed by its factors of production and its production function. We write this
as

v=y=fk— L)Y =Y =F(K,L).

= Consumption C is positively related to disposableincome Y-T.Y — T'. We write the consumption
function as

c=c(y-m).¢ =C¥ -1).

» Investment | is negatively related to the real interest rate r. We write the investment function as
1=1(r).L =L (r)-

These are the three key parts of our model. If you do not understand these relationships, review Chapter 3
before continuing.

We can now return to the accounting identity and writeit as

NX = (Y-C-G)~1
NX=(Y-C-G)-INX=s-|. N X = S—-1I.

Substituting the Chapter 3 assumptions recapped above and the assumption that the interest rate equals the
world interest rate, we obtain

NX = [F-C(F-T)-G] - I(
g

)
NX=[ Y =C(Y =T)-G ]-I(r*)=S —I(r*). — I(r).

This equation shows that the trade balance NX depends on those variables that determine saving Sand
investment |. Because saving depends on fiscal policy (lower government purchases G or higher taxes T raise
national saving) and investment depends on the world real interest rate r*7* (a higher interest rate makes some

investment projects unprofitable), the trade balance depends on these variables as well.



In Chapter 3, we graphed saving and investment as in Figure 6-2. In the closed economy studied in that
chapter, the real interest rate adjusts to equilibrate saving and investment, so thereal interest rate is found
where the saving and investment curves cross. In the small open economy, however, the real interest rate
equals the world real interest rate. The trade balance is determined by the difference between saving and

investment at the world interest rate.
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FIGURE 6-2 Saving and Investment in a Small Open Economy In a closed economy, the real interest rate adjusts to
equilibrate saving and investment. In a small open economy, the interest rate is determined in world financial markets.
The difference between saving and investment determines the trade balance. Here there is a trade surplus, because at
the world interest rate, saving exceeds investment.

At this point, you might wonder about the mechanism that causes the trade balance to equal the net capital
outflow. The determinants of the capital flows are easy to understand. When saving falls short of investment,
investors borrow from abroad; when saving exceeds investment, the excess is lent to other countries. But what
causes those who import and export to behave so that the international flow of goods exactly balances this
international flow of capital ? For now we leave this question unanswered, but we return to it in Section 6-3
when we discuss exchange rates.

How Policies Influence the Trade Balance

Suppose that the economy beginsin a position of balanced trade. That is, at the world interest rate, investment
| equals saving S, and net exports NX equal zero. Let’s use our model to examine the effects of government
policies at home and abroad.

Fiscal Policy at Home

Consider first what happens to the small open economy if the government expands domestic spending by



increasing government purchases. The increase in G reduces national saving, because S=Y -C-G.

5 =Y — C — G. With an unchanged world real interest rate, investment remains the same. Therefore,
saving falls below investment, and some investment must now be financed by borrowing from abroad.
Because NX=S-1, VX = 5 — I, thefall in Simplies afall in NX. The economy now runs a trade deficit.

The same logic applies to a decrease in taxes. A tax cut lowers T, raises disposable income Y—T,Y - T,
stimulates consumption, and reduces national saving. (Even though some of the tax cut finds its way into
private saving, public saving falls by the full amount of the tax cut; in total, saving falls.) Because NX=S-1,

NX =5 — I, thereduction in national saving in turn lowers NX.

Figure 6-3 shows these effects. A fiscal policy change that increases private consumption C or public
consumption G reduces national saving (Y—C—G)(Y — € — G) and, therefore, shiftsthe vertical line that
represents saving from S151 to 2,52 Because NX is the distance between the saving schedule and the
investment schedule at the world interest rate, this shift reduces NX. Hence, starting from balanced trade, a

change in fiscal policy that reduces national saving leads to a trade deficit.
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FIGURE 6-3 A Fiscal Expansion at Home in a Small Open Economy An increase in government purchases or a

reduction in taxes reduces national saving and thus shifts the saving schedule to the left, from 5151 to 5232 The result

is a trade deficit.

Fiscal Policy Abroad

Consider now what happensto a small open economy when foreign governments increase their government
purchases. If these foreign countries are a small part of the world economy, then their fiscal change has a
negligible impact on other countries. But if these foreign countries are alarge part of the world economy, their



increase in government purchases reduces world saving. The decrease in world saving causes the world
interest rate to rise, just as we saw in the closed-economy model (remember, Earth is a closed economy).

The increase in the world interest rate raises the cost of borrowing and, thus, reduces investment in our
small open economy. Because there has been no change in domestic saving, saving S now exceeds investment
I, and some of the country’s saving begins to flow abroad. Because NX =S| ,NX = 8 — I, thereduction in |

must also increase NX. Hence, reduced saving abroad leads to a trade surplus at home.

Figure 6-4 illustrates how a small open economy starting from balanced trade responds to a foreign fiscal
expansion. Because the policy change occurs abroad, the domestic saving and investment schedules remain the

same. The only change is an increase in the world interest rate from r1*71to r2+ .72 The trade balance is the
difference between the saving and investment schedules; because saving exceeds investment at r2* ’r; ' thereis

atrade surplus. Hence, starting from balanced trade, an increase in the world interest rate due to a fiscal
expansion abroad leads to a trade surplus.
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FIGURE 6-4 A Fiscal Expansion Abroad in a Small Open Economy A fiscal expansion in a foreign economy large

* *
enough to influence world saving and investment raises the world interest rate from rl*rl to r2*.r9‘. The higher world

interest rate reduces investment in this small open economy, causing a trade surplus.

Shifts in Investment Demand

Consider what happensto a small open economy if its investment schedul e shifts outward so thereis greater
demand for investment goods at every interest rate. This shift would occur if, for example, the government
changed the tax laws to encourage investment by providing an investment tax credit. Figure 6-5 shows the



impact of ashift in the investment schedule. At a given world interest rate, investment is now higher. Because
saving is unchanged, some investment must now be financed by borrowing from abroad. Because capital flows
into the economy to finance the increased investment, the net capital outflow is negative. Put differently,
because NX=5S-1 VX = 5 — I, theincrease in | implies a decrease in NX. Hence, starting from balanced

trade, an outward shift in the investment schedule causes a trade deficit.
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FIGURE 6-5 A Shift in the Investment Schedule in a Small Open Economy An outward shift in the investment

schedule from I(r)lf{T)l to I(r)ZI{T)'ﬂ increases the amount of investment at the world interest rate r*.7* . As a result,
investment now exceeds saving, which means the economy is borrowing from abroad and running a trade deficit.

Evaluating Economic Policy

Our model of the open economy shows that the flow of goods and services measured by the trade balanceis
inextricably connected to the international flow of funds for capital accumulation. The net capital outflow is
the difference between domestic saving and domestic investment. Thus, the impact of economic policies on the
trade balance can always be found by examining their impact on domestic saving and domestic investment.
Policies that increase investment or decrease saving tend to cause atrade deficit, and policies that decrease
investment or increase saving tend to cause a trade surplus.

Our analysis of the open economy has been positive, not normative. It has shown how various policies
influence the international flows of capital and goods but not whether these policies and outcomes are
desirable. Evaluating economic policies and their impact on the open economy is a frequent topic of debate



among economists and policymakers.

When a country runs a trade deficit, policymakers must confront the question of whether it represents a
national problem. Most economists view a trade deficit not as a problem in itself, but perhaps as a symptom of
aproblem. A trade deficit could reflect low saving. In a closed economy, low saving leads to low investment
and a smaller future capital stock. In an open economy, low saving leads to atrade deficit and a growing
foreign debt, which eventually must be repaid. In both cases, high current consumption leads to lower future
consumption, implying that future generations will bear the burden of low national saving.

Y et trade deficits are not always a symptom of an economic malady. When poor rural economies develop
into modern industrial economies, they sometimes finance increased investment with foreign borrowing. In
these cases, trade deficits are asign of economic development. For example, South Korea ran large trade
deficits throughout the 1970s and early 1980s, and it became one of the success stories of economic growth.
The lesson is that one cannot judge economic performance from the trade balance alone. Instead, one must
look at the underlying causes of the international flows.

CASE STUDY
The U.S. Trade Deficit

During the 1980s, 1990s, and 2000s, the United States ran large trade deficits. Panel (a) of Eigure 6-6
documents this experience by showing net exports as a percentage of GDP. The exact size of the trade deficit
fluctuated over time, but it was large throughout these three decades. In 2016, the trade deficit was $452 billion,
or 2.8 percent of GDP. As accounting identities require, this trade deficit had to be financed by borrowing from
abroad (or, equivalently, by selling U.S. assets abroad). During this period, the United States went from being the
world’s largest creditor to the world’s largest debtor.
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FIGURE 6-6 The Trade Balance, Saving, and Investment: The U.S. Experience Panel (a) shows the trade balance as a percentage of
GDP. Positive numbers represent a surplus, and negative numbers represent a deficit. Panel (b) shows national saving and investment as a
percentage of GDP from 1960 to 2016. The trade balance equals saving minus investment.

Data from: U.S. Department of Commerce.

What caused the U.S. trade deficit? There is no single explanation. But to understand some of the forces at
work, it helps to look at national saving and domestic investment, as shown in panel (b) of the figure. Keep in
mind that the trade deficit is the difference between saving and investment.



The start of the trade deficit coincided with a fall in national saving. This development can be explained by the
expansionary fiscal policy in the 1980s. With the support of President Reagan, the U.S. Congress passed
legislation in 1981 that substantially cut personal income taxes over the next three years. Because these tax cuts
were not met with equal cuts in government spending, the federal budget went into deficit. These budget deficits
were among the largest ever experienced in a period of peace and prosperity, and they continued long after
Reagan left office. According to our model, such a policy should reduce national saving, thereby causing a trade
deficit. And, in fact, that is exactly what happened. Because the government budget and trade balance went into
deficit at roughly the same time, these shortfalls were called the twin deficits.

Things started to change in the 1990s, when the U.S. federal government got its fiscal house in order.
President George H. W. Bush and President Bill Clinton both signed tax increases, while Congress kept a lid on
spending. In addition to these policy changes, rapid productivity growth in the late 1990s raised incomes and,
thus, further increased tax revenue. These developments moved the U.S. federal budget from deficit to surplus,
which in turn caused national saving to rise.

In contrast to what our model predicts, the increase in national saving did not coincide with a shrinking trade
deficit, because domestic investment rose at the same time. The likely explanation is that the boom in information
technology in the 1990s caused an expansionary shift in the U.S. investment function. Even though fiscal policy
was pushing the trade deficit toward surplus, the investment boom was an even stronger force pushing the trade
balance toward deficit.

In the early 2000s, fiscal policy once again put downward pressure on national saving. With President George
W. Bush in the White House, tax cuts were signed into law in 2001 and 2003, while the war on terror led to
substantial increases in government spending. The federal government was again running budget deficits.
National saving fell to historic lows, and the trade deficit reached historic highs.

A few years later, the trade deficit started to shrink somewhat, as the economy experienced a substantial
decline in house prices (which led to the Great Recession, a phenomenon examined in Chapter 12). Lower house
prices led to a substantial decline in residential investment. The trade deficit fell from 5.5 percent of GDP at its
peak in 2006 to 3.0 percent in 2013. From 2013 to 2016, as the economy gradually recovered from the economic
downturn, saving and investment both increased, with little change in the trade balance.

The history of the U.S. trade deficit shows that this statistic, by itself, does not tell us much about what is
happening in the economy. We have to look deeper at saving, investment, and the policies and events that cause
them (and thus the trade balance) to change over time.l n

CASE STUDY
Why Doesn’t Capital Flow to Poor Countries?

The U.S. trade deficit discussed in the previous Case Study represents a flow of capital into the United States
from the rest of the world. What countries were the source of these capital flows? Because the world is a closed
economy, the capital must have been coming from those countries that were running trade surpluses. In 2017,
this group included many nations that were poorer than the United States, such as China, Malaysia, Thailand,
Estonia, and Slovenia. In these nations, saving exceeded investment in domestic capital. These countries were
sending funds abroad to countries like the United States, where investment in domestic capital exceeded saving.
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From one perspective, the direction of international capital flows is a paradox. Recall our discussion of
production functions in Chapter 3. There, we established that an empirically realistic production function is the
Cobb-Douglas form:

F(K.L)=A KaL1 - F (K, L) = AK“L' ~*,

where K is capital, L is labor, A is a variable representing the state of technology, and g is a parameter that

determines capital’'s share of total income. For this production function, the marginal product of capital is

a—1
MPK=a AK/L)a-1, MPK = a A(K/L)" .

The marginal product of capital tells us how much extra output an extra unit of capital would produce. Because g
(¢ is capital’s share, it must be less than 1, so g-1<0.& — 1 < 0. This means that an increase in K/L decreases
MPK. In other words, holding other variables constant, the more capital a nation has, the less valuable an extra
unit of capital is. This phenomenon of diminishing marginal product says that capital should be more valuable
where capital is scarce.

This prediction, however, seems at odds with the international flow of capital represented by trade
imbalances. Capital does not seem to flow to those nations where it should be most valuable. Instead of capital-
rich countries like the United States lending to capital-poor countries, we often observe the opposite. Why is that?

One reason is that there are large differences among nations other than their accumulation of capital. Poor
nations have not only lower levels of capital accumulation per worker (represented by K/L) but also inferior
production capabilities (represented by the variable A). For example, compared to rich nations, poor nations may
have less access to advanced technologies, lower levels of education (or human capital), or less efficient
economic policies. Such differences could mean less output for given inputs of capital and labor; in the Cobb—
Douglas production function, this is translated into a lower value of the parameter A. If so, then capital may not
be more valuable in poor nations, even though capital is scarce.

A second reason capital might not flow to poor nations is that property rights are often not enforced.
Corruption is much more prevalent; revolutions, coups, and expropriation of wealth are more common; and
governments often default on their debts. So even if capital is more valuable in poor nations, foreigners may
avoid investing their wealth there simply because they are afraid of losing it. Moreover, local investors face similar
incentives. Imagine that you live in a poor nation and are lucky enough to have some wealth to invest; you might
well decide that putting it in a safe country like the United States is your best option, even if capital is less
valuable there than in your home country.

Whichever of these two reasons is correct, the challenge for poor nations is to find ways to reverse the
situation. If these nations offered the same production efficiency and legal protections as the U.S. economy, the
direction of international capital flows would likely reverse. The U.S. trade deficit would become a trade surplus,
and capital would flow to these emerging nations. Such a change would help the poor of the world escape
poverty.? m
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6-3 Exchange Rates

Having examined the international flows of capital and of goods and services, we now extend the analysis by
considering the prices that apply to these transactions. The exchange rate between two countries is the price at
which residents of those countries trade with each other. In this section we first examine precisely what the
exchange rate measures and then discuss how exchange rates are determined.

Nominal and Real Exchange Rates

Economists distinguish between two exchange rates: the nominal exchange rate and the real exchange rate.
Let’sdiscuss each in turn and see how they are related.

The Nominal Exchange Rate

The nominal exchange rate istherelative price of the currencies of two countries. For example, if the
exchange rate between the U.S. dollar and the Japanese yen is 100 yen per dollar, then you can exchange one
dollar for 100 yen in world markets for foreign currency. A Japanese who wants to obtain dollars would pay
100 yen for each dollar he bought. An American who wants to obtain yen would get 100 yen for each dollar
he paid. When people refer to “the exchange rate” between two countries, they usually mean the nominal
exchange rate.

Notice that an exchange rate can be reported in two ways. If one dollar buys 100 yen, then one yen buys
0.01 dollar. We can say the exchange rate is 100 yen per dollar, or we can say the exchange rate is 0.01 dollar
per yen. Because 0.01 equals 1/100, these two ways of expressing the exchange rate are equivalent.

This book always expresses the exchange rate in units of foreign currency per dollar. With this convention,
arise in the exchange rate—say, from 100 to 110 yen per dollar—is called an appreciation of the dollar; afall
in the exchange rate is called a depreciation. When the domestic currency appreciates, it buys more of the
foreign currency; when it depreciates, it buys less. An appreciation is sometimes called a strengthening of the
currency, and a depreciation is sometimes called a weakening of the currency.

The Real Exchange Rate



Thereal exchange rate istherelative price of the goods of two countries. That is, the real exchange rate tells
us the rate at which we can trade the goods of one country for the goods of another. The real exchange rateis
sometimes called the terms of trade.

To see the relation between the real and nominal exchange rates, consider a single good produced in many
countries. cars. Suppose an American car costs $30,000 and a similar Japanese car costs 6,000,000 yen. To
compare the prices of the two cars, we must convert them into a common currency. If adollar is worth 100
yen, then the American car costs 100x30,000,100 x 30,000, or 3,000,000 yen. Comparing the price of the
American car (3,000,000 yen) and the price of the Japanese car (6,000,000 yen), we conclude that the
American car costs one-half of what the Japanese car costs. In other words, at current prices, we can exchange
two American cars for one Japanese car.

We can summarize our calculation as follows:

Real Exchange Rate=(100 Yen/ Dollar)x(30,000 Dollars / American Car)(6,000,000 Y en / Japanese
Car)=0.5 Japanese CarAmerican Car.
(100 Yen / Dollar) x (30,000 Dollars / American Car)

(6,000,000 Yen / Japanese Car)
Japanese Car

Real Exchange Rate =

0.5 .
American Car

At these prices and this exchange rate, we obtain one-half of a Japanese car per American car. More generaly,
we can write this calculation as

Real Exchange Rate=Nominal Exchange Rate x Price of Domestic GoodPrice of Foreign Good.

Nominal Exchange Rate = Price of Domestic Good

Real Exchange Rate =

Price of Forelgn Good

The rate at which we exchange foreign and domestic goods depends on the prices of the goods in the local
currencies and on the rate at which the currencies are exchanged.

This calculation of the real exchange rate for a single good suggests how we should define the real
exchange rate for a broader basket of goods. Let e be the nominal exchange rate (the number of yen per
dollar), P be the price level in the United States (measured in dollars), and p* P* be the price level in Japan

(measured in yen). Then the real exchange rate ce is

Real Exchange Rate=Nominal Exchange RatexRatio of Price Levelse=ex(P/P*).



Real Exchange Rate = Nominal Exchange Rate x RatioofPrice Levels
€ = e x (P/P*).

The real exchange rate between two countries is computed from the nominal exchange rate and the price levels
in the two countries. If the real exchange rate is high, foreign goods are relatively cheap, and domestic goods
arerelatively expensive. If the real exchange rate is low, foreign goods are relatively expensive, and domestic
goods are relatively cheap.

The Real Exchange Rate and the Trade
Balance

I
1V
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“How about Nebraska? The dollar’s still strong in Nebraska.”

What macroeconomic influence does the real exchange rate exert? To answer this question, remember that the
real exchange rate is nothing more than arelative price. Just as the relative price of hamburgers and pizza

determines which you choose for lunch, the relative price of domestic and foreign goods affects the demand
for these goods.

For example, suppose that the real exchange rate for the United Statesis low. In this case, because
American goods are relatively cheap, Americans will purchase fewer imported goods: they will buy Fords
rather than Toyotas, drink Budweiser rather than Heineken, and vacation in Florida rather than in Italy. For the
same reason, foreigners will purchase many American goods. They will buy Fords, drink Bud, fly overseasto
holiday in Orlando. Because of the actions of both Americans and foreigners, U.S. net exports will be high.



The opposite occurs if the real exchange rate for the United Statesis high. In this case, American goods are
expensive relative to foreign goods. Americans will buy many imported goods, and foreigners will buy few
American goods. Therefore, U.S. net exports will be low.

We write this relationship between the real exchange rate and net exports as

NX=NX (e) N X = NX(e).

This equation states that net exports are a function of the real exchange rate. Figure 6-7 illustrates the negative
relationship between the trade balance and the real exchange rate.

Real exchange
rate, €

NX(€)

0 Net exports, NX
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FIGURE 6-7 Net Exports and the Real Exchange Rate The figure shows the relationship between the real exchange
rate and net exports: the lower the real exchange rate, the less expensive are domestic goods relative to foreign goods,
and thus the greater are a country’s net exports. Note that a portion of the horizontal axis measures negative values of
NX: because imports can exceed exports, net exports can be less than zero.

The Determinants of the Real Exchange Rate

We now have all the pieces needed to construct a model that explains what factors determine the real
exchange rate. In particular, we combine the relationship between net exports and the real exchange rate just
discussed with the model of the trade balance developed earlier in the chapter. We can summarize the analysis
asfollows:

= Thereal value of acurrency isinversely related to net exports. When the real exchange rate is lower,



domestic goods are less expensive relative to foreign goods, and net exports are greater.

= The trade balance (net exports) must equal the net capital outflow, which in turn equals saving minus
investment. Saving is fixed by the consumption function and fiscal policy; investment is fixed by the
investment function and the world interest rate.

Figure 6-8 depicts these two conditions. The line showing the relationship between net exports and the real
exchange rate slopes downward because alow real exchange rate makes domestic goods relatively
inexpensive. The line representing the excess of saving over investment, S—| ,3 — I, isvertical because
neither saving nor investment depends on the real exchange rate. The crossing of these two lines determines
the equilibrium real exchange rate.
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FIGURE 6-8 How the Real Exchange Rate Is Determined The real exchange rate is determined by the intersection of
the vertical line representing saving minus investment and the downward-sloping net-exports schedule. At this
intersection, the quantity of dollars supplied for the flow of capital abroad equals the quantity of dollars demanded for the
net export of goods and services.

Figure 6-8 looks like an ordinary supply-and-demand diagram. In fact, you can think of this diagram as
representing the supply and demand for foreign-currency exchange. The vertical line, S—| ,5 — I, represents
the net capital outflow and thus the supply of dollars to be exchanged into foreign currency and invested
abroad. The downward-sloping line, NX (e),N X (e), represents the net demand for dollars coming from

foreigners who want dollars to buy goods from this country. At the equilibriumreal exchange rate, the supply
of dollars available from the net capital outflow balances the demand for dollars by foreigners buying this
country’s net exports.



How Policies Influence the Real Exchange
Rate

We can use this model to show how the changes in economic policy we discussed earlier affect the real

exchange rate.

Fiscal Policy at Home

What happensto the real exchange rate if the government reduces national saving by increasing government
purchases or cutting taxes? Aswe discussed earlier, this reduction in saving lowers S—1.5 — I and thus NX.

That is, the reduction in saving causes a trade deficit.

Figure 6-9 shows how the equilibrium real exchange rate adjusts to ensure that NX falls. The change in
policy shiftsthe vertical S-19 — I line to the left, lowering the supply of dollars to be invested abroad. The
lower supply causes the equilibrium real exchange rate to rise from ¢1€1 to ¢2€2—that is, the dollar becomes
more valuable. Because of therise in the value of the dollar, domestic goods become more expensive relative
to foreign goods, causing exports to fall and imports to rise. These changes in exports and imports both act to

reduce net exports.
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FIGURE 6-9 The Impact of Expansionary Fiscal Policy at Home on the Real Exchange Rate Expansionary fiscal
policy at home, such as an increase in government purchases or a cut in taxes, reduces national saving. The fall in

saving reduces the supply of dollars to be exchanged into foreign currency, from 51—|Sl —1I to SZ—I.SE — L This



shift raises the equilibrium real exchange rate from €1€1 to ¢2.€2+

Fiscal Policy Abroad

What happensto the real exchange rate if foreign governments increase government purchases or cut taxes?
Either change in fiscal policy reduces world saving and raises the world interest rate. The increase in the world
interest rate reduces domestic investment I, which raises S—19 — I and thus NX. That is, theincrease in the

world interest rate causes atrade surplus.

Figure 6-10 shows that this change in policy shiftsthe vertical S-15 — I lineto theright, raising the
supply of dollars to be invested abroad. The equilibrium real exchange rate falls. That is, the dollar becomes

less valuable, and domestic goods become less expensive relative to foreign goods.
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FIGURE 6-10 The Impact of Expansionary Fiscal Policy Abroad on the Real Exchange Rate Expansionary fiscal

* *
policy abroad reduces world saving and raises the world interest rate from rl*.jr.l to r2*.r2‘ The increase in the world
interest rate reduces investment at home, which in turn raises the supply of dollars to be exchanged into foreign
currencies. As a result, the equilibrium real exchange rate falls from e1€1 to ¢2.€2+

Shifts in Investment Demand

What happensto the real exchange rate if investment demand at home increases, perhaps because Congress



passes an investment tax credit? At the given world interest rate, the increase in investment demand leads to
higher investment. A higher value of | means lower values of S—|5 — I and NX. That is, theincreasein

investment demand causes a trade deficit.

Figure 6-11 shows that the increase in investment demand shifts the vertical s-1.5 — I line to the | eft,
reducing the supply of dollars to be invested abroad. The equilibrium real exchange rate rises. Hence, when
the investment tax credit makes investing in the United States more attractive, it aso increases the value of the
U.S. dollars necessary to make these investments. When the dollar appreciates, domestic goods become more
expensive relative to foreign goods, and net exports fall.
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FIGURE 6-11 The Impact of an Increase in Investment Demand on the Real Exchange Rate An increase in
investment demand raises the quantity of domestic investment from Ilfl to |2.I2~ As a result, the supply of dollars to be

exchanged into foreign currencies falls from S—IlS -1 to S—IZ.S — Is. This fall in supply raises the equilibrium real
exchange rate from €1€1 to €2 €2+

The Effects of Trade Policies

Now that we have a model that explains the trade balance and the real exchange rate, we have the tools to
examine the macroeconomic effects of trade policies. Trade policies, broadly defined, are policies designed to
directly influence the amount of goods and services exported or imported. Most often, trade policiestake the
form of protecting domestic industries from foreign competition—either by placing atax on foreign imports (a



tariff) or restricting the amount of goods and services that can be imported (a quota).

For an example of a protectionist trade policy, consider what would happen if the government prohibited
the import of foreign cars. For any given real exchange rate, imports would now be lower, implying that net
exports (exports minus imports) would be higher. Thus, the net-exports schedule would shift outward, asin
Figure 6-12. To see the effects of the policy, we compare the old equilibrium and the new equilibrium. In the
new equilibrium, thereal exchange rate is higher, and net exports are unchanged. Despite the shift in the net-
exports schedule, the equilibrium level of net exports remains the same, because the protectionist policy does
not alter either saving or investment.
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FIGURE 6-12 The Impact of Protectionist Trade Policies on the Real Exchange Rate A protectionist trade policy,

NX(e) NX(e)z,NX(f):z* which

raises the real exchange rate from e€1€1 to €2.€2+ Notice that, despite the shift in the net-exports schedule, the

such as a ban on imported cars, shifts the net-exports schedule from NX(e)1

equilibrium level of net exports is unchanged.

This analysis shows that protectionist trade policies do not affect the trade balance. This surprising
conclusion is often overlooked in the popular debate over trade policies. Because a trade deficit reflects an
excess of imports over exports, one might guess that reducing imports—such as by prohibiting the import of
foreign cars—would reduce a trade deficit. Y et our model shows that protectionist policieslead only to an
appreciation of the real exchange rate. The increase in the price of domestic goods relative to foreign goods
tends to lower net exports by stimulating imports and depressing exports. Thus, the appreciation offsets the



increase in net exports that is directly attributable to the trade restriction.

Although protectionist trade policies do not alter the trade balance, they do affect the amount of trade. As
we have seen, because the real exchange rate appreciates, the goods and services a country produces become
more expensive relative to foreign goods and services. The country therefore exports less in the new
equilibrium. Because net exports are unchanged, it must import less as well. (The appreciation of the exchange
rate does stimulate imports to some extent, but this only partly offsets the decrease in imports due to the trade
restriction.) Thus, protectionist policies reduce both imports and exports.

This fall in the amount of trade is the reason economists usually oppose protectionist policies. International
trade benefits all countries by allowing each country to specialize in what it produces best and by providing
each country with a greater variety of goods and services. Protectionist policies diminish these gains from
trade. Although these policies benefit certain groups within society—for example, a ban on imported cars
helps domestic car producers—society on average is worse off when policies reduce the amount of
international trade.

The Determinants of the Nominal Exchange
Rate

Having seen what determines the real exchange rate, we now turn our attention to the nominal exchange rate
—the rate at which the currencies of two countries trade. Recall the relationship between the real and the
nominal exchange rate:

Real Exchange Rate=Nominal Exchange RatexRatio of Price Levelse=ex(P/P*).
Real Exchange Rate = Nominal Exchange Rate x RatioofPrice Levels
€ = e b (P/P*).

We can write the nominal exchange rate as
e=ex(Pr/P).c = € X (P/P).

This equation shows that the nominal exchange rate depends on the real exchange rate and the price levelsin
the two countries. Given the value of the real exchange rate, if the domestic price level P rises, then the
nominal exchange rate e will fall: because a dollar is worth less, adollar will buy fewer yen. However, if the
Japanese pricelevel px P rises, then the nominal exchange rate will increase: because the yen is worth less, a



dollar will buy more yen.

It isinstructive to consider changes in exchange rates over time. The exchange rate equation can be written

% Changein e=% Changein € + % Changein P*— % Changein P.
% Changeine = % Changeine + % Changein P* — % Changein P.

The percentage change in ¢€ is the change in the real exchange rate. The percentage change in P is the
domestic inflation rate , 7> and the percentage change in px P* is the foreign country’s inflation rate g* m*

Thus, the percentage change in the nominal exchange rate is

% Changein e=% Change in e+(n* —1t) Percentage Change in Nominal Exchange Rate=Percentage

Change in Real Exchange Rate+Differencein Inflation Rates
% Changeine = % Changein € + (w* — )
Percentage Change in Nominal Exchange Rate = Percentage Change in Real Exchange Rate + Difference in Inflation Rates

This equation states that the percentage change in the nominal exchange rate between the currencies of two
countries equal s the percentage change in the real exchange rate plus the differencein their inflation rates. If a
country has a high rate of inflation relative to the United States, a dollar will buy an increasing amount of the
foreign currency over time. If a country has a low rate of inflation relative to the United Sates, a dollar will
buy a decreasing amount of the foreign currency over time.

This analysis shows how monetary policy affects the nominal exchange rate. We know from Chapter 5 that
high growth in the money supply leadsto high inflation. Here, we have just seen that one consequence of high
inflation is a depreciating currency: high g implies falling e. In other words, just as growth in the amount of
money raises the price of goods measured in terms of money, it also tendsto raise the price of foreign
currencies measured in terms of the domestic currency.

CASE STUDY
Inflation and Nominal Exchange Rates

If we look at data on exchange rates and price levels of different countries, we quickly see the importance of
inflation for explaining changes in the nominal exchange rate. The most dramatic examples come from periods of
very high inflation. For example, the price level in Mexico rose by 2,300 percent from 1983 to 1988. Because of
this inflation, the number of pesos a person could buy with a U.S. dollar rose from 144 in 1983 to 2,281 in 1988.

The same relationship holds true for countries with more moderate inflation. Figure 6-13 is a scatterplot
showing the relationship between inflation and the exchange rate for 15 countries. On the horizontal axis is the
difference between each country’s average inflation rate and the average inflation rate of the United States

L]
(Tr*=7). {W - ?r) * On the vertical axis is the average percentage change in the exchange rate between each



country’s currency and the U.S. dollar (percentage change in e). The positive relationship between these two
variables is clear in this figure. The correlation between these variables—a statistic that runs from —1—1 to +1
+1 and measures how closely the variables are related—is 0.85. Countries with relatively high inflation tend to
have depreciating currencies (you can buy more of them with your dollars over time), and countries with relatively
low inflation tend to have appreciating currencies (you can buy less of them with your dollars over time).
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FIGURE 6-13 Inflation Differentials and the Exchange Rate This scatterplot shows the relationship between inflation and the nominal
exchange rate. The horizontal axis shows the country’s average inflation rate minus the U.S. average inflation rate over the period 2000—
2016. The vertical axis is the average percentage change in the country’s exchange rate (per U.S. dollar) over that period. This figure shows
that countries with relatively high inflation tend to have depreciating currencies and that countries with relatively low inflation tend to have
appreciating currencies.

Data from: St. Louis FRED.

For example, consider the exchange rate between Swiss francs and U.S. dollars. Both Switzerland and the
United States have experienced inflation over these years, so both the franc and the dollar buy fewer goods than
they once did. But, as Figure 6-13 shows, inflation in Switzerland has been lower than inflation in the United
States. This means that the value of the franc has fallen less than the value of the dollar. Therefore, the number
of Swiss francs you can buy with a U.S. dollar has been falling over time. m

The Special Case of Purchasing-Power Parity

A famous hypothesisin economics, called the law of one price, states that the same good cannot sell for

different pricesin different locations at the same time. If abushel of wheat sold for lessin New York than in
Chicago, it would be profitable to buy wheat in New Y ork and then sell it in Chicago. This profit opportunity
would become quickly apparent to astute arbitrageurs—people who specialize in “buying low” in one market
and “selling high” in another. Asthe arbitrageurs took advantage of this opportunity, they would increase the



demand for wheat in New Y ork and increase the supply of wheat in Chicago. Their actions would drive the
price up in New Y ork and down in Chicago, thereby ensuring that prices are equalized in the two markets.

The law of one price applied to the international marketplace is called pur chasing-power parity. It states
that if international arbitrage is possible, then a dollar (or any other currency) must have the same purchasing
power in every country. The argument goes as follows. If adollar could buy more wheat domestically than
abroad, there would be opportunities to profit by buying wheat domestically and selling it abroad. Profit-
seeking arbitrageurs would drive up the domestic price of wheat relative to the foreign price. Similarly, if a
dollar could buy more wheat abroad than domestically, the arbitrageurs would buy wheat abroad and sell it
domestically, driving down the domestic price relative to the foreign price. Thus, profit-seeking by
international arbitrageurs causes whesat prices to be the samein al countries.

We can interpret purchasing-power parity using our model of the real exchange rate. The quick action of
these international arbitrageurs implies that net exports are highly sensitive to small movements in the real
exchange rate. A small decrease in the price of domestic goods relative to foreign goods—that is, a small
decrease in the real exchange rate—causes arbitrageurs to buy goods domestically and sell them abroad.
Similarly, asmall increase in the relative price of domestic goods causes arbitrageurs to import goods from
abroad. Therefore, as in Figure 6-14, the net-exports schedule is very flat at the real exchange rate that
equalizes purchasing power among countries: any small movement in thereal exchange rate leadsto alarge
change in net exports. This extreme sensitivity of net exports guarantees that the equilibrium real exchange
rate is always close to the level that ensures purchasing-power parity.

Real exchange
rate, € S—1

NX(€)

Net exports, NX
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FIGURE 6-14 Purchasing-Power Parity The law of one price applied to the international marketplace suggests that net
exports are highly sensitive to small movements in the real exchange rate. This high sensitivity is reflected here with a
very flat net-exports schedule.

Purchasing-power parity has two key implications. First, because the net-exports schedule is flat, changes



in saving or investment do not affect the real or nominal exchange rate. Second, because the real exchange rate
is fixed, all changesin the nominal exchange rate result from changesin price levels.

Is the theory of purchasing-power parity realistic? Most economists believe that, despite its appealing
logic, purchasing-power parity is not a completely accurate description of the world. One reason is that many
goods and services are not easily traded. A haircut can be more expensive in Tokyo than in New Y ork, but
thereis no room for international arbitrage because it is impossible to transport haircuts. In addition, even
tradable goods are not always perfect substitutes. Because some consumers prefer Toyotas and others prefer
Fords, the relative price of Toyotas and Fords can vary to some extent without leaving any profit opportunities.
Asaresult, real exchange rates do in fact vary over time.

Although the theory of purchasing-power parity does not describe the world perfectly, it provides areason
why movement in the real exchange rate will be limited. Itsunderlying logic is compelling: the farther the real
exchange rate drifts from the level predicted by purchasing-power parity, the greater the incentive for people
to engage in international arbitrage in goods. We cannot rely on purchasing-power parity to eliminate all
changesin thereal exchange rate, but this theory leads us to expect that fluctuations in the real exchange rate
will typically be small or temporary.2

CASE STUDY
The Big Mac Around the World

The theory of purchasing-power parity says that after we adjust for exchange rates, goods should sell for the
same price everywhere. Conversely, it says that the exchange rate between two currencies should depend on the
price levels in the two countries.

To see how well this theory works, The Economist, an international news magazine, regularly collects data on
the price of a good sold in many countries: the McDonald’s Big Mac hamburger. According to purchasing-power
parity, the price of a Big Mac should be closely related to the country’s nominal exchange rate. The higher the
price of a Big Mac in the local currency, the higher the exchange rate (measured in units of local currency per
U.S. dollar) should be.

Table 6-2 presents the international prices in 2017, when a Big Mac sold for $5.30 in the United States (this
was the average price in New York, San Francisco, Chicago, and Atlanta). With these data we can use the theory
of purchasing-power parity to predict nominal exchange rates. For example, because a Big Mac cost 16.50 reals
in Brazil we would predict that the exchange rate between the dollar and the real was 16.50/5.30, or 3.11, reals
per dollar. At this exchange rate, a Big Mac would have cost the same in Brazil and the United States.

TABLE 6-2

Big Mac Prices and the Exchange Rate: An Application of Purchasing-Power Parity
Country Currency Price of a Big Mac Exchange Rate (per U.S. dollar)
Predicted Actual

Indonesia Rupiah 32126.00 6062 13370


https://jigsaw.vitalsource.com/books/9781319106058/epub/OEBPS/xhtml/man_9781319105990_footnotes.xhtml#CH06-FN3

Colombia Peso 9900.00 1868 3052

South Korea Won 4400.00 830 1145
Chile Peso 2550.00 481 663
Hungary Forint 862.00 163 269
Japan Yen 380.00 71.7 113.1
Pakistan Rupee 375.00 70.8 105.2
India Rupee 178.00 33.6 64.6
Russia Rouble 137.00 25.8 60.1
Philippines Peso 134.00 25.3 50.6
Thailand Baht 119.00 22.5 34.0
Czech Republic Koruna 75.00 14.2 22.9
Argentina Peso 70.00 13.2 17.0
Taiwan NT Dollar 69.00 13.0 30.5
Norway Kroner 49.00 9.25 8.29
Mexico Peso 49.00 9.25 17.79
Sweden Krona 48.97 9.24 8.42
Egypt Pound 31.37 5.92 17.89
Denmark D. Krone 30.00 5.66 6.51
South Africa Rand 30.00 5.66 13.27
China Yuan 19.80 3.74 6.79
Hong Kong HK Dollar 19.20 3.62 7.81
Israel Shekel 16.90 3.19 3.54
Brazil Real 16.50 3.11 3.23
Saudi Arabia Riyal 12.00 2.26 3.75
Turkey Lira 10.75 2.03 3.58
Peru Sol 10.50 1.98 3.25
Poland Zloty 10.10 1.91 3.71
Malaysia Ringgit 8.60 1.62 4.29

Switzerland S. Franc 6.50 1.23 0.96



New Zealand NZ Dollar 6.10 1.15 1.38

Canada C. Dollar 5.97 1.13 1.28
Australia A. Dollar 5.90 111 1.30
Singapore S. Dollar 5.60 1.06 1.38
United States Dollar 5.30 1.00 1.00
Euro area Euro 3.91 0.74 0.88
Britain Pound 3.19 0.60 0.78

Note: The predicted exchange rate is the exchange rate that would make the price of a Big Mac in that country equal to its price in the United
States.

Data from: The Economist.

Table 6-2 shows the predicted and actual exchange rates for 36 countries, plus the euro area, ranked by the
predicted exchange rate. You can see that the evidence on purchasing-power parity is mixed. As the last two
columns show, the actual and predicted exchange rates are usually in the same ballpark. Our theory predicts, for
instance, that a U.S. dollar should buy the greatest number of Indonesian rupiahs and fewest British pounds, and
this turns out to be true. In the case of Brazil, the predicted exchange rate of 3.11 reals per dollar is close to the
actual exchange rate of 3.23. Yet the theory’s predictions are far from exact and, in many cases, are off by 30
percent or more. Hence, although the theory of purchasing-power parity provides a rough guide to exchange
rates, it does not explain them completely. m



6-4 Conclusion: The United States as
a Large Open Economy

In this chapter we have seen how a small open economy works. We have examined the determinants of the
international flow of funds for capital accumulation and the international flow of goods and services. We have
also examined the determinants of a country’s real and nominal exchange rates. Our analysis shows how
various policies—monetary policies, fiscal policies, and trade policies—affect the trade balance and the
exchange rate.

The economy we have studied is “small” in the sense that its interest rate is fixed by world financial
markets. That is, we have assumed that this economy does not affect the world interest rate and that the
economy can borrow and lend at the world interest rate in unlimited amounts. This assumption contrasts with
the assumption we made when studying the closed economy in Chapter 3. In the closed economy, the domestic
interest rate equilibrates domestic saving and domestic investment, implying that policies that influence saving
or investment alter the equilibrium interest rate.

Which of these analyses should we apply to an economy such as that of the United States? The answer isa
little of both. The United Statesis neither so large nor so isolated that it is immune to devel opments occurring
abroad. The large trade deficits of the 1980s, 1990s, and 2000s show the importance of international financial
markets for funding U.S. investment. Hence, the closed-economy analysis of Chapter 3 cannot by itself fully
explain the impact of policiesonthe U.S. economy.

Y et the United States is not so small and so open that the analysis of this chapter applies perfectly either.
First, the U.S. economy is large enough that it can influence world financial markets. Second, capital may not
be perfectly mobile across countries. If individuals prefer holding their wealth in domestic rather than foreign
assets, funds for capital accumulation will not flow freely to equate interest rates in all countries. For these two
reasons, we cannot directly apply our model of the small open economy to the United States.

When analyzing policy for a country such as the United States, we need to combine the closed-economy
logic of Chapter 3 and the small-open-economy logic of this chapter. The appendix to this chapter builds a
model of an economy between these two extremes. In this intermediate case, there is international borrowing
and lending, but the interest rate is not fixed by world financial markets. Instead, the more the economy
borrows from abroad, the higher the interest rate it must offer foreign investors. The results, not surprisingly,
are amixture of the two polar cases we have already examined.

Consider, for example, areduction in national saving due to afiscal expansion. Asin the closed economy,
this policy raises the real interest rate and crowds out domestic investment. Asin the small open economy, it



also reduces the net capital outflow, leading to atrade deficit and an appreciation of the exchange rate. Hence,
although the model of the small open economy examined here does not precisely describe an economy such as
that of the United States, it provides approximately the right answer to how policies affect the trade balance
and the exchange rate.



When analyzing policy for a country such as the United States, we need to combine the closed-economy logic
of Chapter 3 and the small-open-economy logic of this chapter. This appendix presents a model of an

economy between these two extremes, called the large open economy.

Net Capital Outflow

The key difference between the small and large open economies is the behavior of the net capital outflow. In
the model of the small open economy, capital flows freely into or out of the economy at a fixed world interest
rate r*r* The model of the large open economy makes a different assumption about international capital
flows. To understand this assumption, keep in mind that the net capital outflow is the amount that domestic
investors lend abroad minus the amount that foreign investors lend here.

Imagine that you are a domestic investor—such as the portfolio manager of a university endowment—
deciding where to invest your funds. Y ou could invest domestically (for example, by making loansto U.S.
companies), or you could invest abroad (by making loans to foreign companies). Many factors may affect your
decision, but surely one of them is the interest rate you can earn. The higher the interest rate you can earn
domestically, the less attractive you would find foreign investment.

Investors abroad face a similar decision. They have a choice between investing in their home country and
lending to someone in the United States. The higher the interest rate in the United States, the more willing
foreignersareto lend to U.S. companies and to buy U.S. assets.

Thus, because of the behavior of both domestic and foreign investors, the net flow of capital to other
countries, which we'll denote as CF, is negatively related to the domestic real interest rate r. Astheinterest
rate rises, less domestic saving flows abroad, and more funds for capital accumulation flow in from other
countries. We write this as

cr=Cr(n).CF = CF(r).



This equation states that the net capital outflow is afunction of the domestic interest rate. Figure 6-15
illustrates this relationship. Notice that CF can be either positive or negative, depending on whether the

economy is alender or borrower in world financial markets.
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FIGURE 6-15 How the Net Capital Outflow Depends on the Interest Rate A higher domestic interest rate discourages
domestic investors from lending abroad and encourages foreign investors to lend here. Therefore, net capital outflow CF
is negatively related to the interest rate.

To see how this CF function relates to our previous models, consider Figure 6-16. This figure shows two

specia cases. avertical CF function and a horizontal CF function.
(b) The Small Open Economy with

(a) The Closed Economy Perfect Capital Mobility
Real interest Real interest
rate, r rate, r
r*
|
0 Net capital 0 Net capital
outflow, CF outflow, CF
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FIGURE 6-16 Two Special Cases In the closed economy, shown in panel (a), the net capital outflow is zero for all
interest rates. In the small open economy with perfect capital mobility, shown in panel (b), the net capital outflow is
perfectly elastic at the world interest rate .

The closed economy is the specia case shown in panel (a) of Figure 6-16. In the closed economy, thereis
no international borrowing or lending, and the interest rate adjusts to equilibrate domestic saving and
investment. This means that CF=0C'F' = 0 at all interest rates. This situation would arise if investors here and
abroad were unwilling to hold foreign assets, regardless of the return. It might also arise if the government
prohibited its citizens from transacting in foreign financial markets, as some governments do.



The small open economy with perfect capital mobility is the special case shown in panel (b) of Figure 6-
16. In this case, capital flows freely into and out of the country at the fixed world interest rate r* .7*. This
situation would arise if investors here and abroad bought whatever asset yielded the highest return and if this
economy were too small to affect the world interest rate. The economy’ sinterest rate would be fixed at the
interest rate prevailing in world financial markets.

Why isn’t the interest rate of alarge open economy such as the United States fixed by the world interest
rate? There are two reasons. The first is that the United States is large enough to influence world financial
markets. The more the United States lends abroad, the greater is the supply of loansin the world economy, and
the lower interest rates become around the world. The more the United States borrows from abroad (that is, the
more negative CF becomes), the higher are world interest rates. We use the label “large open economy”
because this model applies to an economy large enough to affect world interest rates.

Thereis, however, a second reason the interest rate in an economy may not be fixed by the world interest
rate: capital may not be perfectly mobile. That is, investors here and abroad may prefer to hold their wealth in
domestic rather than foreign assets. Such a preference for domestic assets could arise because of imperfect
information about foreign assets or because of government impediments to international borrowing and
lending. In either case, funds for capital accumulation will not flow freely to equalize interest rates in all
countries. Instead, the net capital outflow will depend on domestic interest rates relative to foreign interest
rates. U.S. investors will lend abroad only if U.S. interest rates are comparatively low, and foreign investors
will lend in the United States only if U.S. interest rates are comparatively high. The large-open-economy
model, therefore, may apply even to a small economy if capital does not flow freely into and out of the
economy.

Hence, either because the large open economy affects world interest rates, or because capital isimperfectly
mobile, or perhaps for both reasons, the CF function slopes downward. Except for this new downward-sloping
CF function, the model of the large open economy resembles the model of the small open economy. We put all
the pieces together in the next section.

The Model

To understand how the large open economy works, we need to consider two key markets: the market for
loanable funds (where the interest rate is determined) and the market for foreign exchange (where the
exchange rate is determined). The interest rate and the exchange rate are two prices that guide the allocation of
resources.



The Market for Loanable Funds

An open economy’ s saving Sis used in two ways: to finance domestic investment | and to finance the net
capital outflow CF. We can write

s=1+CE.8 = I + CF.

Consider how these three variables are determined. National saving is fixed by the level of output, fiscal
policy, and the consumption function. Investment and net capital outflow both depend on the domestic rea
interest rate. We can write

S_:I(r)+CF(r).§ =T (f} +CF {T] .

Figure 6-17 shows the market for loanable funds. The supply of loanable fundsis national saving. The demand
for loanable fundsis the sum of the demand for domestic investment and the demand for foreign investment

(net capital outflow). The interest rate adjusts to equilibrate supply and demand.
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FIGURE 6-17 The Market for Loanable Funds in the Large Open Economy At the equilibrium interest rate, the supply
of loanable funds from saving S balances the demand for loanable funds from domestic investment | and capital
investments abroad CF.

The Market for Foreign Exchange

Next, consider the relationship between the net capital outflow and the trade balance. The national income
accounts identity tells us

NX=S-|.NX =5~-1.



Because NX is afunction of thereal exchange rate, and because CF=S-| ,CF = 8 — I, we can write
NX (e)=cF.NX (€) = CF.

Figure 6-18 shows the equilibrium in the market for foreign exchange. Once again, the real exchange rateis
the price that equilibrates the trade balance and the net capital outflow.
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FIGURE 6-18 The Market for Foreign-Currency Exchange in the Large Open Economy At the equilibrium exchange
rate, the supply of dollars from the net capital outflow, CF, balances the demand for dollars from a country’s net exports
of goods and services, NX.

The last variable we should consider is the nominal exchange rate. As before, the nominal exchange rateis
the real exchange rate timestheratio of the price levels:

e=ex(P+/P).€ = € X (P*/P).

The real exchange rate is determined as in Figure 6-18, and the price levels are determined by monetary
policies here and abroad, as we discussed in Chapter 5. Forces that move the real exchange rate or the price
levels also move the nominal exchange rate.

Policies in the Large Open Economy

We can now consider how economic policies influence the large open economy. Figure 6-19 shows the three
diagrams we need for the analysis. Panel (@) shows the equilibrium in the market for loanable funds; panel (b)
shows the relationship between the equilibrium interest rate and the net capital outflow; and panel (c) shows
the equilibrium in the market for foreign exchange.
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FIGURE 6-19 The Equilibrium in the Large Open Economy Panel (a) shows that the market for loanable funds
determines the equilibrium interest rate. Panel (b) shows that the interest rate determines the net capital outflow, which
in turn determines the supply of dollars to be exchanged into foreign currency. Panel (c) shows that the real exchange
rate adjusts to balance this supply of dollars with the demand coming from net exports.

Fiscal Policy at Home

Consider the effects of expansionary fiscal policy—an increase in government purchases or a decrease in
taxes. Figure 6-20 shows what happens. The policy reduces national saving S, thereby reducing the supply of
loanable funds and raising the equilibrium interest rate r. The higher interest rate reduces both domestic
investment | and the net capital outflow CF. The fall in the net capital outflow reduces the supply of dollars to
be exchanged into foreign currency. The exchange rate appreciates, and net exports fall.
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FIGURE 6-20 A Reduction in National Saving in the Large Open Economy Panel (a) shows that a reduction in
national saving lowers the supply of loanable funds. The equilibrium interest rate rises. Panel (b) shows that the higher

interest rate lowers the net capital outflow. Panel (c) shows that the reduced capital outflow means a reduced supply of

dollars in the market for foreign-currency exchange. The reduced supply of dollars causes the real exchange rate to

appreciate and net exports to fall.

Note that the impact of fiscal policy in thismodel combines its impact in the closed economy and its
impact in the small open economy. Asin the closed economy, a fiscal expansion in alarge open economy
raises the interest rate and crowds out investment. Asin the small open economy, afiscal expansion causes a

trade deficit and an appreciation in the exchange rate.

One way to see how the three types of economy are related is to consider the identity

S=I+NX.5 = I + NX.

In all three cases, expansionary fiscal policy reduces national saving S. In the closed economy, thefall in S
coincides with an equal fall in I, and NX stays constant at zero. In the small open economy, thefall in S



coincides with an equal fall in NX, and | remains constant at the level fixed by the world interest rate. The
large open economy is the intermediate case: both | and NX fall, each by less than thefall in S.

Shifts in Investment Demand

Suppose that the investment demand schedule shifts outward, perhaps because Congress passes an investment
tax credit. Figure 6-21 shows the effect. The demand for loanable funds rises, raising the equilibrium interest
rate. The higher interest rate reduces the net capital outflow: Americans make fewer loans abroad, and
foreigners make more loans to Americans. The fall in the net capital outflow reduces the supply of dollarsin

the market for foreign exchange. The exchange rate appreciates, and net exports fall.
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FIGURE 6-21 An Increase in Investment Demand in the Large Open Economy Panel (a) shows that an increase in
investment demand raises the interest rate. Panel (b) shows that the higher interest rate lowers the net capital outflow.
Panel (c) shows that a lower capital outflow causes the real exchange rate to appreciate and net exports to fall.

Trade Policies

Figure 6-22 shows the effect of atrade restriction, such as an import quota. The reduced demand for imports



shifts the net exports schedule outward in panel (c). Because nothing has changed in the market for loanable
funds, the interest rate remains the same, implying that the net capital outflow remains the same. The shift in
the net-exports schedul e causes the dollar to appreciate in the market for foreign exchange. The appreciation
makes U.S. goods more expensive relative to foreign goods, which depresses exports and stimulates imports.

In the end, the trade restriction does not affect the trade balance.
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FIGURE 6-22 An Import Restriction in the Large Open Economy An import restriction raises the demand for net
exports, as shown in panel (c). The real exchange rate appreciates, while the equilibrium trade balance remains the
same. Nothing happens in the market for loanable funds in panel (a) or to the net capital outflow in panel (b).

Shifts in Net Capital Outflow

There are various reasons that the CF schedule might shift. One reason is fiscal policy abroad. For example,
suppose that Germany pursues a fiscal policy that raises German saving. This policy reduces the German
interest rate. The lower German interest rate discourages American investors from lending in Germany and
encourages German investors to lend in the United States. For any given U.S. interest rate, the U.S. net capital
outflow falls.



Another reason the CF schedule might shift is political instability abroad. Suppose that a war or revolution
breaks out in another country. Investors around the world will try to withdraw their assets from that country
and seek a “safe haven” in a stable country such as the United States. The result is areduction in the U.S. net
capital outflow.

Figure 6-23 shows the impact of aleftward shift in the CF schedule. The reduced demand for loanable
funds lowers the equilibrium interest rate. The lower interest rate tends to raise net capital outflow, but
because this only partly mitigates the shift in the CF schedule, CF still falls. The reduced level of net capital
outflow reduces the supply of dollars in the market for foreign exchange. The exchange rate appreciates, and

net exports fall.
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FIGURE 6-23 A Fall in the Net Capital Outflow in the Large Open Economy Panel (a) shows that a downward shift in
the CF schedule reduces the demand for loans and thereby reduces the equilibrium interest rate. Panel (b) shows that
the level of the net capital outflow falls. Panel (c) shows that the real exchange rate appreciates and net exports fall.

Conclusion

How different are large and small open economies? Certainly, policies affect the interest rate in alarge open
economy, unlike in asmall open economy. But, in other ways, the two models yield similar conclusions. In



both large and small open economies, policies that raise saving or lower investment lead to trade surpluses.
Similarly, policiesthat lower saving or raise investment lead to trade deficits. In both economies, protectionist
trade policies cause the exchange rate to appreciate and do not influence the trade balance. Because the results
are so similar, for most questions one can use the simpler model of the small open economy, even if the
economy being examined is not really small.

MORE PROBLEMS AND APPLICATIONS

1. If a war broke out abroad, it would affect the U.S. economy in many ways. Use the model of the large
open economy to examine each of the following effects of such a war. What happens in the United
States to saving, investment, the trade balance, the interest rate, and the exchange rate? (To keep
things simple, consider each of the following effects separately.)

a. The U.S. government, fearing it may need to enter the war, increases its purchases of military
equipment.

b. Other countries raise their demand for high-tech weapons, a major export of the United States.

c. The war makes U.S. firms uncertain about the future, and the firms delay some investment
projects.

d. The war makes U.S. consumers uncertain about the future, and the consumers save more in
response.

e. Americans become apprehensive about traveling abroad, so more of them spend their
vacations in the United States.

f. Foreign investors seek a safe haven for their portfolios in the United States.

2. On September 21, 1995, “House Speaker Newt Gingrich threatened today to send the United States
into default on its debt for the first time in the nation’s history, to force the Clinton Administration to
balance the budget on Republican terms” (New York Times, September 22, 1995, p. Al). That same
day, the interest rate on 30-year U.S. government bonds rose from 6.46 to 6.55 percent, and the
dollar fell in value from 102.7 to 99.0 yen. Use the model of the large open economy to explain this
event.



CHAPTER 7

Unemployment and the Labor Market
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A man willing to work, and unable to find work, is perhaps the saddest sight that fortune’'s
inequality exhibits under this sun.

—Thomas Carlyle

Unemployment is the macroeconomic problem that affects people most directly and severely. For most people,
the loss of ajob means a reduced living standard and psychological distress. It is no surprise that
unemployment is often atopic of political debate, with politicians claiming their proposed policies would help
create jobs.

Economists study unemployment to identify its causes and to help improve the public policies that affect
the unemployed. Some of these policies, such as job-training programs, help people find employment. Others,
such as unemployment insurance, alleviate the hardships that the unemployed face. Still other policies affect
the prevalence of unemployment inadvertently. Laws mandating a high minimum wage, for instance, are
thought to raise unemployment among the least skilled and least experienced members of the labor force.

Our discussions of the labor market so far have ignored unemployment. In particular, the model of national
income in Chapter 3 was built with the assumption that the economy is always at full employment. In redlity,
however, not everyone in the labor force has ajob all the time: in all free-market economies, at any moment,
some peopl e are unemployed.

Figure 7-1 shows the rate of unemployment—the percentage of the labor force unemployed—in the United
States from 1950 to 2017. Although the rate of unemployment fluctuates from year to year, it never gets close
to zero. The average is between 5 and 6 percent, meaning that out of every eighteen people wanting ajob, one
person does not have one.
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FIGURE 7-1 The Unemployment Rate and the Natural Rate of Unemployment in the United States There is always
some unemployment. The natural rate of unemployment is the average level around which the unemployment rate
fluctuates. (The natural rate of unemployment for any particular month is estimated here by averaging all the
unemployment rates from ten years earlier to ten years later. Future unemployment rates are set at 5.5 percent.)

Data from: Bureau of Labor Statistics.

In this chapter we begin our study of unemployment by discussing why there is always some
unemployment and what determinesits level. We do not study what determines the year-to-year fluctuations
in the rate of unemployment until Part Four of this book, which examines short-run economic fluctuations.
Here we examine the determinants of the natural rate of unemployment—the average rate of unemployment
around which the economy fluctuates. The natural rate is the rate of unemployment toward which the economy
gravitates in the long run, given all the labor-market imperfections that impede workers from instantly finding
jobs.



/-1 Job Loss, Job Finding, and the
Natural Rate of Unemployment

Every day some workerslose or quit their jobs, and some unemployed workers are hired. This perpetual ebb
and flow determines the fraction of the labor force that is unemployed. In this section we develop a model of
labor-force dynamics that shows what determines the natural rate of unemployment.*

We start with some notation. Let L denote the labor force, E the number of employed workers, and U the
number of unemployed workers. Because every worker is either employed or unemployed, the labor forceis
the sum of the employed and the unemployed:

L=g+yu L =E+ U.

Using this notation, the rate of unemployment is U/L.

To see what determine the unemployment rate, we assume that the labor force L is fixed and focus on the
transition of individuals in the labor force between employment E and unemployment U. Thisisillustrated in
Figure 7-2. Let s denote the rate of job separation, the fraction of employed individuals who lose or leave
their jobs each month. Let f denote the rate of job finding, the fraction of unemployed individuals who find a
job each month. Together, the rate of job separation s and the rate of job finding f determine the rate of
unemployment.

Job separation (s)
Employed Unemployed

Job finding (f)
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FIGURE 7-2 The Transitions Between Employment and Unemployment In every period, a fraction s of the employed
lose their jobs, and a fraction f of the unemployed find jobs. The rates of job separation and job finding determine the
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rate of unemployment.

If the unemployment rate is neither rising nor falling—that is, if the labor market isin a steady state—then
the number of people finding jobs f U must equal the number of people losing jobs sE. We write the steady-
state condition as

fu=se.fU = sE.

We can use this equation to find the steady-state unemployment rate. From our definition of the labor force,
we know that E=|.-U ;E = L — Uj that is, the number of employed equals the labor force minus the number

of unemployed. If we substitute (L—U)(L —U) for Ein the steady-state condition, we get
fuss(L-u).fU =s(L-0).

Next, we divide both sides of this equation by L to obtain

fUL:s(l—UL).f% —° (1 a Lf) '

Now we can solve for the unemployment rate U/L to find

U F]

UL=zsstf. L~ s+f

This can also be written as

[ 1

UL=11+f/s. L +f/s

This equation shows that the steady-state rate of unemployment U/L depends on the rates of job separation s
and job finding f. The higher the rate of job separation, the higher the unemployment rate. The higher the rate
of job finding, the lower the unemployment rate.

Here's a numerical example. Suppose that 1 percent of the employed lose their jobs each month (s=0.01).

(s = 0.01) . This means that the average spell of employment lasts 1/0.01, or 100 months, about 8 years.



Suppose further that 20 percent of the unemployed find ajob each month ( f:o_zo),( f=0.20), s that the
average spell of unemployment last 5 months. Then the steady-state rate of unemployment is

0.01
0.01 + 0.20

UL =0.010.01+0.20=0.0476. = 0.0476.

U
L

The rate of unemployment in this example is about 5 percent.

This ssmple model of the natural rate of unemployment has an important implication for public policy. Any
policy aimed at lowering the natural rate of unemployment must either reduce the rate of job separation or
increase the rate of job finding. Smilarly, any policy that affects the rate of job separation or job finding also
changes the natural rate of unemployment.

Although this model is useful in relating the unemployment rate to job separation and job finding, it fails to
answer a central question: why is there unemployment in the first place? If a person could aways find ajob
quickly, the rate of job finding would be very high and the rate of unemployment would be near zero. This
model of the unemployment rate assumes that job finding is not instantaneous, but it fails to explain why. In
the next two sections, we examine two reasons for unemployment: job search and wage rigidity.



7-2 Job Search and Frictional
Unemployment

One reason for unemployment is that it takes time to match workers and jobs. The equilibrium model of the
aggregate labor market discussed in Chapter 3 assumes that all workers and all jobs are identical and,
therefore, that all workers are equally well suited to all jobs. If this were true and the labor market were in
equilibrium, ajob loss would not cause unemployment: a laid-off worker would immediately find a new job at
the market wage.

In fact, workers have different preferences and abilities, and jobs have different attributes. Furthermore,
the flow of information about job candidates and job vacancies is imperfect, and the geographic mobility of
workersis not instantaneous. For all these reasons, searching for ajob takestime and effort, and this tends to
reduce the rate of job finding. Indeed, because different jobs require different skills and pay different wages,
unemployed workers may not accept the first job offer they receive. The unemployment caused by the time it
takesworkersto search for ajob is called frictional unemployment.

Causes of Frictional Unemployment

Some frictional unemployment is inevitable in a changing economy. For many reasons, the types of goods that
firms and households demand vary over time. Asthe demand for goods shifts, so does the demand for the
labor that produces those goods. The invention of the personal computer, for example, reduced the demand for
typewriters and the demand for labor by typewriter manufacturers. At the sametime, it increased the demand
for labor in the electronics industry. Similarly, because different regions produce different goods, the demand
for labor may be rising in one part of the country and falling in another. Anincrease in the price of oil may
cause the demand for labor to rise in oil-producing states such as Texas, but because expensive oil means
expensive gasoline, it makes driving less attractive and may decrease the demand for labor in auto-producing
states such as Michigan. Economists call a change in the composition of demand among industries or regions
asectoral shift. Because sectoral shifts are aways occurring, and because it takes time for workers to change
sectors, thereis always frictional unemployment.

Sectoral shifts are not the only cause of job separation and frictional unemployment. In addition, workers
find themselves out of work when their firmsfail, when their job performance is deemed unacceptable, or
when their particular skills are no longer needed. Workers also may quit their jobs to change careers or to
move to different parts of the country. Regardless of the cause of the job separation, it takestime and effort for
the worker to find anew job. Aslong as the supply and demand for labor among firmsis changing, frictional



unemployment is unavoidable.

Public Policy and Frictional Unemployment

Many public policies seek to decrease the natural rate of unemployment by reducing frictional unemployment.
Government employment agencies disseminate information about job vacancies to match jobs and workers
more efficiently. Publicly funded retraining programs are designed to ease the transition of workers from
declining to growing industries. If these programs succeed at increasing the rate of job finding, they decrease
the natural rate of unemployment.

Other government programs inadvertently increase frictional unemployment. One of theseis
unemployment insurance. Under this program, unemployed workers can collect a fraction of their wages for
acertain period after losing their jobs. Although the precise terms of the program differ from year to year and
from state to state, atypical worker covered by unemployment insurance in the United States receives 50
percent of her former wages for 26 weeks. In many European countries, unemployment-insurance programs
are significantly more generous.

By softening the hardship of unemployment, unemployment insurance increases the amount of frictional
unemployment and raises the natural rate. The unemployed who receive unemployment-insurance benefits are
less pressed to search for new employment and are more likely to turn down unattractive job offers. Both of
these changes in behavior reduce the rate of job finding. In addition, because workers know that their incomes
are partially protected by unemployment insurance, they are less likely to seek jobs with stable employment
prospects and are less likely to bargain for guarantees of job security. These behavioral changes raise the rate
of job separation.

Even though unemployment insurance increases the natural rate of unemployment, we should not infer that
the policy isill advised. The program has the benefit of reducing workers' uncertainty about their incomes.
Moreover, inducing workers to reject unattractive job offers may lead to better matches between workers and
jobs. Evaluating the costs and benefits of different systems of unemployment insurance is a difficult task that
continues to be atopic of research.

Economists often propose reforms to the unemployment-insurance system that would reduce
unemployment. One proposal isto require afirm that lays off a worker to bear the full cost of that worker’s
unemployment benefits. Such a system is called 100 percent experience rated because the rate that each firm
pays into the unemployment-insurance system fully reflects the unemployment experience of its own workers.
Most current programs are partially experience rated. Under this system, when afirm lays off aworker, it is
charged for only part of the worker’s unemployment benefits; the remainder comes from the program’ s general
revenue. Because afirm pays only afraction of the cost of the unemployment it causes, it has an incentive to



lay off workers when its demand for labor is temporarily low. By reducing that incentive, the proposed reform
may reduce the prevalence of temporary layoffs.

CASE STUDY
Unemployment Insurance and the Rate of Job Finding

Many studies have examined the effect of unemployment insurance on job search. The most persuasive studies
use data on the experiences of unemployed individuals rather than economy-wide rates of unemployment.
Individual data often yield sharp results open to fewer alternative explanations.

One study followed the experience of workers as they used up their eligibility for unemployment-insurance
benefits. It found that when unemployed workers become ineligible for benefits, they are more likely to find jobs.
In particular, the probability of a person finding a job more than doubles when her benefits run out. One possible
explanation is that an absence of benefits increases the search effort of unemployed workers. Another possibility
is that workers without benefits are more likely to accept job offers they would otherwise decline because of low
wages or poor working conditions.?

Additional evidence on how economic incentives affect job search comes from an experiment that the state of
lllinois ran in 1985. Randomly selected new claimants for unemployment insurance were each offered a $500
bonus if they found employment within 11 weeks. The subsequent experience of this group was compared to that
of a control group not offered this incentive. The average duration of unemployment for the group offered the
$500 bonus was 17.0 weeks, compared to 18.3 weeks for the control group. Thus, the prospect of earning the
bonus reduced the average spell of unemployment by 7 percent, suggesting that more effort was devoted to job
search. This experiment shows clearly that the incentives provided by the unemployment-insurance system affect
the rate of job finding.2 m
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/-3 Real-Wage Rigidity and Structural
Unemployment

A second reason for unemployment is wage rigidity—the failure of wagesto adjust to alevel at which labor
supply equals labor demand. In the equilibrium model of the labor market, as outlined in Chapter 3, the real
wage adjusts to equilibrate labor supply and labor demand. Y et wages are not always flexible. Sometimes the
real wage is stuck above the market-clearing level.

Figure 7-3 shows why wage rigidity leads to unemployment. When the real wage is above the level that
equilibrates supply and demand, the quantity of labor supplied exceeds the quantity demanded. Firms must in
some way ration the scarce jobs among workers. Real-wage rigidity reduces the rate of job finding and raises

the level of unemployment.
Real wage

Supply
Rigid Amount of
real unemployment
wage
SN N

Amount of \ Demand

labor hired

Labor
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FIGURE 7-3 Real-Wage Rigidity Leads to Job Rationing If the real wage is stuck above the equilibrium level, then the
supply of labor exceeds the demand. The result is unemployment.

The unemployment resulting from wage rigidity and job rationing is sometimes called structural
unemployment. Workers are unemployed not because they are actively searching for the jobs that best suit
their skills but because there is a mismatch between the number of people who want to work and the number
of jobs that are available. At the going wage, the quantity of labor supplied exceeds the quantity of labor
demanded; many workers are simply waiting for jobs to open up.

To understand wage rigidity and structural unemployment, we must examine why the labor market does
not clear. When the real wage exceeds the equilibrium level and the supply of workers exceeds the demand,



we might expect firmsto lower the wages they pay. Structural unemployment arises because firmsfail to
reduce wages despite an excess supply of labor. We now turn to three causes of this wage rigidity: minimum-
wage laws, the monopoly power of unions, and efficiency wages.

Minimum-Wage Laws

The government causes wage rigidity when it prevents wages from falling to equilibrium levels. Minimum-
wage laws set alegal minimum on the wages that firms pay their employees. Since the passage of the Fair
Labor Standards Act of 1938, the U.S. federal government has enforced a minimum wage that has usually
been between 30 and 50 percent of the average wage in manufacturing. In addition, many states and cities
enact minimum wages that are higher than the federal one: for example, in 2017, when the federal minimum
wage was $7.25 per hour, California had a minimum wage of $10 per hour, and Seattle had a minimum wage
of $15 per hour for large employers. For most workers, the minimum wage is not binding because they earn
well above the legislated minimum. Y et for some workers, especially the unskilled and inexperienced, the
minimum wage raises their wage above its equilibrium level and, therefore, reduces the quantity of their labor
that firms demand.

Economists believe that the minimum wage has its greatest impact on teenage unemployment. The
equilibrium wages of teenagers tend to be low for two reasons. First, because teenagers are among the least
skilled and least experienced members of the labor force, they tend to have low marginal productivity.

Second, teenagers often take some “compensation” in the form of on-the-job training rather than direct pay.
Aninternship is a classic example of training offered in place of wages. For both reasons, the wage at which
the supply of teenage workers equals the demand is low. The minimum wage is therefore more often binding
for teenagers than for othersin the labor force. Empirical studies typically find that a 10 percent increase in the
minimum wage reduces teenage employment by 1 to 3 percent.%

The minimum wage is a perennial source of political debate. Advocates of a higher minimum wage view it
as away to raise the income of the working poor. Certainly, the minimum wage provides only a meager
standard of living: in the United States, a single parent with one child working full time at a minimum-wage
job would fall below the official poverty level for afamily of that size. Although minimum-wage advocates
often admit that the policy causes unemployment for some workers, they argue that this cost is worth bearing
to raise others out of poverty.

Opponents of a higher minimum wage claim that it is not the best way to help the working poor. They
contend not only that the increased labor costs raise unemployment but also that the minimum wage is poorly
targeted. Many minimum-wage earners are teenagers from middle-class homes working for discretionary
spending money rather than heads of households working to support their families.
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One might have hoped that empirical research could close this political divide. Unfortunately, different
studies using varying data and methodol ogies often reach conflicting results. The largeincrease in the
minimum wage in Seattle from 2014 to 2016 is a case in point. One study of the Seattle food services industry
concluded that wages increased significantly without a discernible effect on employment.2 Another study
concluded that hours worked in low-wage jobs fell by about 9 percent, while wages increased by only 3
percent, indicating that workers incomes fell as aresult of the minimum wage hike.® One drawback of most
minimum-wage studies is that they focus on the effects over short periods of time (such as by comparing
employment the year before and the year after a change in the minimum wage). The longer-term effects on
employment are arguably more relevant for evaluating the policy, but these are harder to estimate.

When judging the minimum wage, it is useful to keep in mind alternative policies. Many economists
believe that tax credits are a better way to increase the incomes of the working poor. The earned income tax
credit is an amount that poor working families are allowed to subtract from the taxes they owe. For afamily
with very low income, the credit exceedsits taxes, and the family receives a payment from the government.
Unlike the minimum wage, the earned income tax credit does not raise labor costs to firms and, therefore, does
not reduce the quantity of labor that firms demand. It has the disadvantage, however, of reducing the
government’ s tax revenue.

Unions and Collective Bargaining

A second cause of wage rigidity is the market power of unions. Table 7-1 shows the importance of unionsin
several major countries. In the United States, only 12 percent of workers have their wages set through
collective bargaining. In most European countries, unions play a much larger role.

TABLE 7-1 Percent of Workers Covered by Collective

Bargaining
Turkey 7%
South Korea 12
United States 12
Poland 15
Japan 17
Israel 26
Canada 29
United Kingdom 30

Greece 42
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Switzerland 49

Germany 58
Australia 60
Spain 78
Italy 80
Netherlands 85
Sweden 89
Belgium 96
France 98

Data from: Economic Policy Reforms 2017: Going for Growth, OECD, 2017.

The wages of unionized workers are determined not by the equilibrium of supply and demand but by
bargaining between union leaders and firm management. Often, the final agreement raises the wage above the
equilibrium level and alows the firm to decide how many workersto employ. The result is areduction in the
number of workers hired, alower rate of job finding, and an increase in structural unemployment.

Unions can aso influence the wages paid by firms whose workforces are not unionized because the threat
of unionization can keep wages above the equilibrium level. Most firms dislike unions. Unions not only raise
wages but also increase the bargaining power of labor on many other issues, such as hours of employment and
working conditions. A firm may choose to pay its workers high wages to keep them happy and discourage
them from forming a union.

The unemployment caused by unions and by the threat of unionization is an instance of conflict between
different groups of workers—insider s and outsiders. Workers aready employed by afirm, theinsiders,
typically try to keep their firm’s wages high. The unemployed, the outsiders, bear part of the cost of higher
wages because at alower wage, they might be hired. These two groups have conflicting interests. The effect of
any bargaining process on wages and employment depends on the relative influence of each group.

The conflict between insiders and outsiders is resolved differently in different countries. In some countries,
such as the United States, wage bargaining takes place at the level of the firm or plant. In other countries, such
as Sweden, wage bargaining takes place at the national level—with the government often playing a key role.
Despite a highly unionized labor force, Sweden has not experienced extraordinarily high unemployment
throughout its history. One possible explanation is that the centralization of wage bargaining and the role of
the government in the bargaining process give more influence to the outsiders, which keeps wages closer to the
equilibrium level.



Efficiency Wages

Efficiency-wage theories propose a third cause of wage rigidity in addition to minimum-wage laws and
unionization. These theories hold that high wages make workers more productive. The influence of wages on
worker efficiency may explain the failure of firmsto cut wages despite an excess supply of labor. Even though
awage reduction would lower afirm’s wage bill, it would also—if these theories are correct—I|ower worker
productivity and the firm’s profits.

Economists have proposed various theories to explain how wages affect worker productivity. One
efficiency-wage theory, applied mostly to poorer countries, holds that wages influence nutrition. Better-paid
workers can afford a more nutritious diet, and healthier workers are more productive. A firm may decide to
pay awage above the equilibrium level to maintain a healthy workforce. This consideration is not important
for employersin wealthier countries, such as the United States and most of Europe, because the equilibrium
wage is well above the level necessary to maintain good health.

A second efficiency-wage theory, more relevant for devel oped countries, holds that high wages reduce
labor turnover. Workers quit jobs for many reasons—to accept better positions at other firms, to change
careers, or to moveto other parts of the country. The more afirm pays its workers, the greater is their
incentive to stay with the firm. By paying a high wage, afirm reduces the frequency at which its workers quit,
thereby decreasing the time and money spent hiring and training new workers.

A third efficiency-wage theory holds that the quality of afirm’s workforce depends on the wage it pays its
employees. If afirm reducesits wage, the best employees may take jobs elsewhere, leaving the firm with
inferior employees who have fewer alternative opportunities. Economists recognize this unfavorable sorting as
an example of adverse selection—the tendency of people with more information (in this case, the workers,
who know their own outside opportunities) to self-select in away that disadvantages people with less
information (the firm). By paying an above-equilibrium wage, the firm may reduce adverse selection, improve
the quality of its workforce, and thereby increase productivity.

A fourth efficiency-wage theory holds that a high wage improves worker effort. This theory posits that
firms cannot perfectly monitor their employees’ work effort and that employees must themselves decide how
hard to work. Workers can work hard, or they can shirk and risk getting caught and fired. Economists
recognize this possibility as an example of moral hazard—the tendency of people to behave inappropriately
when their behavior isimperfectly monitored. The firm can reduce moral hazard by paying a high wage. The
higher the wage, the greater the cost to the worker of getting fired. By paying a higher wage, afirm induces
more of its employees not to shirk and thus increases their productivity.



These four efficiency-wage theories differ in detail, but they share a common theme: because a firm
operates more efficiently if it pays its workers a high wage, the firm may find it profitable to keep wages
above the level that balances supply and demand. The result of this higher-than-equilibrium wageis a lower
rate of job finding and greater unemployment.~

CASE STUDY
Henry Ford’s $5 Workday

In 1914 the Ford Motor Company started paying its workers $5 per day. The prevailing wage at the time was
between $2 and $3 per day, so Ford’s wage was well above the equilibrium level. Not surprisingly, long lines of
job seekers waited outside the Ford plant gates, hoping for a chance to earn this high wage.

What was Ford’s motive? Henry Ford later wrote, “We wanted to pay these wages so that the business would
be on a lasting foundation. We were building for the future. A low wage business is always insecure. . . . The
payment of five dollars a day for an eight hour day was one of the finest cost-cutting moves we ever made.”

From the standpoint of traditional economic theory, Ford’s explanation seems peculiar. He was suggesting
that high wages imply low costs. But perhaps Ford had discovered efficiency-wage theory. Perhaps he was using
the high wage to increase worker productivity.

Evidence suggests that paying such a high wage did benefit the company. According to an engineering report
written at the time, “The Ford high wage does away with all this inertia and living force resistance. . . . The
workmen are absolutely docile, and it is safe to say that since the last day of 1912, every single day has seen
marked reductions made in the Ford shops’ labor costs.” Absenteeism fell by 75 percent, suggesting a large
increase in worker effort. Alan Nevins, a historian who studied the early Ford Motor Company, wrote, “Ford and
his associates freely declared on many occasions that the high wage policy had turned out to be good business.
By this, they meant that it had improved the discipline of the workers, given them a more loyal interest in the
institution, and raised their personal efficiency.”® m
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/-4 Labor-Market Experience: The
United States

So far we have developed the theory behind the natural rate of unemployment. We began by showing that the
economy’ s steady - state unemployment rate depends on the rates of job separation and job finding. Then we
discussed two reasons job finding is not instantaneous: the process of job search (which leadsto frictional
unemployment) and wage rigidity (which leads to structural unemployment). Wage rigidity, in turn, arises
from minimum-wage laws, unionization, and efficiency wages.

With these theories as background, we now examine some additional facts about unemployment, focusing
at first on the case of American labor markets. These facts will help us to evaluate our theories and assess
public policies aimed at reducing unemployment.

The Duration of Unemployment

When a person becomes unemployed, is the spell of unemployment likely to be short or long? The answer to
this question is important because it indicates the reasons for the unemployment and what policy responseis
appropriate. On the one hand, if most unemployment is short-term, one might argue that it is frictional and
perhaps unavoidable. Unemployed workers may need some time to search for the job that is best suited to their
skills and tastes. On the other hand, long-term unemployment cannot easily be attributed to the time it takesto
match jobs and workers. we would not expect this matching processto take many months. Long-term
unemployment is more likely to be structural unemployment, representing a mismatch between the number of
jobs available and the number of people who want to work. Thus, data on the duration of unemployment can
affect our view about the reasons for unemployment.

The answer to our question is subtle. The data show that most spells of unemployment are short but that
most weeks of unemployment are attributable to the long-term unemployed. To see how both these facts can
be true, consider an extreme but simple example. Suppose that 10 people are unemployed for part of a given
year. Of these 10 people, 8 are unemployed for 1 month and 2 are unemployed for 12 months, totaling 32
months of unemployment. In this example, most spells of unemployment are short: 8 of the 10 unemployment
spells, or 80 percent, end in 1 month. Y et most months of unemployment are attributable to the long-term
unemployed: 24 of the 32 months of unemployment, or 75 percent, are experienced by the 2 workers who are
each unemployed for 12 months. Depending on whether we look at spells of unemployment or months of
unemployment, most unemployment can appear to be either short-term or long-term.



This evidence on the duration of unemployment has an important implication for public policy. If the goal
is to substantially lower the natural rate of unemployment, policies must aim at the long-term unemployed
because these individual s account for alarge amount of unemployment. Y et policies must be carefully targeted
because the long-term unemployed constitute a small minority of those who become unemployed. Most people
who become unemployed find work within a short time.

CASE STUDY

The Increase in U.S. Long-Term Unemployment and the Debate over
Unemployment Insurance

In 2008 and 2009, as the U.S. economy experienced a deep recession, the labor market demonstrated a new
and striking phenomenon: a large upward spike in the duration of unemployment. Eigure 7-4 shows the median
duration of unemployment for jobless workers from 1967 to 2017. Recessions are indicated by shaded areas. The
figure shows that the duration of unemployment typically rises during recessions. The huge increase during the

recession of 2008—-2009, however, is without precedent in modern history.
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FIGURE 7-4 The Median Duration of Unemployment The median duration of unemployment typically rises during recessions, shown as the
shaded areas here, but its spike upward during the recession of 2008—-2009 was unprecedented.

Data from: Bureau of Labor Statistics.
What explains this phenomenon? Economists fall into two camps.

Some economists believe that the increase in long-term unemployment is a result of government policies. In
February 2009, when the depth of the recession was apparent, Congress extended the eligibility for
unemployment insurance from the normal 26 weeks to 99 weeks, and it did not allow this program of extended
benefits to expire until January 2014. Extending unemployment-insurance benefits is typical during recessions
because jobs are harder to find, but the extension to nearly two years was extraordinary.

Economist Robert Barro wrote an article in the August 30, 2010, issue of the Wall Street Journal titled “The



Folly of Subsidizing Unemployment.” According to Barro, “the dramatic expansion of unemployment insurance
eligibility to 99 weeks is almost surely the culprit” responsible for the rise in long-term unemployment. He writes:

Generous unemployment insurance programs have been found to raise unemployment in many
Western European countries in which unemployment rates have been far higher than the current U.S.
rate. In Europe, the influence has worked particularly through increases in long-term unemployment.

Barro concludes that the “reckless expansion of unemployment-insurance coverage to 99 weeks was unwise

economically and politically.”

Other economists, however, are skeptical that these government policies are to blame. In their view, the
increase in eligibility for unemployment insurance was a reasonable and compassionate response to a historically

deep downturn and weak labor market.

Here is economist Paul Krugman, writing in a July 4, 2010, New York Times article titled “Punishing the
Jobless™:

Do unemployment benefits reduce the incentive to seek work? Yes: workers receiving unemployment
benefits aren’t quite as desperate as workers without benefits, and are likely to be slightly more
choosy about accepting new jobs. The operative word here is “slightly”: recent economic research
suggests that the effect of unemployment benefits on worker behavior is much weaker than was
previously believed. Still, it's a real effect when the economy is doing well.

But it's an effect that is completely irrelevant to our current situation. When the economy is
booming, and lack of sufficient willing workers is limiting growth, generous unemployment benefits
may keep employment lower than it would have been otherwise. But as you may have noticed, right
now the economy isn’t booming—there are five unemployed workers for every job opening. Cutting
off benefits to the unemployed will make them even more desperate for work—but they can’t take
jobs that aren’t there.

Wait: there’s more. One main reason there aren’t enough jobs right now is weak consumer
demand. Helping the unemployed, by putting money in the pockets of people who badly need it, helps
support consumer spending.

Barro and Krugman, both prominent economists, have opposite views about this policy debate. The cause of the
spike in U.S. long-term unemployment remains an open question. m

Credit for Excerpt: From The New York Times, July 05, 2010, © 2010 The New York Times. All rights reserved. Used by permission and
protected by the Copyright Laws of the United States. The printing, copying, redistribution, or retransmission of this Content without express

written permission is prohibited.

Variation in the Unemployment Rate Across
Demographic Groups

The rate of unemployment varies substantially across groups within the population. Table 7-2 presents the U.S.



unemployment rates for various demographic groups in 2016, when the overall unemployment rate was 4.9
percent.

Table 7-2 Unemployment Rate by Demographic Group,
2016

Age White Men  White Women  Black Men  Black Women

16-19 14.9 13.2 30.9 22.8
20-24 8.0 6.3 17.0 12.3
25-54 3.6 3.7 7.3 7.0

Data from: Bureau of Labor Statistics.

This table shows that younger workers have much higher unemployment rates than older ones. To explain
this difference, recall our model of the natural rate of unemployment. The model isolates two possible causes
for a high rate of unemployment: alow rate of job finding and a high rate of job separation. When economists
study data on the transition of individuals between employment and unemployment, they find that those
groups with high unemployment tend to have high rates of job separation. They find less variation across
groups in the rate of job finding. For example, an employed white male is four times more likely to become
unemployed if he is ateenager than if he is middle aged; once he is unemployed, hisrate of job finding is not
closely related to hisage.

These findings help explain the higher unemployment rates for younger workers. Y ounger workers have
only recently entered the labor market, and they are often uncertain about their career plans. It may be best for
them to try different types of jobs before making along-term commitment to an occupation. We should
therefore expect a higher rate of job separation and higher frictional unemployment for this group.

Another fact that stands out from Table 7-2 is that unemployment rates are much higher for blacks than for
whites. This phenomenon is not well understood. Data on transitions between employment and unemployment
show that the higher unemployment rates for blacks, especially for black teenagers, arise because of both
higher rates of job separation and lower rates of job finding. Possible reasons for the lower rates of job finding
include less access to informal job-finding networks and discrimination by employers.

Transitions into and out of the Labor Force

So far we have ignored an important aspect of labor-market dynamics: the movement of individuals into and
out of the labor force. Our model of the natural rate of unemployment assumes that the labor forceisfixed. In
this case, the sole reason for unemployment is job separation, and the sole reason for leaving unemployment is
job finding.



In fact, movements into and out of the labor force are important. About one-third of the unemployed have
only recently entered the labor force. Some of these entrants are young workers still looking for their first jobs;
others have worked before but had temporarily |eft the labor force. In addition, not all unemployment ends
with job finding: amost half of all spells of unemployment end in the unemployed person’s withdrawal from
the labor market.

Individuals entering and leaving the labor force make unemployment statistics more difficult to interpret.
On the one hand, some individuals calling themselves unemployed may not be seriously looking for jobs and
perhaps should best be viewed as out of the labor force. Their “unemployment” may not represent a social
problem. On the other hand, some individuals may want jobs but, after unsuccessful searches, have given up
looking. These discour aged wor ker s are counted as being out of the labor force and do not show up in
unemployment statistics. Even though their joblessness is unmeasured, it may nonetheless be a social problem.

Because of these and many other issues that complicate the interpretation of the unemployment data, the
Bureau of Labor Statistics calculates several measures of labor underutilization. Table 7-3 gives the definitions
and their values as of July 2017. The measures range from 1.7 to 8.6 percent, depending on the characteristics
used to classify aworker as not fully employed.

Table 7-3 Alternative Measures of Labor Underutilization

Variable Description Rate

uU-1 Persons unemployed 15 weeks or longer, as a percent of the civilian labor force (includes 1.7%
only very long-term unemployed)

uU-2 Job losers and persons who have completed temporary jobs, as a percent of the civilian 2.1
labor force (excludes job leavers)

U-3 Total unemployed, as a percent of the civilian labor force (official unemployment rate) 4.3

u-4 Total unemployed, plus discouraged workers, as a percent of the civilian labor force plus 4.7
discouraged workers

U-5 Total unemployed plus all marginally attached workers, as a percent of the civilian labor 5.3
force plus all marginally attached workers

U-6 Total unemployed, plus all marginally attached workers, plus total employed part time for 8.6
economic reasons, as a percent of the civilian labor force plus all marginally attached
workers

Note: Marginally attached workers are persons who currently are neither working nor looking for work but indicate that
they want and are available for a job and have looked for work sometime in the recent past. Discouraged workers, a
subset of the marginally attached, have given a job-market-related reason for not currently looking for a job. Persons
employed part time for economic reasons are those who want and are available for full-time work but have had to settle
for a part-time schedule.

Data from: U.S. Department of Labor. Data are for July 2017.

CASE STUDY



The Decline in Labor-Force Participation: 2007 to 2017

One striking recent development in the U.S. labor market is the decline in labor-force participation. Figure 7-5
illustrates the phenomenon. From 1990 to 2007, the labor-force participation rate fluctuated in a narrow range
between about 66 and 67 percent. But then it started a gradual but significant decline. From the fourth quarter of
2007 to the first quarter of 2017, the labor-force participation rate fell from 66.1 percent to 62.8 percent. As a
result, about 8 million fewer Americans were working or looking for work in 2017 than otherwise would have been

the case.
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FIGURE 7-5 The Labor-Force Participation Rate The labor-force participation rate declined significantly from 2007 to 2014.

Data from: Bureau of Labor Statistics.

What explains the decline of 3.3 percentage points in the labor-force participation rate? To answer this
guestion, a natural place to start is to study those individuals not in the labor force to see why they are not
working or looking for work. Economist Shigeru Fujita of the Federal Reserve Bank of Philadelphia has done
exactly that, using the data in the Current Population Survey.

His findings, summarized in Table 7-4, allocate the 3.3 percentage points among five categories:

= An increase in retired workers accounts for 2.2 percentage points.

= An increase in disabled workers accounts for 0.6 percentage points.

= An increase in discouraged workers accounts for 0.1 percentage points.

= An increase in those not wanting a job because they are in school accounts for 0.3 percentage points.

= The “other” category—those outside the labor force who are not retired, disabled, discouraged, or in school,
such as full-time parents—accounts for none of the change. In fact, this last category went slightly in the
other direction.

TABLE 7-4 Decomposing the Change in Labor-Force Participation

Quarter Nonparticipation Retired Disabled Discouraged In School Other

2007: Q4 33.9% 15.5% 4.9% 1.9% 4.6% 7.1%



2017: Q1 37.2 17.7 55 2.0 4.9 6.9

Change + 3.3 +22 + 0.6 +0.1 +0.3 -02

Data from: Shigeru Fugita, “On the Causes of Declines in the Labor Force Participation Rate,” Federal Reserve Bank of Philadelphia, 2014, and online updates. Parts may not
add to total because of rounding.

According to the numbers in Table 7-4, retirement explains the largest share of the increase in
nonparticipation, accounting for two-thirds of the change. The increase in the number of retired workers is largely
due to the aging of the large baby-boom generation. The baby boom started in 1946, just after World War II, as
soldiers returned home and started families, and continued until 1964. The first of the baby boomers turned 62—
the earliest age at which a person can start collecting Social Security retirement benefits—in 2008. So far, we
have seen just the tip of a sizable iceberg: as more baby boomers reach retirement age in the years to come, the
labor-force participation rate will probably continue to decline.

To be sure, this development is not entirely adverse. Retirement is often a welcome change in lifestyle after a
lifetime of toil. Yet the decline in labor-force participation does have a cost. With a smaller labor force, the
economy produces a smaller output of goods and services, which means a lower level of real GDP.

Moreover, the aging of the population is not the only force at work. Labor-force participation among those in
their prime working years (ages 25 to 54) fell from 82.9 percent in the fourth quarter of 2007 to 81.6 percent in the
first quarter of 2017. This decline of 1.3 percentage points is smaller than for the overall population but is harder
to explain. Proposed hypotheses include (1) increased reliance on government disability programs, (2) weak
demand for unskilled workers due to globalization and skilled-biased technological change, (3) higher rates of
addiction to opioid drugs, and (4) expanded availability of video games, which increases the value of leisure. All
four of these forces may be at work. m



/-5 Labor-Market Experience: Europe

Although our discussion has focused on the United States, many fascinating and sometimes puzzling
phenomena become apparent when economists compare the experiences of Americans in the labor market with
those of Europeans.

The Rise in European Unemployment

Figure 7-6 shows the rate of unemployment from 1960 to 2014 in the four largest European countries—
France, Germany, Italy, and the United Kingdom. Asyou can see, the rates of unemployment in these
countries have risen substantially. For France, for example, unemployment averaged below 2 percent in the

1960s and above 8 percent in recent years.
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FIGURE 7-6 Unemployment in Europe This figure shows the unemployment rates in the four largest nations in Europe.
The figure shows that the European unemployment rate has risen substantially over time, especially in France and
Germany.

Data from: OECD.

What is the cause of rising European unemployment? No one knows for sure, but thereis aleading theory.
Many economists believe that the problem can be traced to the interaction between along-standing policy and
amore recent shock. The long-standing policy is generous benefits for unemployed workers. The recent shock
is atechnologically driven fall in the demand for unskilled workers relative to skilled workers.



There is no question that most European countries have generous programs for those without jobs. These
programs go by various names: social insurance, the welfare state, or simply “the dole.” Many countries allow
the unemployed to collect benefits for years rather than for only a short period of time, as in the United States.
In some sense, those living on the dole are really out of the labor force: given the employment opportunities
available, taking a job is less attractive than remaining without work. Y et these people are often counted as
unemployed in government statistics.

There is aso no question that the demand for unskilled workers has fallen relative to the demand for skilled
workers. This change in demand is probably due to changesin technology: computers, for example, increase
the demand for workers who can use them and reduce the demand for those who cannot. In the United States,
this change in demand has been reflected in wages rather than unemployment: over the past three decades, the
wages of unskilled workers have fallen substantially relative to the wages of skilled workers. In Europe,
however, the welfare state provides unskilled workers with an alternative to working for low wages. Asthe
wages of unskilled workers fall, more workers view the dole as their best available option. The result is higher
unemployment.

This diagnosis of high European unemployment does not suggest an easy remedy. Reducing the magnitude
of government benefits for the unemployed would encourage workers to get off the dole and accept low-wage
jobs. But it would also exacerbate economic inequality—the very problem that welfare-state policies were
designed to address.2

Unemployment Variation Within Europe

Europe is not a single labor market but is, instead, a collection of national labor markets, separated not only by
national borders but also by differences in culture and language. Because these countries differ in their labor-
market policies and institutions, variation within Europe provides a useful perspective on the causes of
unemployment. Many empirical studies have, therefore, focused on these international differences.

The first noteworthy fact is that the unemployment rate varies substantially from country to country. For
example, in June 2017, when the unemployment rate was 4.4 percent in the United States, it was 3.8 percent in
Germany and 17.1 percent in Spain. Although in recent years average unemployment has been higher in
Europe than in the United States, many Europeans live in nations with unemployment rates lower than the
U.S. rate.

A second notable fact is that much of the variation in unemployment rates is attributable to the long-term
unemployed. The unemployment rate can be separated into two pieces—the percentage of the labor force that
has been unemployed for less than a year and the percentage of the labor force that has been unemployed for


https://jigsaw.vitalsource.com/books/9781319106058/epub/OEBPS/xhtml/man_9781319105990_footnotes.xhtml#CH07-FN9

more than a year. The long-term unemployment rate exhibits more variability from country to country than
does the short-term unemployment rate.

National unemployment rates are correlated with various labor-market policies. Unemployment rates are
higher in nations with more generous unemployment insurance, as measured by the replacement rate—the
percentage of previous wages that is replaced when aworker loses ajob. In addition, nations tend to have
higher unemployment, especially higher long-term unemployment, if benefits can be collected for longer
periods of time.

Although government spending on unemployment insurance seems to raise unemployment, spending on
“active’ labor-market policies appears to decrease it. These active labor-market policies include job training,
assistance with job search, and subsidized employment. Spain, for instance, has historically had a high rate of
unemployment, a fact that can be explained by the combination of generous payments to the unemployed with
minimal assistance at hel ping them find new jobs.

The role of unions also varies from country to country, as we saw in Table 7-1. This fact also helps
explain differences in labor-market outcomes. National unemployment rates are positively correlated with the
percentage of the labor force whose wages are set by collective bargaining with unions. The adverse impact of
unions on unemployment is smaller, however, in nations where thereis substantial coordination among
employersin bargaining with unions, perhaps because coordination may moderate the upward pressure on
wages.

A word of warning: correlation does not imply causation, so empirical results such as these should be
interpreted with caution. But they do suggest that a nation’ s unemployment rate, rather than being immutable,
isinstead afunction of the choices a nation makes.1%

The Rise of European Leisure

Higher unemployment rates in Europe are part of the larger phenomenon that Europeans typically work fewer
hours than do their American counterparts. Figure 7-7 shows how many hours atypical person worksin the
United States, France, and Germany. In the early 1970s, the number of hours worked was about the samein
each of these countries. But since then, the number of hours has stayed level in the United States, whileit has
declined in Europe. Today, the typical American works many more hours than the typical resident of these two
western European countries.
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FIGURE 7-7 Annual Hours Worked per Person Over time, many Europeans have substantially reduced the number of

hours they work, while typical Americans have not.

Data from: OECD and Bureau of Labor Statistics. Calculated as the average annual hours actually worked per employed
person multiplied by the employment rate.

The difference in hours worked reflects two facts. First, the average employed person in the United States
works more hours per year than the average employed person in Europe. Europeans typically enjoy shorter
workweeks and more holidays. Second, more potential workers are employed in the United States. That is, the
employment-to-population ratio is higher in the United States than it is in Europe. Higher unemployment is
one reason for the lower employment-to-population ratio in Europe. Another reason is earlier retirement in
Europe and thus lower labor-force participation among older workers.

What is the underlying cause of these differences in work patterns? Economists have proposed several
hypotheses.

Edward Prescott, the 2004 winner of the Nobel Prizein economics, has concluded that “virtually all of the
large differences between U.S. labor supply and those of Germany and France are due to differencesin tax
systems.” This hypothesisis consistent with two facts: (1) Europeans face higher tax rates than Americans, and
(2) European tax rates have risen significantly over the past several decades. Some economists take these facts
as evidence for the impact of taxes on work effort. Others are skeptical. They argue that explaining the
difference in hours worked by tax rates alone requires an implausibly large elasticity of labor supply.

A related hypothesisis that the difference in observed work effort may be attributable to the underground
economy. When tax rates are high, people have a greater incentive to work “off the books” to evade taxes.
Data on the underground economy are hard to come by, but economists who study the subject believe the
underground economy is larger in Europe than it isin the United States. This fact suggests that the difference



in actual hours worked, including work in the underground economy, may be smaller than the differencein
measured hours worked.

Another hypothesis stresses the role of unions. Aswe have seen, collective bargaining is more important in
European than in U.S. labor markets. Unions often push for shorter workweeks in contract negotiations, and
they lobby the government for various labor-market regulations, such as official holidays. Economists Alberto
Alesina, Edward Glaeser, and Bruce Sacerdote conclude that “ mandated holidays can explain 80 percent of the
difference in weeks worked between the U.S. and Europe and 30 percent of the differencein total labor supply
between the two regions.” They suggest that Prescott overstates the role of taxes because, looking across
countries, tax rates and unionization rates are positively correlated; as a result, the effects of taxes and the
effects of unionization are hard to disentangle.

A final hypothesis emphasizes the possibility of different preferences. Astechnological progress and
economic growth have made countries richer, people around the world must decide whether to take the greater
prosperity in the form of increased consumption of goods and services or increased leisure. According to
economist Olivier Blanchard, “the main difference [between the continents] is that Europe has used some of
theincrease in productivity to increase leisure rather than income, while the U.S. has done the opposite.”
Blanchard believes that Europeans ssmply have more taste for leisure than do Americans. (As a French
economist working in the United States, he may have special insight into this phenomenon.) If Blanchard is
right, this raises the harder question of why tastes vary by geography.

Economists debate the merits of these alternative hypotheses. In the end, there may be some truth to all of
them. L
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7-6 Conclusion

Unemployment represents wasted resources. Unemployed workers have the potential to contribute to national
income but are not doing so. Those searching for jobs to suit their skills are happy when the search is over, and
those waiting for jobs that pay above-equilibrium wages are happy when positions open up.

Unfortunately, neither frictional unemployment nor structural unemployment can be easily reduced. The
government cannot make job search instantaneous, and it cannot easily bring wages closer to equilibrium
levels. Zero unemployment is not a plausible goal for free-market economies.

Y et public policy is not powerlessin the fight to reduce unemployment. Job-training programs, the
unemployment-insurance system, the minimum wage, and the laws governing collective bargaining are often
topics of political debate. The policies we choose are likely to have important effects on the economy’ s natural
rate of unemployment.



CHAPTER 8

Economic Growth | . Capital
Accumulation and Population Growth

The question of growth is nothing new but a new disguise for an age-old issue, one which has
always intrigued and preoccupied economics:. the present versus the future.

—James Tobin

If you have ever spoken with your grandparents about what their lives were like when they were young, most
likely you learned an important lesson about economic growth: material standards of living have improved
substantially over time for most familiesin most countries. This advance comes from rising incomes, which
have allowed people to consume greater quantities of goods and services.

To measure economic growth, economists use data on gross domestic product, which measures the total
income of everyone in anation’s economy. The real GDP of the United States today is more than seven times
its 1950 level, and real GDP per person is more than three timesits 1950 level. In any given year, we al'so
observe large differences in the standard of living among countries. Table 8-1 shows the 2016 income per
person in the world’s 14 most populous countries. The United States tops the list, with an income of $57,467
per person. Ethiopia has an income per person of only $1,735—about 3 percent of the figure for the United
States.

TABLE 8-1 International Differences in the Standard of Living

Country Income per Person (2016)
United States $57,467
Japan 41,470
Russia 23,163

Mexico 17,862



China 15,535

Brazil 15,128
Indonesia 11,612
Egypt 11,132
Philippines 7,806
India 6,572
Nigeria 5,867
Pakistan 5,249
Bangladesh 3,581
Ethiopia 1,735

Data from: The World Bank. Data are PPP-adjusted—that is, the income figures account for differences in the cost of
living among countries.

Our goal in this part of the book is to understand what causes these differences in income over time and
across countries. In Chapter 3 we identified the factors of production—capital and labor—and the production
technology as the sources of the economy’ s output and, thus, of its total income. Differences in income across
time and across nations must then come from differences in capital, labor, and technol ogy.

Our main task in this chapter and the next is to develop a theory of economic growth called the Solow
growth model. Our analysisin Chapter 3 enabled us to describe how the economy produces and uses its
output at a point in time. The analysis was static—a snapshot of the economy. To explain why national income
grows, and why some economies grow faster than others, we must broaden our analysis so that it describes
changes in the economy over time. By developing such a model, we make our analysis dynamic—more like a
movie than a photograph. The Solow model shows how saving, population growth, and technological progress
affect the level of an economy’s output and its growth over time. In this chapter we analyze the roles of saving

and population growth. In the next chapter we introduce technological progress..
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8-1 The Accumulation of Capital

The Solow model is designed to show how growth in the capital stock, growth in the labor force, and
advances in technology interact in an economy as well as how they affect a nation’ s total output of goods and
services. We will build this model in a series of steps. Our first step is to examine how the supply and demand
for goods determine the accumulation of capital. In thisfirst step, we assume that the labor force and
technology are fixed. We then relax these assumptions by introducing changes in the labor force later in this
chapter and changes in technology in the next.

The Supply and Demand for Goods

The supply and demand for goods played a central role in our static model of the closed economy in Chapter
3. The same s true for the Solow model. By considering the supply and demand for goods, we can see what
determines how much output is produced at any given time and how this output is allocated among aternative
USes.

The Supply of Goods and the Production Function

The supply of goodsin the Solow model is based on the production function, which states that output depends
on the capital stock and the labor force:

v=F(K,L).Y =F(K,L).

The Solow model assumes that the production function has constant returns to scale. This assumption is often
considered redlistic, and, as we will see shortly, it smplifies the analysis. Recall that a production function has
constant returns to scale if

2Y =F(zK, ZL)zY = F(zK, zL)

for any positive number z. That is, if both capital and labor are multiplied by z, the amount of output is also
multiplied by z.



Production functions with constant returns to scale allow us to analyze all quantities in the economy
relative to the size of the labor force. To see that thisistrue, set z=1/L.* = 1/Lin the preceding equation to

obtain
YiL=F(k/L, 1).Y /L= F(K/L1).

This equation shows that the amount of output per worker Y /L}rrfr L is afunction of the amount of capital per

worker K/L _K /L. (The number 1 is constant and thus can be ignored.) The assumption of constant returns to

scaleimplies that the size of the economy—as measured by the number of workers—does not affect the
relationship between output per worker and capital per worker.

Because the size of the economy does not matter, it will prove convenient to denote al quantities in per-
worker terms. We designate quantities per worker with lowercase |etters, so y=Y/LY = Y/Ljs output per

worker, and k=K /L-]ﬂ =K/Ljs capital per worker. We can then write the production function as
y=f(k),¥ = I (k)

where we define f(k)=F(k, 1)_f (k) = F(k,1). Figure 8-1 illustrates this production function.

Output
per worker, y Output, f(k)

Capital
per worker, k
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FIGURE 8-1 The Production Function The production function shows how the amount of capital per worker k

determines the amount of output per worker y:f(k).y =f (k} * The slope of the production function is the marginal
product of capital: if k increases by 1 unit, y increases by MPK units. The production function becomes flatter as k
increases, indicating diminishing marginal product of capital.



The slope of this production function shows how much extra output a worker produces when given an
extraunit of capital. This amount is the marginal product of capital MPK. Mathematically, we write

MPK=f(k+1)—f(k). MPK = f(k+1) — f (k).

Note that in Figure 8-1, as the amount of capital increases, the production function becomes flatter, indicating
that the production function exhibits diminishing marginal product of capital. When k is low, the average
worker has only alittle capital to work with, so an extraunit of capital is very useful and produces alot of
additional output. When k is high, the average worker has alot of capital already, so an extraunit increases
production only slightly.

The Demand for Goods and the Consumption Function

The demand for goods in the Solow model comes from consumption and investment. In other words, output
per worker y is divided between consumption per worker ¢ and investment per worker i:

This equation is the per-worker version of the economy’s national income accounts identity. It omits
government purchases (which for present purposes we can ignore) and net exports (because we are assuming a
closed economy).

The Solow model assumes that each year people save afraction s of their income and consume a fraction

(1—5)_(1 — 5) - We can express this idea with the following consumption function:
c=(1-9)y,* ~ (1—s)y,

where s, the saving rate, is a number between zero and one. Keep in mind that government policies can
potentially influence a nation’s saving rate, so one of our goalsis to find what saving rate is desirable. For
now, however, we just take the saving rate s as given.

To see what this consumption function implies for investment, substitute (1—s)y(1 — $)Yfor cinthe

national income accounts identity:



y=(1-s)y+i.¥ = (1—s)y+1i.
Rearrange the termsto obtain
|:5yf» = 5.

This equation shows that investment equals saving, as we first saw in Chapter 3. Thus, the rate of saving sis
also the fraction of output devoted to investment.

We have now introduced the two main ingredients of the Solow model—the production function and the
consumption function—which describe the economy at any moment in time. For any given capital stock k, the

production function y=f(k)¥ = f (k) determines how much output the economy produces, and the saving rate

s determines the allocation of that output between consumption and investment.

Growth in the Capital Stock and the Steady
State

At any moment, the capital stock is akey determinant of the economy’s output, but the capital stock can
change over time, and those changes can lead to economic growth. Two forces influence the capital stock:
investment and depreciation. Investment is expenditure on new plant and equipment, and it causes the capital
stock to rise. Depreciation is the wearing out of old capital due to aging and use, and it causes the capital stock
to fal. Let’s consider each of these forcesin turn.

Aswe have aready noted, investment per worker i equals sy. By substituting the production function for y,
we can express investment per worker as a function of the capital stock per worker:

i=sf(k).t = sf (k).

This equation relates the existing stock of capital k to the accumulation of new capital i. Figure 8-2 shows this
relationship. Thisfigure illustrates how, for any value of k, the amount of output is determined by the

production function f(k),f (k) , and the allocation of that output between consumption and investment is

determined by the saving rate s.
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FIGURE 8-2 Output, Consumption, and Investment The saving rate s determines the allocation of output between
consumption and investment. For any level of capital k, output is f(k), investment is sf(k), and consumption is f(k)-sf(k).

f(k)—sf(k).

To incorporate depreciation into the model, we assume that a certain fraction §d of the capital stock wears

out each year. Here §4 (the lowercase Greek letter delta) is called the depreciation rate. For example, if capital

lasts an average of 25 years, the depreciation rate is 4 percent per year (5=0.04). (6 = 0.04) . The amount of
capital that depreciates each year is §k.dk. Figure 8-3 shows how the amount of depreciation depends on the
capital stock.

Depreciation

per worker, 8k Depreciation, 8k

Capital
per worker, k
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FIGURE 8-3 Depreciation A constant fraction 50 of the capital stock wears out every year. Depreciation is therefore

proportional to the capital stock.

We can express the impact of investment and depreciation on the capital stock with this equation:



Changein Capital Stock=Investment—DepreciationAk=i—0k,
Change in Capital Stock = Investment — Depreciation

Ak = i ok,

where AkAk is the change in the capital stock between one year and the next. Because investment i equals

sf(k), we can write this as

Figure 8-4 graphs the terms of this equation—investment and depreciation—for different levels of the capital
stock k. The higher the capital stock, the greater the amounts of output and investment. Y et the higher the
capital stock, the greater also the amount of depreciation.
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FIGURE 8-4 Investment, Depreciation, and the Steady State The steady-state level of capital k*-]ﬂ!+E is the level at
which investment equals depreciation, indicating that the amount of capital will not change over time. Below k*,k 1

investment exceeds depreciation, so the capital stock grows. Above k*,-]ﬁ 1 investment is less than depreciation, so the

capital stock shrinks.

As Figure 8-4 shows, thereis asingle capital stock k* k* at which the amount of investment equals the
amount of depreciation. If the economy findsitself at thislevel of the capital stock, the capital stock will not
change because the two forces acting on it—investment and depreciation—just balance. That is, at k* , Ak=0,

k*, Ak = 0, 5o the capital stock k and output f(k) are steady over time (rather than growing or shrinking). We
therefore call k* k* the steady-state level of capital.



The steady stateis significant for two reasons. Aswe have just seen, an economy at the steady state will
stay there. In addition, and just as important, an economy not at the steady state will go there. That is,
regardless of the level of capital with which the economy begins, it ends up with the steady-state level of
capital. In this sense, the steady state represents the long-run equilibrium of the economy.

To see why an economy always ends up at the steady state, suppose that the economy starts with less than
the steady-state level of capital, such as level k1K1 in Figure 8-4. In this case, investment exceeds
depreciation. Over time, the capital stock will rise and will continue to rise—along with output f(k)—until it
approaches the steady state k* k*.

Similarly, suppose that the economy starts with more than the steady-state level of capital, such as level
k2.k2- In this case, investment is less than depreciation: capital is wearing out faster than it is being replaced.
The capital stock will fall, again approaching the steady-state level. Once the capital stock reaches the steady
state, investment equals depreciation, and there is no pressure for the capital stock to either increase or
decrease.

Approaching the Steady State: A Numerical
Example

Let’s use a numerical example to see how the Solow model works and how the economy approaches the
steady state. For this example, we assume that the production function is

Y=K1/2L1/2Y = KY2LV2,

From Chapter 3, you will recognize this as the Cobb—Douglas production function with the capital -share
parameter g equal to 1/2. To derive the per-worker production function f(k), divide both sides of the
production function by the labor forceL:

¥ gli2rlz

YL=K1/2L1/2L. L — L

Rearrange to obtain

Y (K)l-"z
YL=(KL)12. L \L/



Becausey=Y/LY = Y/L and k:|</|_,-lc = K/L, this equation becomes

y=k12,y = k"%,
which can also be written as
y=k ¥ = V.

This form of the production function states that output per worker equals the square root of the amount of
capital per worker.

To complete the example, let’ s assume that 30 percent of output is saved (5:0_3),(5 =0.3),10 percent of
the capital stock depreciates every year (5§=0.1), (6 =0.1), and the economy starts off with 4 units of capital

per worker (k=4). (k= 4) . Given these numbers, we can now examine what happens to this economy over
time.

We begin by looking at the production and allocation of output in the first year, when the economy has 4
units of capital per worker. Here are the steps we follow.

= According to the production function y=k, ¥ = V'k, the 4 units of capital per worker (k) produce 2 units
of output per worker (y).

» Because 30 percent of output is saved and invested and 70 percent is consumed, j=0.6¢ = 0.6 and
c=1.4.c = 1.4.

» Because 10 percent of the capital stock depreciates, §k=0.4.0k = 0.4.

= With investment of 0.6 and depreciation of 0.4, the change in the capital stock is Ak=0.2. Ak = 0.2.

Thus, the economy begins its second year with 4.2 units of capital per worker.

We can do the same calculations for each subsequent year. Table 8-2 shows how the economy progresses.
Every year, because investment exceeds depreciation, new capital is added, and output grows. Over many
years, the economy approaches a steady state with 9 units of capital per worker. In this steady state,
investment of 0.9 exactly offsets depreciation of 0.9, so the capital stock and output are no longer growing.

TABLE 8-2 Approaching the Steady State: A Numerical Example

Assumptions: y=k; s=0.3;0=0.1; initial k=4.0




Year k y c i ok Ak

1 4.000 2.000 1.400 0.600 0.400 0.200
2 4.200 2.049 1.435 0.615 0.420 0.195
3 4.395 2.096 1.467 0.629 0.440 0.189
4 4.584 2.141 1.499 0.642 0.458 0.184
5 4.768 2.184 1.529 0.655 0.477 0.178
10 5.602 2.367 1.657 0.710 0.560 0.150
25 7.321 2.706 1.894 0.812 0.732 0.080
100 8.962 2.994 2.096 0.898 0.896 0.002
0 9.000 3.000 2.100 0.900 0.900 0.000

Following the progress of the economy for many yearsis one way to find the steady-state capital stock, but
there is another way that requires fewer calculations. Recall that

Ak=sf(k)-sk. Ak = sf (k) — k.

This equation shows how k evolves over time. Because the steady state is (by definition) the value of k at



which Ak=0,2A% = 0, we know that
O=sf(k*)-ok 0 = f (K*) — oK%,

or, equivalently,

k¥ s

k*f(k*)=s5. fIK*) 4

This equation provides away of finding the steady-state level of capital per worker k* k*. Substituting in the

numbers and production function from our example, we obtain

0.3

k*k*=0.30.1, vE* 01

Now square both sides of this equation to find

k*=9.k* = 9.

The steady-state capital stock is 9 units per worker. This result confirms the calculation of the steady state in
Table 8-2.

CASE STUDY
The Miracle of Japanese and German Growth

Japan and Germany are two success stories of economic growth. Although today they are economic
superpowers, in 1946 both countries faced economies in shambles. World War Il had destroyed much of their
capital stocks. In both nations, output per person in 1946 was about half of what it had been before the war. In
the following decades, however, these two countries experienced some of the most rapid growth rates on record.
Between 1946 and 1972, output per person grew at 8.0 percent per year in Japan and 6.5 percent per year in
Germany, compared to only 2.1 percent per year in the United States. Several other European economies
damaged by the war also enjoyed rapid growth during this postwar period: for example, output per worker grew at
4.6 percent per year in France and 5.5 percent per year in Italy. But Japan and Germany are the two nations that
experienced both the greatest devastation during the war and the most rapid growth afterward.

Are these postwar experiences surprising from the standpoint of the Solow model? Consider an economy in
steady state. Now suppose that a war destroys some of the capital stock. (That is, suppose the capital stock

drops from kk* to k1k1 in Eigure 8-4.) Not surprisingly, the level of output falls immediately. But if the saving



rate—the fraction of output devoted to saving and investment—is unchanged, the economy will then experience a
period of high growth. Output grows because, at the lower capital stock, more capital is added by investment than
is removed by depreciation. This high growth continues until the economy approaches its former steady state.
Hence, although destroying part of the capital stock immediately reduces output, it is followed by higher-than-
normal growth. The “miracle” of rapid growth in Japan and Germany, as it is often described in the business
press, is what the Solow model predicts for countries in which war has greatly reduced the capital stock.

After their postwar growth miracles, both Japan and Germany settled down to moderate rates of growth, more
like that of the United States. From 1972 to 2000, output per person grew at 2.4 percent per year in Japan and
1.8 percent per year in Germany, compared to 2.1 percent per year in the United States. This phenomenon is
also what the Solow model predicts. As an economy gets closer to its steady state, it no longer experiences the
higher-than-normal growth that arises from the transition back to the steady state.

Lest one take the wrong lesson from this historical episode, note that wartime destruction should not be seen
as desirable. The fast growth in Japan and Germany during the postwar period merely caught them up to where
they otherwise would have been. Moreover, unlike Japan and Germany, many war-torn nations are left with a
legacy of civil strife and political instability, hampering their subsequent growth. m

How Saving Affects Growth

The explanation of Japanese and German growth after World War |1 is not quite as simple as suggested in the
preceding Case Study. Another relevant fact is that both Japan and Germany save and invest a higher fraction
of their output than the United States. To understand more fully the international differences in economic
performance, we must consider the effects of different saving rates.

Consider what happens to an economy when its saving rate increases. Figure 8-5 shows such a change.

The economy is assumed to begin in a steady state with saving rate s151 and capital stock k1* _k; * When the
saving rate increases from s151 to s2, 52 the sf(k)S-f (k) curve shifts upward. At theinitial saving rate s; and

theinitial capital stock k1* ,k? » the amount of investment just offsets the amount of depreciation. Immediately
after the saving rate rises, investment is higher, but the capital stock and depreciation are unchanged.
Therefore, investment exceeds depreciation. The capital stock gradually rises until the economy reaches the
new steady state k2* ,k*.*z! which has a higher capital stock and a higher level of output than the old steady
state.



Investment
and depreciation

Sk
5,f(k)

s,f(k)

1. An increase
: : in the saving
1 2.. .. causing ' rate raises
 the capital investment, . . .
. stock to grow .
“ toward a new
- steady state. -
: ' :

ko —— Capital

per worker, k
Mankiw, Macroeconomics, 10e, © 2019 Worth Publishers

FIGURE 8-5 An Increase in the Saving Rate An increase in the saving rate s implies that the amount of investment for

k;!

any given capital stock is higher. It therefore shifts the saving function upward. At the initial steady state, k1*,

%
investment now exceeds depreciation. The capital stock rises until the economy reaches a new steady state kz*k? with
more capital and output.

The Solow model shows that the saving rate is akey determinant of the steady-state capital stock. If the
saving rate is high, the economy will have a large capital stock and a high level of output in the steady state.
If the saving rate is low, the economy will have a small capital stock and a low level of output in the steady
state. This conclusion sheds light on many discussions of fiscal policy. Aswe saw in Chapter 3, a government
budget deficit can reduce nationa saving and crowd out investment. Now we can see that the long-run
consequences of areduced saving rate are alower capital stock and lower national income. This is why many
economists are critical of persistent budget deficits.

What does the Solow model say about the relationship between saving and economic growth? Higher
saving leads to faster growth in the Solow model—but only temporarily. An increase in the saving rate raises
growth only until the economy reaches the new steady state. If the economy maintains a high saving rate, it
will maintain alarge capital stock and a high level of output, but it will not maintain a high growth rate
forever. Policies that ater the steady-state growth rate of income per person are said to have a growth effect;
we will see examples in the next chapter. By contrast, a higher saving rate is said to have alevel effect because
only the level of income per person—not its growth rate—is influenced by the saving rate in the steady state.

Now that we understand how saving and growth interact, we can more fully explain the impressive
economic performance of Germany and Japan after World War 11. Not only were their initial capital stocks
low because of the war but their steady-state capital stocks were also high because of their high saving rates.
Both facts help explain the rapid growth of these two countries in the 1950s and 1960s.



8-2 The Golden Rule Level of Capital

So far, we have used the Solow model to examine how an economy’ s rate of saving and investment
determines its steady-state levels of capital and income. This analysis might lead you to think that higher
saving is aways a good thing because it leads to greater income. Y et suppose a nation had a saving rate of 100
percent. That would lead to the largest possible capital stock and the largest possible income. But if all of this
income is saved and none is ever consumed, what good isit?

This section uses the Solow model to discuss the optimal amount of capital accumulation from the
standpoint of economic well-being. In the next chapter, we discuss how government policiesinfluence a
nation’ s saving rate. But first, in this section, we present the theory behind these policy decisions.

Comparing Steady States

To keep our analysis simple, let’s assume that a policymaker can set the economy’ s saving rate at any level.
By setting the saving rate, the policymaker determines the economy’ s steady state. What steady state should
the policymaker choose?

The policymaker’s goal is to maximize the well-being of the individuals who make up the society.
Individuals themselves do not care about the amount of capital in the economy or even the amount of output.
They care about the amount of goods and services they can consume. Thus, a benevolent policymaker would
want to choose the steady state with the highest level of consumption. The steady-state value of k that
maximizes consumption is called the Golden Rulelevel of capital and is denoted kgold* _kénld 2

How can wetell whether an economy is at the Golden Rule level ? To answer this question, we must first
determine steady-state consumption per worker. Then we can see which steady state provides the most

consumption.

To find steady-state consumption per worker, we begin with the national income accounts identity
y:c+i y=c | ‘!'

and rearrange it as


https://jigsaw.vitalsource.com/books/9781319106058/epub/OEBPS/xhtml/man_9781319105990_footnotes.xhtml#CH08-FN2

c=y—i.C= Y~ i

Consumption is output minus investment. Because we want to find steady-state consumption, we substitute
steady-state val ues for output and investment. Steady-state output per worker is f(k*),f (*) » where o+ k* is
the steady-state capital stock per worker. Furthermore, because the capital stock is not changing in the steady
state, investment equals depreciation gk* .dk*. Substituting f(k*)f (K*) for y and gk* 8k* for i, we can write
steady-state consumption per worker as

C*:f(k*)—ﬁk*.c* = f (k*) — Ok*.

According to this equation, steady-state consumption is what’s left of steady-state output after paying for
steady-state depreciation. This equation shows that an increase in steady-state capital has two opposing effects
on steady-state consumption. On the one hand, more capital means more output. On the other hand, more
capital also means that more output must be used to replace capital that is wearing out.

Figure 8-6 graphs steady-state output and steady-state depreciation as a function of the steady-state capital
stock. Steady-state consumption is the gap between output and depreciation. This figure shows that thereis

one level of the capital stock—the Golden Rule level kgold* kénld —that maximizes consumption.
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FIGURE 8-6 Steady-State Consumption The economy’s output is used for consumption or investment. In the steady

*
state, investment equals depreciation. Therefore, steady-state consumption is the difference between output f(k*)f (k )

and depreciation 6k*_'5k*- Steady-state consumption is maximized at the Golden Rule steady state. The Golden Rule



. . k* o cr o
capital stock is denoted kgold*, £°ld’ and the Golden Rule level of consumption is denoted cgold*. gold

When comparing steady states, we must keep in mind that higher levels of capital affect both output and
depreciation. If the capital stock is below the Golden Rule level, an increase in the capital stock raises output
more than depreciation, so consumption rises. In this case, the production function is steeper than the §k* dk™*
line, so the gap between these two curves—which equals consumption—grows as k* k* rises. By contrast, if
the capital stock is above the Golden Rule level, an increase in the capital stock reduces consumption because
theincrease in output is smaller than the increase in depreciation. In this case, the production function is flatter
than the §k* 3k™ line, so the gap between the curves—consumption—shrinks as k* k* rises. At the Golden

Rule level of capital, the production function and the §k* 8k™* line have the same slope, and consumption is at
its greatest level.

We can now derive a simple condition that characterizes the Golden Rule level of capital. Recall that the
slope of the production function is the marginal product of capital MPK. The slope of the §k*dk™® lineis §.4.

Because these two slopes are equal at kgold* k;uld , the Golden Rule is described by the equation
MPK=5. MPK = 4.

At the Golden Rule level of capital, the marginal product of capital equals the depreciation rate.

To make the point somewhat differently, suppose that the economy starts at some steady-state capital stock
k* k* and that the policymaker is considering increasing the capital stock to k*+1.k* + 1. The amount of
extraoutput from thisincrease in capital would bef(k*+1)—f(k*),f (k* +1) — F(K*) ; the marginal product
of capital, MPK. The amount of extra depreciation from having 1 more unit of capital is the depreciation rate
§.0. Thus, the net effect of this extraunit of capital on consumptionis MPK—5. MPK — 4. If MPK—5§>0,

MPK — & > 0, increases in capital increase consumption, so k* k* must be below the Golden Rule level. If
MPK—8<0,/MPK — & < 0, increasesin capital decrease consumption, so k* k* must be above the Golden

Rule level. Therefore, the following condition describes the Golden Rule:
MPK-5=0MFPK — = 0.

At the Golden Rule level of capital, the marginal product of capital net of depreciation (M PK—3)

(MPK —§) equals zero. Aswe will see, apolicymaker can use this condition to find the Golden Rule
capital stock for an economy.2
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Keep in mind that the economy does not automatically gravitate toward the Golden Rule steady state. If we
want any particular steady-state capital stock, such as the Golden Rule, we need a particular saving rate to
support it. Figure 8-7 shows the steady state if the saving rate is set to produce the Golden Rule level of
capital. If the saving rate is higher than the one used in this figure, the steady-state capital stock will be too
high. If the saving rate is lower, the steady-state capital stock will be too low. In either case, steady-state
consumption will be lower than it is at the Golden Rule steady state.
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FIGURE 8-7 The Saving Rate and the Golden Rule There is only one saving rate that produces the Golden Rule level

&
of capital kgold*_'li:gtIld * Any change in the saving rate would shift the sf(k) curve and would move the economy to a

steady state with a lower level of consumption.

Finding the Golden Rule Steady State: A
Numerical Example

Consider a policymaker choosing a steady state in the following economy. The production function is the same
asinour earlier example:

y:k?f' - \/Er

Output per worker is the square root of capital per worker. Depreciation §4 is again 10 percent of capital. This
time, the policymaker picks the saving rate s and thus the economy’ s steady state.

To see the outcomes available to the policymaker, recall that the following equation holds in the steady
state:



k¥ s

K f(ke)=ss. ) 9

In this economy, this equation becomes

k* _ s
k*k*=s0.1. vk  01°

Squaring both sides of this equation yields the steady-state capital stock:
k*=100s2.k* = 100s*.

Using this result, we can compute the steady-state capital stock for any saving rate.

Table 8-3 presents calcul ations showing the steady states that result from various saving rates. We see that
higher saving leads to a higher capital stock, increasing both output and depreciation. Steady-state
consumption, the difference between output and depreciation, first rises with higher saving rates and then
declines. Consumption is highest when the saving rate is 0.5. Hence, a saving rate of 0.5 produces the Golden
Rule steady state.

TABLE 8-3 Finding the Golden Rule Steady State: A Numerical
Example

Assumptions: y=k;0=0.1

s k* y* 5k* c* MPK MPK-3
0.0 0.0 0.0 0.0 0.0 w0 o

0.1 1.0 1.0 0.1 0.9 0.500 0.400
0.2 4.0 2.0 0.4 1.6 0.250 0.150
0.3 9.0 3.0 0.9 2.1 0.167 0.067
0.4 16.0 4.0 1.6 2.4 0.125 0.025
0.5 25.0 5.0 25 2.5 0.100 0.000
0.6 36.0 6.0 3.6 2.4 0.083 -0.017

0.7 49.0 7.0 4.9 2.1 0.071 -0.029



0.8 64.0 8.0 6.4 1.6 0.062 —-0.038
0.9 81.0 9.0 8.1 0.9 0.056 -0.044

1.0 100.0 10.0 10.0 0.0 0.050 -0.050

Recall that another way to identify the Golden Rule steady state is to find the capital stock at which the net
marginal product of capital (M PK—5)(M PK —4) equals zero. For this production function, the marginal

product is*

MPK = —.
MPK=12k. 2vE

Using this formula, the last two columns of Table 8-3 present the values of MPK and MpPK —s M PK — din

the different steady states. Note that the net marginal product of capital is exactly zero when the saving rateis
at its Golden Rule value of 0.5. Because of diminishing marginal product, the net marginal product of capital
IS greater than zero whenever the economy saves less than this amount, and it is less than zero whenever the
€conomy saves more.

This numerical example confirms that the two ways of finding the Golden Rule steady state—Ilooking at
steady-state consumption or looking at the marginal product of capital—give the same answer. If we want to
know whether an actual economy is currently at, above, or below its Golden Rule capital stock, the second
method is more convenient because it is straightforward to estimate the marginal product of capital. By
contrast, evaluating an economy with the first method requires estimates of steady-state consumption at many
different saving rates; such information is harder to obtain. Thus, when we apply this kind of analysisto the
U.S. economy in the next chapter, we will evaluate U.S. saving by examining the margina product of capital.
Before doing so, however, we need to proceed further in our development of the Solow model.

The Transition to the Golden Rule Steady
State

Let’s now make our policymaker’s problem more redlistic. So far, we have been assuming that the
policymaker can simply choose the economy’ s steady state and jump there immediately. In this case, the
policymaker would choose the steady state with the highest consumption: the Golden Rule steady state. But
now suppose that the economy has reached a steady state other than the Golden Rule. What happens to
consumption, investment, and capital when the economy makes the transition between steady states? Might the
impact of the transition deter the policymaker from trying to achieve the Golden Rule?
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We must consider two cases. the economy might begin with more capital than in the Golden Rule steady
state, or it might begin with less. It turns out that the two cases offer very different problems for policymakers.
(Aswewill seein the next chapter, the second case—too little capital—describes most actual economies,
including that of the United States.)

Starting with Too Much Capital

We first consider the case in which the economy begins at a steady state with more capital than it would have
in the Golden Rule steady state. In this case, the policymaker should pursue policies aimed at reducing the rate
of saving in order to reduce the capital stock. Suppose that these policies succeed and that at some point—call
it time t;—the saving rate falls to the level that will lead to the Golden Rule steady state.

Figure 8-8 shows what happens to output, consumption, and investment when the saving rate falls. The
reduction in the saving rate causes an immediate increase in consumption and a decrease in investment.
Because investment and depreciation were equal in theinitial steady state, investment will now be less than
depreciation, which means the economy is no longer in a steady state. Gradually, the capital stock falls,
leading to reductions in output, consumption, and investment. These variables continue to fall until the
economy reaches the new steady state. Because we are assuming that the new steady state is the Golden Rule
steady state, consumption must be higher than it was before the change in the saving rate, even though output
and investment are lower.
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FIGURE 8-8 Reducing Saving When Starting with More Capital Than in the Golden Rule Steady State This figure
shows what happens over time to output, consumption, and investment when the economy begins with more capital than
the Golden Rule level and the saving rate is reduced. The reduction in the saving rate (at time tof*ﬂ') causes an
immediate increase in consumption and an equal decrease in investment. Over time, as the capital stock falls, output,
consumption, and investment fall together. Because the economy began with too much capital, the new steady state has



a higher level of consumption than the initial steady state.

Note that, compared to consumption in the old steady state, consumption is higher not only in the new
steady state but also along the entire transition path. When the capital stock exceeds the Golden Rule level,
reducing saving is clearly a good policy, for it increases consumption at every point in time.

Starting with Too Little Capital

When the economy begins with less capital than in the Golden Rule steady state, the policymaker must raise
the saving rate to reach the Golden Rule. Figure 8-9 shows what happens. The increase in the saving rate at
time ty causes an immediate fall in consumption and arise in investment. Over time, higher investment causes
the capital stock to rise. As capital accumulates, output, consumption, and investment gradually increase,
approaching the new steady-state levels. Because the initial steady state was below the Golden Rule, the
increase in saving eventually leads to a higher level of consumption than that which prevailed initially.
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FIGURE 8-9 Increasing Saving When Starting with Less Capital Than in the Golden Rule Steady State This figure
shows what happens over time to output, consumption, and investment when the economy begins with less capital than
the Golden Rule level and the saving rate is increased. The increase in the saving rate (at time totﬂ') causes an
immediate drop in consumption and an equal jump in investment. Over time, as the capital stock grows, output,
consumption, and investment increase together. Because the economy began with less capital than the Golden Rule
level, the new steady state has a higher level of consumption than the initial steady state.

Doesthe increase in saving that leads to the Golden Rule steady state raise economic welfare? Eventually
it does because the new steady-state level of consumption is higher than theinitial level. But achieving that
new steady state requires an initial period of reduced consumption. Note the contrast to the case in which the
economy begins above the Golden Rule. When the economy begins above the Golden Rule, reaching the



Golden Rule produces higher consumption at all pointsin time. When the economy begins below the Golden
Rule, reaching the Golden Rule requiresinitially reducing consumption to increase consumption in the future.

When deciding whether to try to reach the Golden Rule steady state, policymakers have to take into
account that current consumers and future consumers are not always the same people. Reaching the Golden
Rule achieves the highest steady-state level of consumption and thus benefits future generations. But when the
economy isinitially below the Golden Rule, reaching the Golden Rule requires raising investment and thus
lowering the consumption of current generations. Thus, when choosing whether to increase capital
accumulation, the policymaker faces a trade-off in the welfare of different generations. A policymaker who
cares more about current generations than about future ones may decide not to pursue policies to reach the
Golden Rule steady state. By contrast, a policymaker who cares about all generations equally will choose to
reach the Golden Rule. Even though current generations will consume less, an infinite number of future
generations will benefit by moving to the Golden Rule.

Thus, optimal capital accumulation depends crucially on how we weigh the interests of current and future
generations. The biblical Golden Rule tells us, “Do unto others as you would have them do unto you.” If we
heed this advice, we give all generations equal weight. In this case, it is optimal to reach the Golden Rule level
of capita—which iswhy it is caled the “Golden Rule.”



8-3 Population Growth

The Solow model shows that capital accumulation, by itself, cannot explain sustained economic growth: high
rates of saving lead to high growth temporarily, but the economy eventually approaches a steady state in
which capital and output are constant. To explain the sustained economic growth that we observe in most parts
of the world, we must expand the Solow model to incorporate the other two sources of growth—population
growth and technological progress. In this section we add population growth to the model.

Instead of assuming that the population is fixed, as we did in Sections 8-1 and 8-2, we now suppose that
the population and the labor force grow at a constant rate n. For example, the U.S. population grows about 1
percent per year, so n=0.01.n = 0.01. This means that if 150 million people are working one year, then 151.5

million (1.01x150)(1-01 % 150) are working the next year, 153.015 million (1.01x151.5)(1-01 X 151.5) the
year after that, and so on.

The Steady State with Population Growth

How does population growth affect the steady state? To answer this question, we must discuss how population
growth, along with investment and depreciation, influences the accumulation of capital per worker. As before,
investment raises the capital stock, and depreciation reduces it. But now thereis athird force acting to change
the amount of capital per worker: the growth in the number of workers causes capital per worker to fall.

We continue to let lowercase | etters stand for quantities per worker. Thus, k:K/Lh =K/Ljs capital per

worker, and y=Y/LY = Y/Lis output per worker. Remember, however, that the number of workersis

growing over time.

The change in the capital stock per worker is
Ak=i-(@+n)k. Ak =1 — (6 +n)k.

This equation shows how investment, depreciation, and population growth influence the per-worker capital
stock. Investment increases k, whereas depreciation and population growth decrease k. We saw this equation

earlier in this chapter for the special case of a constant population (n:O).(” =0).

We can think of theterm (5+n) k(5 +n) k as defini ng break-even investment—the amount of investment



necessary to keep the capital stock per worker constant. Break-even investment includes the depreciation of
existing capital, which equals §k.dk. It also includes the amount of investment necessary to provide new
workers with capital. The amount of investment necessary for this purposeis nk because there are n new
workers