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Notation

We use the following notation in Chapters 1 to 4 and again in Chapter 6. In
Chapter 5, where we present equations taken directly from our computer model
rather than algebraic analysis, we, of necessity, use an ad hoc notation which is

explained in each case. Chapters 10 and 11, which are concerned with the
properties of linear models in general, and not with specific economic
relationships, also use their own notation.

A real exchange rate (measured in units of foreign product/unit of home
product)
B budget deficit measured in units of domestic product

C private consumption measured in units of domestic product
D monetary base measured in money value

E nominal exchange rate (measured in units of foreign currency/unit of
home currency)
F net capital outflow in units of domestic product

G government consumption measured in units of domestic product
H stock of net foreign assets measured in units of domestic product
I domestic investment in units of domestic product

7 the sum of domestic and net foreign investment, measured in units of
domestic product
K domestic capital stock

L labour

Mimports measured in units of domestic product

N national wealth measured in units of domestic product
P price of net domestic product (GDP deflator)

R rate of interest on short-term bills

S rate of tax

T tax revenue measured in units of domestic product

U national debt measured in units of domestic product

V post-tax real wage measured in terms of consumption goods
Wmoney wage

X exports measured in units of domestic product

Y real gross domestic product

Z money gross domestic product

We make use of the following superscripts



[¢]

expected future value

foreign

indicates a constant value

indicates a percentage change

indicates a target value

~ used for ad hoc purposes as indicated in the text

i

Subscripts to these variables are used only to indicate time, with co being used to
indicate a steady-state value.

We use capital letters to describe the levels of the variables concerned. Small
letters are used to define partial derivatives in Chapters 1 and 2 and logarithms in
Chapter 3. This is indicated in the text and should not be a source of confusion.

Greek letters are generally used to represent model parameters. The following
conventions are used in Chapters 2—4.

a, B wage equation parameters

£ trade price elasticity

n propensity to import

{ interest semi-elasticity of the demand for money
0, ¢ capital flow parameters

interest effect on investment

-~

propensity to consume
adjustment parameter
multiplier

accelerator

mark-up

QA 8 = &= > N

™

slopes of lines
control parameters

=

6 and ¢ are used for parameter combinations.

4 is used in Chapter 2 to represent small deviations. w is not a parameter, but is
used as an index of comparative advantage. Superscripts and subscripts are used
to distinguish parameters within these broad groupings.

A is used to represent determinants. It is also used in Chapters 5-11 as a difference
operator with Ax; = x¢ — xp_1.



Preface

Macroeconomic policy in advanced Western countries is now in a difficult
position. It is not just that policies have recently become more unsatisfactory, or
that, at least in Europe, we are living through the worst period of unemployment
since the 1930s. Both these things are true. But the problem lies deep. Policy-
makers are adrift, without a framework to guide them, in a way that has not been
true since the 1930s. Gone is the confidence which characterized policy-making in
the Keynesian heyday of the 1950s and 1960s. Gone too is the promise, which
monetarism offered in the 1970s, of providing a new framework for policy. It is
not enough simply to muddle through, applying ad hoc common sense to each
crisis as it arises. A new framework of ideas is needed.

This book is an attempt to present such a fresh coherent package of ideas, for
application to macroeconomic decision-making in open economies. These ideas
are explained in Chapters 1-4. Then in Chapters 5-9 we try out this package of
ideas on an econometric model of one particular economy, the United Kingdom,
with simulated reruns of history for the UK economy over the years 1975-89. As
well as presenting new proposals, our suggestions are extensively compared with
ideas for reform put forward by others. Technical aspects of our work are
described in Chapters 10 and 11. Chapter 12 summarizes our conclusions.

The main features of our proposals are that

i) Fiscal and monetary instruments should be used together in the pursuit of
two policy targets: inflation and wealth accumulation.

ii) The anti-inflation objective should be implemented by means of control of
the Money GDP leaving it to the institutional and other forces in the
private sector to determine the outcome, or the ‘trade-off’, between high
output and low prices on the one hand and low output and high prices on
the other.

iii) There should be a real exchange-rate intermediate target as a guide to the
setting of monetary policy.

We demonstrate that the design of fiscal and monetary policy must pay attention
to the structure of the labour market (in particular to whether there is strong real
wage resistance or not.) We also investigate fully the sensitivity of our packages to
the way in which expectations are formed and conclude that, although the nature
of expectations formation has a major impact on the precise working of our
control rules, it is quite possible to find a set of illustrative policy rules which
performs satisfactorily for both types of expectational mechanisms (model-
consistent and adaptive) which we consider.

Our analysis is confined to a single open economy in the world economy (such
as the United Kingdom) rather than considering problems of multilateral policy



co-ordination. This has allowed us to study more closely certain basic issues
which must be resolved as a prelude to work on the international co-ordination of
national policies.

The research which we are reporting here began in 1984. Preliminary results
have already been presented by Christodoulakis, Vines and Weale (1986),
Christodoulakis and Weale (1987), Vines (1986), Blake and Weale (1988), Blake,
Vines and Weale (1988) and Meade and Vines (1988). Our research has its roots in
an earlier book Stagflation Volume II: Demand Management (Vines, Maciejowski
and Meade, 1983) which itself developed ideas in Meade’s Nobel Prize lecture
(Meade, 1978).

What follows extends the existing literature on open economy macroeconomics
in five important ways.

i) There are four theoretical chapters (1-4) which explore systematically the
interconnections between fiscal and monetary instruments, on the one
hand, and the objectives of policy for an open economy, on the other. These
chapters pay close attention to the technical questions currently concerning
open economy macroeconomists — for example, the stability of prices in
forward-looking asset markets, the stability of processes of wealth
accumulation, and the stability of closed-loop feedback policies. Yet the
models presented are simple and clear. Thus these chapters can serve as an
expository guide, from one particular point of view, to the theory of
macroeconomic policymaking in the late 1980s. They are addressed to the
practitioner. Nevertheless, they can be read with no more than advanced
undergraduate training, and could serve as a complement to a final year
undergraduate, or graduate, course in the theory of macroeconomic policy.

ii) The relationships between the wage equation and the conduct of
macroeconomic policy are carefully spelled out. This exposition shows, in
ways not previously analysed, just how great are the consequences of real
wage resistance (extensively documented in Europe by Layard and Nickell,
1985) for the conduct of fiscal policy, of monetary policy, and of exchange-
rate management.

iif) We analyse in great detail the operation of an exchange-rate intermediate
target. We are both sympathetic to, and critical of, the proposals of
McKinnon (1984) and Williamson (1985).

iv) A detailed study of a single country has allowed us to build an empirical
model for the thorough analysis of alternative policy scenarios. This model
treats carefully the problems of wealth accumulation and also attempts to
deal in a new way with the question of expectations formation. It does this
because both of these features are shown to be important in the theoretical
chapters. The model is presented in Chapter 5 and contains new uses of the
rational expectations hypothesis in economic modelling. It is simulated in
Chapters 6 to 8. Those chapters make a new contribution to the literature
on the design of macroeconomic policy with rational expectations. We are
able to present policies which are stable irrespective of whether
expectations are model-consistent or adaptive.

v) We have developed techniques, described in Chapters 10 and 11, for the
solution of economic models with endogenous policy rules when



expectations are assumed to be model-consistent. We hope that these
techniques will be of general use to model-builders, since they have a
number of advantages over conventional model-solution techniques (Lipton
et al., 1982, Spencer, 1984).

The five authors have worked on various stages of the project. Andrew Blake
joined in October 1986, and has worked mainly on computational problems. Nicos
Christodoulakis was a member of the project from January 1985 to September
1986, and during the summer of 1987, and made a large contribution, both in
putting our econometric model together and in pioneering our model-solution
techniques. James Meade has worked on the project throughout its life, and has
paid particular attention to Chapters 1 to 4 and to the structure of the model used
in Chapter 5. David Vines has worked on both the economic-theoretical and
control-design aspects, travelling regularly to Cambridge from Glasgow for this
purpose. Martin Weale has worked full-time on the project throughout its life, and
has been responsible for its day-to-day running.

The techniques which we have used have their origins in Jan Maciejowski’s
contribution to the earlier project on which some members of our team were
engaged (Vines, Maciejowski and Meade, 1983). We are very grateful for the
insights he has offered, although he is, of course, in no way responsible for any of
the material in this book.

The Centre for Economic Policy Research kindly supported a conference held at
Clare College, Cambridge, in July 1987, at which some of our results were
discussed. We are most grateful to everyone who took part in this conference and
made it possible. We are also much indebted to the participants of seminars at
which this work has been presented.

The Centre for Economic Policy Research also provided part of the funding for
research work during the period June 1986-September 1987. The Economic and
Social Research Council covered all the costs from January 1985 until June 1986
and a part of the cost until September 1987. The Houblon-Norman Fund awarded
Martin Weale a fellowship at the Bank of England from October 1986 until July
1987 which gave him an invaluable opportunity to discuss the ideas in this book
with colleagues at the Bank of England. The Department of Applied Economics at
Cambridge University has met incidental expenses not covered by the other
sources and supported Andrew Blake from October 1987 until the end of the
project. The University of Glasgow has covered a large part of David Vines’ travel
expenses from Glasgow to Cambridge.

The econometric model which we have used for our study has been built from
Version 7 of the National Institute of Economic and Social Research model of the
UK economy. Without their kindness in making this model available, our research
would not have been possible.

Thanks are due to the assistant staff in the Department of Applied Economics.
In particular, we would like to acknowledge Shirley Seal’s help in preparing the
text.

Preface to the Reprinted Edition



This book, first published in 1989, presents the results of a highly innovative
research project that was led by James Meade throughout the 1980s. The project
enabled him to return to the subject of macroeconomic management, which he
had first studied in 1930 when he was a member of the ‘Circus’ at Kings College,
Cambridge, a group of young economists who helped Keynes write his General
Theory.

Meade set out his initial ideas for the Macroeconomic Policy book in his Nobel
Lecture in 1977. Meade wanted demand management policy to pursue a nominal
objective rather than attempting to achieve the full employment of resources,
although his Nominal GDP target was very different from the money supply
target advocated by Milton Friedman. He coupled his proposal with the then
radical claim that a high and stable level of employment could be brought about
only by supply-side reforms in the labour market.

Martin Weale and Andy Blake oversaw the construction of our macroeconomic
model, an unusually original development of the model then being used at the
National Institute of Economic and Social Research. Of course the model
contained nominal rigidities. But, more than this, it contained a number of
innovative model-consistent expectations features. In particular, investment in the
model was driven by Tobin’s q (that is, by the level of the stock-market valuation),
which was forward-looking, depending on the expected future level of the interest
rate. And the consumption function was also forward-looking; consumption partly
depended on expected future income and thus expected future taxes. This was
ground-breaking at the time although some of the underlying ideas had already
been explained by Meade in The Growing Economy in 1967. Meade’s policies were
investigated on this model, using the interest rate and taxes as policy instruments.

Our work required the application of feedback control to a dynamic, forward-
looking model, rather than, as was the case up till then, to a backward-looking
model. The new ideas necessary for this were developed by Nicos Christodoulakis
and Jan Maciejowski in Cambridge, and by a group in London led by David
Currie and Paul Levine. The central idea was that explicit policy rules are
necessary to control a forward-looking economy, since what people do now
depends on what they expect policy to do in the future. Many of our ideas have
re-emerged in more recent technical work on inflation targeting. For example, the
idea of ‘stabilization bias’, which was understood very clearly by our group in the
mid-1980s, was rediscovered and made popular by Michael Woodford nearly 15
years later.

Our recommendations for policy were also extremely radical when they first
appeared. They foreshadowed current practice in two important ways. First, they
helped to overturn the Keynesian focus on the use of demand management policy
as a way of preserving full employment and helped to establish its use to provide a
nominal anchor. But they did this in a sensible way. In particular, we were early
advocates of the idea that, providing inflation is under control, it is the task of the
policy authorities to ensure that resources remain fully employed. This idea
remains of central relevance today. Second, we showed how to use a rule-based
policy for the interest rate as a way of managing aggregate demand, so as to
achieve the necessary nominal anchor. Our results about Nominal-GDP-targeting
thus effectively paved a way towards the use of the interest rate as the policy



instrument in a flexible-inflation-target regime.

Our recommendations had a significant influence on the development of
monetary policy in the UK. After the UK abandoned Keynesian methods, it had a
brief and disastrous flirtation with monetarism in the 1980s, and then joined the
‘exchange-rate mechanism’ of the European Monetary System. Following the
UK’s ejection from that system in September 1992, UK policymakers needed
quickly to design a new macroeconomic policy regime. Apart from our work,
there was very little theoretical guidance available; John Taylor’s proposals for a
‘Taylor rule’ only emerged a year later. When the new regime for the UK was
announced within days it had Meade’s two features.

It is worth noting the prominence that our set-up gave to the use of the
exchange rate as an intermediate target; monetary policy would aim to steer the
exchange rate as a means of achieving the desired target for Nominal GDP. This
was an attempt to make sense of the proposals for exchange rate targeting which
were fashionable at the time, while avoiding the all too obvious problems
associated with fixed exchange rates.

Finally it is worth emphasising that that our results contained very specific
proposals for the use of fiscal policy. We suggested that macroeconomic policy
should also pursue a target for the allocation of GDP between consumption and
saving; we said that the focus of fiscal policy should be the national balance sheet
rather than the government balance sheet. This idea has yet to gain much traction.
But there is certainly greater awareness of the issue now than there was in the
1980s.

Andrew Blake

Nicos Christodoulakis
Martin Weale

David Vines

May 2015
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Chapter One

A New Keynesian framework for macroeconomic
policy

1.1 AN OVERVIEW OF THE IDEAS IN THIS BOOK

1.1.1 New Keynesian financial policy: objectives and instruments

We propose in this study what we call a New Keynesian assignment of fiscal and
monetary policies. In the Old or Orthodox Keynesian prescription it was the
function of financial policies to maintain a high and stable level of real demand
for the United Kingdom'’s products and so for the level of employment; and in so
far as this threatened to lead to an inflation of money costs and prices, it was the
function of the reform of wage- and price-setting institutions (incomes policy) to
prevent this. In our New Keynesian system this prescription is reversed. We
propose that the function of fiscal and monetary policies should be to prevent
monetary inflation by maintaining the level of total monetary expenditures on the
country’s products (the Money GDP) on a steady stable growth path; it would
then become the function of structural reform of wage-setting and price-fixing
institutions to ensure that, so long as there are unemployed resources available,
increased money expenditures lead to an increase in real output and employment
at uninflated levels of money costs and prices rather than to a rise in the money
wages and prices of the existing levels of employment and output. This Money
GDP target is the centrepiece of our proposals.

In addition, we argue that the Money GDP target should not be the sole
objective of fiscal and monetary policy. Policy-makers face an understandable
temptation to control inflation through policies which reduce inflationary
pressures by raising current living standards at the expense of future living
standards. We advocate the use of a target value for national wealth concurrently
with a target value for Money GDP, as a means of preventing this.

In this book we propose financial policy rules — for both fiscal and monetary
policy — which steer both Money GDP and national wealth to target values. We
argue that both sets of policies should share in the pursuit of both objectives. The
design of financial policy needs to consider all of the relevant linkages — from
each target to each instrument. And policy-makers should, we argue, adopt what
we call the right instrument-target emphasis in policy choice - a relative weight
on each of the objectives of policy which reflects the structure of the economy —
when they set each of the instruments of policy.



1.1.2 The labour market

We shall see that particularly if wages are strongly indexed to prices, and thus if
real wages are sticky, the temptation for the authorities to buy out inflation at the
expense of wealth will be strong. For example, if real wages are sticky a real
exchange-rate appreciation will be attractive as a means of reducing inflationary
pressures, despite the fact that it reduces both domestic and foreign investment.
We seek to design policy rules which will take account of such dangers, and argue
that the appropriate form for these rules is determined by the structure of the
economy and in particular by the extent of wage-price indexation observed in the
labour market.

More generally we seek to explore systematically the connections between
financial policy and labour market behaviour and the implications of labour
market behaviour for the design of financial policy. Our second major
contribution thus concerns the crucial importance of the structure of the labour
market for the design of both monetary policy and fiscal policy. We show that
different types of policy rules must be designed, depending on whether wages are
indexed or unindexed, at least on the basis of the plausible assumption which we
make, namely, that fiscal policy has to be carried out by variations in tax rates.

1.1.3 An exchange-rate intermediate target

Our book has a third objective. Intermediate targets can provide a useful guide for
short-term policy-making. Movements in the money stock have at times been used
as a guide to indicate the appropriate setting of the short-term interest rate.
However, more recently the use of the money stock as an intermediate target has
become less popular. This is partly a consequence of the practical difficulties of
monetary control. It is also partly because the use of the money stock as an
intermediate target has led policy-makers to set interest rates at levels which have
had undesirable and unintended effects on the exchange rates (cf. Poole, 1970,
Dornbusch, 1976, Artis and Currie, 1981, Buiter and Miller, 1982).

Increasingly the exchange rate has been adopted as an intermediate target of
policy. This need not necessarily imply that policy-makers aim to stabilize
exchange rates at levels fixed either in nominal or in real terms. A more flexible
use of the exchange rate as an intermediate target can be achieved if a rule is
specified indicating how this target is to be set. Within such a context the
operation of monetary policy requires another set of rules (i.e. for the interest rate
and for foreign-exchange market intervention) in order to guide the actual
exchange rate to its target value. The third aim of this book is to describe the use
of the exchange rate as an intermediate target in this fashion.

Thus the financial policy rules to be studied in this book examine the pursuit of
targets for Money GDP and national wealth when, in the conduct of monetary
policy,

i)  monetary policy steers the exchange rate to its target,
ii)  the exchange-rate target is not fixed but follows a ‘closed-loop’ feedback
rule.

One important conclusion is that it is impossible to operate a system of fixed real



exchange-rate targets; such a system is inherently unstable and therefore not
sustainable.

1.1.4 Expectations formation

A fourth subsidiary theme of the book concerns the role of expectations
formation. In common with other economists over the past ten years we have
taken the Lucas critique (Lucas, 1976) seriously. We give explicit analysis of the
role of expectations, allowing us to examine the workings of economic policy on
the assumption that the effects of policy may be understood by the agents in the
economy. However, we do not limit ourselves to this assumption. Thus in the
analytical work of Chapters 3 and 4 we assume either adaptive or ‘rational’ - i.e.
model-consistent — expectations in the foreign-exchange market. This allows us to
investigate whether the process of expectations formation for exchange rates is or
is not important in policy design. But our major response to the Lucas critique is
to be found in our empirical work, reported in Chapters 5 to 9, where we allow for
the possibility of forward-looking model-consistent expectations formation in the
determination of the exchange rate (which influences trade flows and prices), of
human capital (which influences consumption), of the rate of interest on consols
(which also influences consumption), and of the stock market valuation ratio
(which influences investment and consumption). In addition, a simple form of
model-consistent expectations is allowed for in wage-fixing. We find, in both our
theoretical and our analytical work, that policy rules can be found which perform
satisfactorily independently of whether expectations are model-consistent or
adaptive. This issue, we conclude, is not nearly as important as the issues of wage-
fixing and of exchange-rate targeting in influencing the design of appropriate
policy rules.

1.1.5 Small models, large models, and control theory

We also have a fifth, methodological, message. We suggest that much insight into
policy design on large empirical macroeconomic models is provided by small
analytic representations of them. We show that analysis, on small algebraic
models, of

- steady-state instrument movements,
- stability,
- comparative advantage of instruments,

is helpful. It provides a useful guide when choosing the structure of simple control
rules to regulate an actual large empirical economic model. However, since small
algebraic models cannot possibly summarize all the important feedbacks in the
economy, excessive reliance on them can be misleading. They do not form a
substitute for a systematic study of a coherent macroeconomic model.

1.2 THREE POLICY FRAMEWORKS COMPARED

We write at a time of some confusion about the principles of macroeconomic



policy-making. It is thus useful to explain briefly how our ideas relate to other
policy-making frameworks.

1.2.1 The Keynes-Bretton Woods framework and its demise

The quarter of a century after the Second World War was a period of
unprecedented, sustained economic growth in the world economy. It was based on
a regime of policy-making with four essential elements.

i) There was an explicit, or implicit, recognition of the Keynesian
prescription that national governments in devising their financial
policies should so control the demand for goods and services as to
maintain a ‘high and stable level of employment’, or ‘full employment’
for short.

ii) It was believed that, short of full employment, wages were ‘sticky’,
meaning that the pursuit of high employment would not lead to a
permanent runaway inflation. Temporary inflationary difficulties
caused by undue wage pressure or ‘supply-side shocks’ (for example, a
rise in the price of oil) were to be dealt with by incomes policy.

iii)  Internationally governments pursued the Bretton Woods objective of
freeing international payments in an exchange-rate regime of
‘adjustable pegs’ under which rates of exchange were fixed but subject
to ad hoc large adjustments when a country found itself in a
‘fundamental balance of payments disequilibrium’ (Nurkse, 1945).

iv)  The importance of expectations was recognized. Indeed, Keynes’
General Theory was addressed to the problem caused when investors’
animal spirits sagged. And expectations were felt to be crucially
important for the success of policy, too: the expectation that policy was
promoting full employment would buoy up investors’ animal spirits
(Matthews, 1968).

This Keynesian-Bretton Woods package broke down for two basic reasons. First,
when a country’s internal level of money costs and prices moved out of line with
that of other countries, as happened to the UK, there was an unhappy conflict
between the internal and external requirements of the system. Either the
promotion of a high and stable level of employment must be abandoned in order
to maintain the pegged exchange rate, or else the peg must be devalued in order to
get out of a fundamental disequilibrium. But if the system of pegged exchanges
was to have any validity these changes of peg must be infrequent and must be
postponed until they were inevitable. The build-up to such an exchange-rate
cataclysm then invited speculation against the threatened currency. The
experience of Stop-Go balance-of-payments crises in the UK and the final debacle
when the international currency, the dollar, was faced with this problem indicate
the basic deficiencies of the Bretton Woods regime.

Secondly, a more basic cause for the breakdown of the system, at least in the
UK, was the recurrent threat of a runaway inflation of money wages and prices.
This was promoted by the undertaking implicit in Keynesian policies to expand
money expenditures on goods and services whenever unemployment rose above a



very moderate level. Difficulties in trying to control such inflationary movements
by incomes policies of one kind or another were such that in the end it was a
Labour Government in the UK which explicitly abandoned the idea of
maintaining full employment by expansionist financial policies. The ultimate
breakdown of the Keynesian-Bretton Woods system in the UK was due to the
inability to ensure that an expansion of money expenditures on goods and services
would lead to an increase in output and employment at existing prices and costs
rather than to an inflation of money prices and costs at existing levels of output
and employment.

1.2.2 The monetarist framework and its demise

The Keynesian-Bretton Woods era was succeeded by an era of monetarism in the
1970s and early 1980s. It is more difficult to pin down the basic ideas which lie
behind ‘monetarism’, but this term can be used to describe different packages of
the following four ingredients, arranged in an order similar to that used in section
1.2.1.

i) Financial policies should be designed to maintain the level of the
nation’s money income on an uninflated path rather than, as in the
Keynesian prescription, to maintain the level of real national output and
employment; and this could best be achieved by a control of the money
stock at an uninflated level.

ii) A second ingredient was associated with the idea of the virtues of free
market mechanisms. Wages and prices should be left uncontrolled - a
far cry from the Keynesian world of incomes policies — to find their
own ‘market levels’. It was believed that wages and prices would be
sufficiently flexible to enable a high level of employment and output to
be continually achieved within the constraint of a restrained rate of
growth of money incomes and expenditure. (Friedman, 1968).

iii)  The third ingredient was also associated with the idea of the virtues of
free market mechanisms. Internationally, it was argued, foreign-
exchange rates should be left uncontrolled to find their own levels in
free foreign-exchange markets (Friedman, 1953, Meade, 1966a).

iv) A fourth and very important idea has become associated with
‘monetarism’, although it is more recent than the original doctrine of
monetarism. This is the belief that in forming their expectations
economic agents assess the probability of the future effects of present
events (including the future effects of the present economic policies
themselves) rationally and with a full understanding of how the
economy works. In its most extreme form such a ‘rational expectations’
view can lead to the conclusion not merely that decisions are best left to
unrestricted free markets but that a whole range of macroeconomic
policies is in fact incapable of having any meaningful effect whatsoever
on the development of the real economy (Sargent and Wallace, 1975).

We now briefly evaluate each of these four different ingredients in turn.



Financial policy

We accept whole-heartedly the basic ingredient of the monetarist view that
financial policy should be used for the control of a country’s Money GDP rather
than for the control of real GDP (and thus for the control of employment). In this
fundamental matter we side with the monetarists, and against the Orthodox
Keynesians (see Meade, 1978, 1982, and Vines et al., 1983).

But we have grave doubts about the validity of the other monetarist
prescriptions for financial policy. We argue later that the control of the Money
GDP should not be the sole macro objective of financial policy but that there are
basic economic reasons for the introduction of a ‘wealth target” which relates to
the distribution of national income between present consumption and investment
for the future. Moreover, as we demonstrate in Chapter 4, without a target of this
type financial policy control rules are actually likely to be unstable. With two
financial objectives, control of the level of money income and control of its
distribution between consumption and investment, there must be two sets of
financial instruments, fiscal as well as monetary, used together, to control Money
GDP and wealth together. Experience of monetarist regimes has confirmed that,
without the active use of both of these instruments, things tend to go awry.

Experience has also shown that one cannot regard the stock of money as a good
intermediate target for the control of the flow of money expenditure. This is partly
because revolutions in modern financial institutions have made it difficult or
indeed meaningless to draw a hard and fast line between what one does and what
one does not include in the stock of money. But also, even without these particular
difficulties, the idea can be seen to be inappropriate. Occasions have arisen when
holders of wealth, including large fund-holding institutions, decide that they want
to go ‘liquid’. It is absurd to use a criterion which regards as an inflationary threat
an increase in the supply of money which is in fact needed to offset a serious
deflationary threat due to a desire on the part of wealth-holders to hold their
wealth in a more liquid form. Indeed, it is a recipe for financial destabilization. Put
simply, targeting the money supply can be a useful policy only if the demand for
money is a ‘stable function of a few economic variables’ (Friedman, 1956). But it is
not; fluctuations, frequently wild, in the demand for money have thus given
monetarism a very bad name in the past few years in both Britain and the United
States. They have sent the policy authorities scurrying from one monetary target
to another, in search of an asset, the demand for which was ‘stable’, which they
could then use as their new monetary target.

Wage and price flexibility

The optimism engendered by Friedman (1968) that inflation could be controlled by
stabilizing the growth of money incomes, without generating difficulties of high
unemployment, has proved completely unfounded. Wage stickiness is an
important fact of life. There are two types. In the first case money wages are
sticky but, at least gradually over time, real wages are flexible. In the second case
it is real wages which are sticky (the ‘real wage resistance’ case). Macroeconomic
policy must be designed in the recognition of such stickiness.



Floating exchange rates

Experience has shattered, as it did in the 1930s, the application to the foreign-
exchange market of an unconditional belief in the virtues of completely free
markets. The volatility of free foreign exchange rates and the huge swings that
have occurred have led to the widespread (but not universal) acceptance of the
need for some degree of official concern with their determination; but how much
influence, on what principles, and by what means remain undecided.

Rational expectations

The fourth ingredient in modern ‘monetarism’, namely, the rational expectations
hypothesis, raises important issues. But it is impossible to accept the rational
expectations hypothesis, that all economic agents make efficient use of all
information available to them, in undiluted form (cf. Currie, 1985).

First of all, the Sargent and Wallace policy-ineffectiveness proposition is
destroyed by either of the above-noted types of wage stickinesses (cf. Buiter,
1980). It is also destroyed by other lags in or costs to the adjustment of prices in
the economy. Even with very rapid adjustment of wages to prices, in an empirical
model we shall find a need for an effective stabilization policy, and a need to
design it in a way sensitive to the actual wage formation process.

But the problems connected with the rational expectations hypothesis go
further than the question of allowing for certain lags. In fact, the future is in many
ways so uncertain that a statistical calculation of probabilities often becomes
inappropriate. There are many once-for-all events which are not suitable for
probability calculations; this applies not only to events such as wars but also to
such events as the political formation of a monopoly like OPEC with its
devastating effect on a major price. In a democracy with frequent elections
between different parties with different and continually changing programmes,
how long does one expect a given policy to last, and how does one weigh the
probability of particular changes to the next batch of policies? In view of many
important uncertainties about the way in which the regular ‘inside’ relationships
work in the economy, does one use the Treasury model, the National Institute of
Economic and Social Research model, or the London Business School model of the
economy to decide what will be the outcome for one’s own future in a
complicated economy with a network of many dynamic interrelationships? What
weight does one put upon the possibility, in an economy in which there are
complex interrelated decisions to take, that many agents may accept satisficing
rules of thumb and customary institutional procedures for expectation formation
rather than the sophisticated processes of information-gathering required for the
formation of ‘rational expectations’?.

We conclude that there are fundamental flaws in monetarism, just as there
were in the earlier Keynesian approach. These two sets of findings lead to our
own new proposals.

1.2.3 The New Keynesian framework

We may summarize our own policy proposals under four similar headings.



i) On financial policy, we embrace the objective of attempting to control
the rate of growth of total money incomes, or Money GDP; but we
believe that this should not be done through an intermediate target set
by the stock of money. Moreover, we add to this the objective of
controlling wealth accumulation, and in the pursuit of these two
objectives we recommend a combination of fiscal and monetary policy.
The principles by which this combination should be determined are
explained at length in our study.

ii)  On wage-fixing, we assume that wage increases are fixed as a result of
both demand-pull pressures and cost-push features, and that wages
adjust sluggishly. This means that wage determination is not considered
to be either under the direct control of the authorities (as in the
Orthodox Keynesian system) or instantaneously flexible according to
the needs of policy (as in the monetarist system); instead we argue that
economic policy ought to be designed in the light of a detailed
understanding of how wages and prices are actually set.

iif)  As to exchange rates, we argue that the rate of foreign exchange ought
to be incorporated as an intermediate target in the process of
formulation of fiscal and monetary policy. We argue this for three
reasons; first, to avoid undue volatility in foreign-exchange markets,
secondly to prevent undue swings in the foreign balance and thus in the
accumulation of foreign wealth, and thirdly to prevent undue
interference with the process of international trade.

iv)  Finally, we argue that economic policy should not rely on any single
type of expectational behaviour, but should be robust across
expectational mechanisms.

For the remainder of this chapter we introduce the reader to our proposals in more
detail. It is convenient to do this in the same order as that in the above list.

1.3 FINANCIAL POLICY EXPLAINED

In this study we use the term financial policy to embrace both fiscal and monetary
policy. In this section we explain our proposals for financial policy. We take the
basic principles of ‘Keynesian economic management’ to be that financial policy
should be actively pursued in response to developments in the spending and
saving of the nation as a whole (rather than the spending and saving of some
subsection such as public-sector spending or borrowing). This principle was first
adopted in the UK in the 1941 budget and remained the overriding one until the
late 1970s. We believe that such a principle ought to be re-established.

1.3.1 Money GDP as a financial target

Our fundamental postulate is that financial policies should be assigned to the
control of inflation and wealth rather than to the control of output and
employment. This means that we have deliberately eschewed the use of financial
policies to maintain real output and employment. Rather we advocate their use to
prevent inflation, by means of a policy designed to keep the nation’s Money GDP



on an uninflated path. The first question to ask is whether it would not be more
appropriate to take the price level itself, rather than the level of Money GDP, as
the objective for the control of inflation. There are two reasons for choosing the
Money GDP. The first and fundamental reason is the fact that, as explained below,
it may be helpful to have a target which stresses the demand-pull considerations
in wage-setting (what is the total demand for labour going to be?) rather than the
cost-push element (what is going to happen to the cost of living?). The adoption of
Money GDP as a financial target may be hoped, on its own, to have an influence
on the behaviour of the labour market (see section 1.4 below). It creates a direct
trade-off between inflation and increased output. It is not possible, by means of
any economic model, to predict how large this effect will be, although we can be
reasonably confident that it will not lead to a worsening of the supply-side
position. If a price index were taken as the objective of financial control it would
presumably have to be one (such as the GDP deflator) which excluded the price of
imports and the level of indirect taxes and similar charges, since it would be
undesirable to demand an absolute reduction of money wage rates and costs in
order to offset a rise in the price of imported goods or a rise in tax charges
specifically imposed to raise revenue. If one must in any case desert the cost-of-
living price level as the objective, it is better to go the whole way towards an
index (the Money GDP) of the total money demand for the products of labour.

But there is a second reason for the choice of the Money GDP as the financial
target. Suppose that for one reason or another there was a cost-push incident in
wage-setting which pushed money costs and prices 5 per cent above the target
level. The financial commitment would then be to deflate total money expenditure
until a volume of unemployment had been created which would exercise a
sufficient downward demand-pull influence on wage bargaining to reduce money
rates of pay by the 5 per cent needed to cancel the undesired 5 per cent rise. This
might well involve an increase in the unemployment percentage of much more
than 5 per cent. The maintenance of the Money GDP at its unchanged level would
require at the most no more than a 5 per cent reduction in output to offset an
unwanted 5 per cent rise in money prices and costs. The implications of
stabilization through a stable price level run the risk of much greater disturbances
than does a background of a moderate steady growth in the total of money
expenditures on the nation’s products. This seems to us to be the most suitable
general financial background against which labour market and other decisions can
be taken. We are not sympathetic to the suggestion made by Edison, Miller and
Williamson (1987) that the policy authorities should allow the Money GDP target
to slip upwards whenever there is upward wage pressure. In our view this does
not seem likely to create an economic environment of financial stability.

1.3.2 National wealth as a financial target

Next we must consider in a little detail our second proposed target for financial
policy, namely, the wealth target. It is, we believe, essential to have such a target,
so as to ensure that adequate attention is paid to the distribution of the country’s
product (the GDP) as between current consumption, on the one hand, and the
maintenance and development of the country’s capital resources, on the other.
Otherwise it becomes all too easy, even with the most inflationary cost-push



wage-setting institutions, to combine full employment with uninflated prices by
means of lax fiscal policy. In this case excessive government borrowing is needed
to raise funds to keep down money costs and prices by reducing tax rates and/or
paying subsidies, while a tight monetary policy is adopted which seriously
restricts all forms of expenditure on the maintenance and development of real
capital resources. As a result prices are kept at uninflated levels even though
money wage and other income costs are inflated, the difference being covered by
the low level of taxes or high level of positive subsidies of one kind or another.
The resources for an excessively high level of consumption are offset by the
deficient expenditure on capital projects. Full employment with a control of price
inflation is achieved by living on capital (eating up the seed corn or ‘selling the
family silver’) with adverse longer-term results. Accordingly an essential feature
of our package of policy prescriptions is the existence of two, instead of only one,
major objectives of financial policies, namely, some form of wealth target as well
as a Money GDP target, against which must be set the two separate sets of
financial instruments of control (namely, monetary policy and fiscal policy).

A wealth target can take many different forms. There are at least four
important features to be considered.

i) Should the target be concerned solely with the public sector (i.e. the
National Debt) or with the public plus private sector (i.e. the total of real
national assets of the country)?

ii)  Should it be concerned with the absolute amount of such wealth or with
the rate of change of that amount (i.e. the budget deficit or the rate of
national investment in real capital assets)?

iii)  Should it measure these wealth variables in real terms or in money
values?

iv)  Should it be concerned with the level of these variables or with the ratio
between them and, say, the national income?

On the assumption that the ratios in item (iv) would be the same in real terms as
in money terms, this catalogue presents a choice between twelve possible
combinations of these four features. Any one of these twelve possible definitions
of a wealth target would serve to put some constraint on spendthrift financial
policies; but the choice could have a number of other important implications.

For example, the choice between the level and the rate of change of the level of
the wealth variable (item (ii) above) will have an obviously very important
significance for control purposes. Suppose that, in the case of a national wealth
target, it is the rate of current new investment that is taken as the target. Any
failure to meet the target in any one period would reduce the national wealth
below what it would otherwise have been. A requirement to reach a certain level
for the stock of wealth would mean that this deficiency would later have to be
restored, whereas a requirement to restore the rate of investment to its target level
would, at least in a static economy, simply write off this once-for-all deficiency.

A similar issue could arise in the case of a Money GDP target. Instead of
choosing a given path for the level of the Money GDP, one might choose a given
rate of increase in the Money GDP as the target for the control of inflation. In the
former case any excess rate of inflation in any one period would have to be made



good in a later period, whereas in the latter case it would be ignored.

By choosing the level of the stock of national wealth and the level of the Money
GDP we have in this book in both cases, wisely or unwisely, adopted the more
rigorous criteria.

We believe that the precise choice of wealth target may make an important
difference to the problems involved in designing effective and appropriate rules
for the operation of monetary and fiscal controls. In Chapter 2 of this book we
include a preliminary investigation, in terms of the comparative statics of an
IS/LM type of model, of the important difference which may be made to the
problems of financial macroeconomic control as a result of selecting a particular
form of wealth target. But from Chapter 3 onwards throughout the discussion of
the dynamic problems of control and in our simulations of the rerunning of
history we have confined our analysis to a single form of wealth target, namely, a
suitably defined path for the growth of the total real stock of the country’s

wealth.! We are certain that there should be some wealth target; we are not
certain whether this is the most appropriate form. There is in our view a great
deal of further important work to be done on the whole subject of wealth targets.
At this stage in this book we are not ready to do more than to insist on the need to
include a wealth target of some kind in any worthwhile control package and to
show in our reruns of history what an important role such an objective can play
in complicating the problem of control.

The dynamic function of financial policy, then, comes to be to keep both the
Money GDP and the wealth target simultaneously close to their target paths by a
skilful combination of adjustments of monetary and of fiscal policies. This does
not, of course, mean that in the process the wealth target variable will be kept
exactly on its target path. It is much more important to prevent serious inflations
or deflations of the Money GDP than to prevent short-term swings in a wealth
target. Short-term fluctuations in the former can become unstable and lead to
cumulative booms or slumps of activity; changes in a wealth target are of more
long-term structural importance. It may be part of a good dynamic control design
to allow or even to engender short-term fluctuations in wealth in order to achieve
greater short-term stability in the GDP. What is important is that there should be
no long-run continuing and uncorrected divergence from the wealth target. The
design of appropriate combined rules for the uses of monetary and fiscal policies,
as we show below, involves considerations of just this kind.

1.3.3 The rate of interest as the instrument of monetary control

As has been argued in section 1.2.2, modern developments in banking institutions
and in methods of payment, combined with massive shifts of wealth-holders’
preferences between liquid and illiquid assets, frustrate any attempt to select a
precisely defined stock of money as the instrument to be used for purposes of
monetary control. But while the monetary authorities cannot readily for any good
purpose determine what stock of money should be supplied to the market, they
can significantly affect the rate of interest at which assets of a particular kind (e.g.
Treasury bills) should be bought and sold. Within reasonable limits they could
indeed operate a buffer stock in Treasury bills with buying and selling prices
announced from time to time. Accordingly, in our policy framework we treat the



short-term rate of interest (R) as the instrument to be used for monetary purposes.

It is often believed that the definition of monetary policy in terms of the rate of
interest rather than the stock of money makes the price level indeterminate. In
Chapter 3 we demonstrate that an active monetary policy rule, defined in terms of
the rate of interest, can be used to remove this indeterminacy. It is perfectly
possible to adopt a counter-inflationary monetary policy without defining this in
terms of the stock of money. Indeed, we demonstrate in both theoretical models
and in simulations throughout the book that satisfactory control of the price level
can be maintained without any reference to the money stock.

It is important to counter immediately a common objection to such a policy
framework, due most influentially, to Friedman (1968). The objection runs as
follows.

If the monetary authorities fix the nominal rate of interest, then this may lead
to an explosive indeterminacy of prices. Suppose that inflation threatens, then,
if the nominal interest rate is fixed, real interest rates fall, stimulating more

expenditure and so more inflation. This process can become explosive.?

This objection is irrelevant to our work because it contains a basic ambiguity in
the use of the word ‘fixed’. In our policy framework the authorities ‘control’ the
short-term rate of interest, and on a day-to-day basis it is ‘fixed’. But the level at
which it is fixed is altered by the authorities over time — in conjunction with
alterations in tax rates — precisely in such a way as to ensure that inflation is
controlled.

Another common objection to our policy framework also needs to be dismissed.
Sometimes we shall say something like the following. ‘The nominal rate of
interest has to be set in such a way as to ensure that, given the developments on
the inflation front, the real rate of interest is low enough to ensure that there is
sufficient new investment so as to ensure that national wealth grows as desired.’
An objector then replies ‘but surely that would prevent monetary policy from
restricting demand as may be necessary for the control of inflation, and so leaves
the economy vulnerable to inflation, or even hyperinflation’. It does not. In our
policy framework, however high or low the real interest rate needs to become in
order to ensure the required evolution of wealth, it is then the task of fiscal policy
to ensure that consumption is at a level which would bring about the desired
evolution of Money GDP. By such means the control of inflation is pursued, not
abandoned.

1.3.4 The rate of tax as the instrument of fiscal control

Macroeconomic fiscal policy is devised to suck purchasing power out of the
market, or to pour purchasing power into the market, through a surplus or deficit
of government revenue over government expenditures. The control can thus be
operated on either side of the budget accounts.

Operating the control through variations in the rate of government
expenditures raises two kinds of problem. First, all government expenditures are
designed for some specific purpose (defence, health, education, police, social
benefits and so on), and this makes it inappropriate to turn these flows of



expenditure on and off in the interests of general control over the level of the GDP
or of its distribution between consumption and investment. Secondly, government
expenditure programmes need for the most part careful planning in advance
together with administrative arrangements which are not rapidly flexible. On the
whole, expenditure programmes cannot be rapidly changed

The adjustment of rates of tax such as the general rate of income tax, or of
VAT, or of compulsory national insurance contributions are of a much more
generalized kind pervading the whole of the economy and are for this reason
probably more appropriate for use as instruments of control over the general
levels of activity in the economy. Moreover, arrangements could be made more
easily in the case of taxes than in the case of expenditures for frequent and prompt
changes in response to fluctuations in the economy (Vines, Maciejowski and
Meade, Part III, 1983, Baas, 1987).

There is, however, one serious disadvantage in the use of rates of tax in place of
rates of expenditure as the fiscal controller. Any general tax is bound to affect the
real value of the worker’s post-tax take-home pay. If there is a marked cost-push
element in wage-setting arrangements, a rise in the rate of tax will accordingly
lead to an increased upward inflationary pressure on wage costs. It may be
customary, for more or less irrational considerations, to lay more stress on
changes in the cost of living than on changes in the PAYE deductions from pay in
pressing a wage claim. Certain taxes (indirect taxes such as VAT) may thus have a
more marked cost-push effect than other taxes (direct taxes such as income tax).
But the cost-push element is likely to exist to a greater or lesser degree in all
taxation cases.

In the policy framework presented in this book we illustrate the operation of
fiscal controls for the most part by changes in the rate of tax (S) on the grounds
that we seek to use an instrument which has a general effect over the whole
economy and which is capable of fairly prompt and frequent adjustment in spite
of the cost-push problem to which this gives rise. Such a use of prompt feedback
response through tax adjustment is in no way incompatible with less prompt and
less frequent adjustments of expenditure programmes which take into account the
desirability of relaxation or restriction in general fiscal policy. Indeed, there is
much to be said for the old-fashioned idea that public works programmes on
schemes whose precise timing is not essential for the project itself should be
prepared well in advance, providing a range of schemes which can be taken off
the shelf for implementation with as little delay as possible. A periodic review
(e.g. an annual budget) of expenditure plans which takes account of the forward
probabilities of the need for general fiscal expansion or restriction, combined with
arrangements for frequent and prompt feedback adjustments of certain general tax
rates, may well be the most satisfactory procedure. It is in no way incompatible
with the fiscal feedback controls through tax rates which form a basic part of the
policy framework presented in this book. Nevertheless, we regard it as remarkable
that, in Chapters 8 and 9, we have been able to stabilize the economy during a
period long enough for three five-year plans, solely by means of our simple policy
rules which operate through changes in taxes alone.

1.3.5 ‘Instrument-target emphasis’: the linkages of financial targets to



financial instruments

We can see a great deal to recommend a situation in which responsibility for
economic policy is clearly divided between the various authorities involved. It
would be easier for policies to be understood by all concerned if it were known
that the fiscal authority was responsible for the control of wealth, and the
monetary authority responsible for the control of inflation or vice versa. Vines,
Maciejowski and Meade (1983) presented policy rules of this type. But there are
practical disadvantages. Policy rules with this division of responsibility tend to
require complex lag structures and often result in sudden instrument movements.
They may also be slower and less smooth in achieving the desired result.

Here we do not argue that each of the two policy instruments should be
‘assigned’ to only one of the two policy targets. Instead we investigate a range of
possible linkages between the two targets and the two instruments. We
deliberately investigate cross-linkages between instruments and targets, in which
both instruments are moved in response to a deviation of either of the targets
from its desired value.

But we do consider an ‘assignment’ problem in a modified form: what we call
‘instrument-target emphasis’ in policy-making. We examine the conditions which
make it appropriate to rely primarily on monetary policy for inflation control and
on fiscal policy for wealth control, or vice versa.

The question of instrument-target emphasis will recur throughout this book. It
is worth pausing now to note two opposing extreme views. Williamson (1985) has
argued that very strong emphasis ought to be placed on the use of monetary
policy to control (via ‘exchange-rate target zones’) the foreign balance (a part of
the accumulation of wealth). Thus, effectively, monetary policy would be strongly
emphasized in the control of wealth. This means that strong emphasis would then
need to be placed on fiscal policy for the control of inflation. Another commonly
expressed view is that strong emphasis should be placed on monetary policy in the
control of inflation (perhaps exploiting the cost-reducing effects of exchange-rate
appreciation, cf. Dornbusch, 1976, Buiter and Miller, 1982). This then means that
strong emphasis would need to be placed on fiscal policy for the control of wealth
accumulation (or its components domestic investment and the trade balance) (cf.
Boughton, 1988). These opposing extreme views about instrument-target emphasis
in the conduct of financial policy can be evaluated; this will be one of our main
tasks in this book. That comparison will emerge naturally from the main exercise
which runs throughout the book: an investigation, in detail, of what kind, and
what strength, of instrument-target emphasis is likely to give a macroeconomic
policy which performs well.

1.4 WAGE FIXING AND ITS IMPLICATIONS FOR FINANCIAL POLICY

It is an important feature of the framework presented in this book not merely to
stress the reversal of roles between financial policies and wage-and price-setting
institutions which we proposed at the outset of this chapter, but also to emphasize
the intimate relationship between the nature of wage-setting institutions and the
choice of appropriate financial policies. We believe that this basic relationship can



have far-reaching implications.

Wage-setting arrangements are very diverse in character, dependent upon a
number of psychological attitudes and customary procedures, and in consequence
notoriously difficult to model satisfactorily. Never-theless there is a basic
distinction to be made between two sets of conditions which may lead to wage
and price inflation. The first set may be called ‘demand-pull’ elements. When the
demand for the products of labour is high and rising, employers can afford to
grant wage claims more easily; workers will have little fear of pricing themselves
out of a job; and there will be little availability of unemployed alternative sources
of labour. High and rising demand is likely to lead to a higher rate of wage rises.
Essentially these factors lie behind the famous Phillips curve. The second set of
inflationary elements in the setting of wages may be called the ‘cost-push’
elements. If the real take-home pay of workers is below some customary or
aspiration level which those in employment consider fair or if their real take-
home pay falls below its existing level because of increases in the cost of living or
in taxation, there may be additional increased pressure for wage increases. In such
cases there is an inflation of money wages due to a push on the side of costs rather
than a pull on the side of demand. In the framework presented in this book great
stress is put upon the effect of the relative importance of demand-pull and cost-
push factors in the ruling wage-setting arrangements upon the appropriate design
of financial policies for the control of inflation.

This book in no way attempts to analyse existing wage-setting arrangements or
to discuss the positive forms of wage reform which might shift the balance
between demand-pull and cost-push factors. Throughout the book our purpose is
to stress the different implications for the design of macroeconomic policies of
different balances between these two sets of elements in wage-setting institutions.
The importance which we put on this balance is emphasized in our theoretical
work. It is again stressed in our empirical work by the fact that the reruns of
history which in Chapter 8 are performed on an assumption of unreformed wage-
setting institutions (i.e. with a wage equation which purports to resemble the
effects of existing wage institutions in the United Kingdom) are then repeated in
Chapter 9 on the assumption of reformed wage-setting institutions (in which cost-
push becomes less important relative to demand-pull). This is not meant to
suggest how, if at all, wage institutions could be so reformed; it is an exercise to
show how far-reaching an effect wage reform would have had on the problems of

financial controls.?

We should again stress that we have designed our framework of policy on the
New Keynesian prescription that financial policies should be designed to prevent
unwanted inflations or deflations of money values, with the structural reform of
wage-setting arrangements as the method of achieving and maintaining the full-
employment levels of real output. It is hoped that this will prove a more effective
arrangement for the control of inflation than was the Old Keynesian prescription.
Attempts to cope with the problem by means of direct anti-inflation
arrangements, restricting increases in money rates of pay, work against the grain
of the market. When business is overbuoyant, employment is overfull, and prices
and profits are rising, this is just the time when it is most difficult to prevent rises
in money pay, but is precisely the time when, for the control of inflation,



reductions rather than rises are needed. The opposite atmosphere in which wage
increases are to be encouraged when and where the demand for labour is
excessive and to be discouraged when demand is deficient, sets a more natural
market background. Moreover, to announce that the total money demand for the
products of labour and so for labour itself is going to rise at a steady rate of, say, 5
per cent per annum suggests that if one group gets more than 5 per cent some
other group must get less than 5 per cent or else the level of employment must
fall. This may help to set a recognized norm. It is not suggested that no further
reform of wage-setting institutions would be needed in order to promote
sufficiently the demand-pull elements in wage-setting; it is suggested only that
this sort of arrangement is more likely to be helpful than is a set of direct anti-
inflationary controls over the setting of rates of pay.

1.5 EXCHANGE RATE MANAGEMENT

1.5.1 The case for foreign exchange rate targeting

Strong arguments are often made that foreign exchange rates ought to be
stabilized in some form. For example, McKinnon (1984, 1986) argues that if
nominal exchange rates are stabilized in a general environment of world
monetary control, then importers and exporters will be able to plan on the basis of
reasonably certain knowledge of the prices of traded goods in home currency.
Williamson and Miller (1987) argue that if real exchange rates are stabilized in
some way, then firms will be able to form plans on the basis of reasonably secure
knowledge of the real profit margins to be earned on traded goods. And Crockett
and Goldstein (1987) argue that the adoption of internationally consistent
exchange-rate targets will force national policy-makers to adopt internationally
consistent policies.

These proposals are not all capable of being adopted. Exchange rates cannot be
stabilized both in nominal terms and in real terms. We present in the next section,
and then in Chapters 3 and 4, ways of stabilizing the exchange rate in a manner
which offers both McKinnon’s and Williamson and Miller’s proposals as special
cases (although we do not address the question of international consistency, see
section 1.8). Common to all these proposals for exchange-rate stabilization is a
belief that, left to itself, the foreign exchange rate may take on, and hold for quite
a long period, a value which is damaging to the rest of the economy and hinders
rather than helps to achieve policy objectives. In markets like the foreign-
exchange market there are elements of two different kinds of ‘irrationality’. First,
changes of sentiment of bullishness or bearishness are likely to be infectious in
closely linked market networks of this kind; uncertainties are so great that
precisely formulated views about the future are impossible, but moods change
from optimism to pessimism in an infectious manner. Secondly, there may be
elements of speculative bubble, during which many operators may think that an
upward (or downward) movement of price has gone too far off any sustainable
trajectory but intend nonetheless to stay in the market some time longer with the
expectation that others are going to continue to support the upward movement for
some time. In such cases the time comes when some speculators do decide to get



out, others follow suit, and the market collapses. It is difficult to interpret
movements in exchange rates without assuming some such elements of
‘irrationality’.

These are likely to be features of all asset markets and many raw materials
markets. Theoretical models which help explain such phenomena are offered by
Tirole (1983). But why is the case for stabilizing the foreign-exchange market of
greater macroeconomic importance than that for stabilizing the many other
markets which are prone to bubbles? The answer is that, in an economy with any
degree of openness, the foreign exchange rate is a variable of macroeconomic
importance with powerful effects on the demand for imports and exports and on
the price of imports. These give the foreign exchange rate an importance absent
from other asset prices and suggest prima facie a case for stabilizing it in a
manner consistent with economic policy objectives.

The arguments for stabilization hinge, of course, on the assumption that the
means used for it do relatively little damage to the economy. For example, if
interest-rate setting is subordinated to exchange-rate stabilization (as it is in our
policy proposals), then an inappropriate interest rate with an appropriate
exchange rate is assumed to be more desirable than an appropriate interest rate
with an inappropriate exchange rate. This assumption can, in turn, be justified if
the main route by which the interest rate affects the economy is through its
impact on the exchange rate. We believe this to be the case in an open economy
such as the United Kingdom.

In the light of these arguments for stabilization of the exchange rate close to a
level consistent with policy objectives, we now set out a framework which shows
how this can be achieved. It involves treating the exchange rate as both a target
and an instrument of policy.

1.5.2 The foreign exchange rate as an intermediate target

In section 1.3 above we sketched out a framework for policy which may be
depicted in the following general manner:

AS Sz SH Z_ Z*

A R r Fi T n N - N * (l ) 1 )
where Z - Z* depicts the extent to which the actual Money GDP (Z) diverges from
its target level (Z*), and N — N similarly depicts the divergence of the national
wealth (N) from its target level (N*); where AS and AR depict the adjustments
which the fiscal and monetary policy rules require to be made in the rate of tax
and the rate of interest; and where s,, sp,, r,, and r, depict the quantitative details
of the policy rules which require certain adjustments in each controller in
response to the divergence from target of each objective. The design of the nature
and force of such rules is, of course, the basic subject-matter of the rest of this
book and it is not our purpose to discuss such matters in this chapter, which is
confined to a description of the main structure of controls contained in our



package of policy recommendations. But for this purpose it is necessary to
consider in what way the simple structure depicted in (1.1) needs to be interpreted
in order to take account of the international relationships of an open economy
such as the UK.

The main structural arrangement of (1.1) can be applied equally well to a closed
or to an open economy, but in an open economy the actual operation of the
structure is greatly affected, indeed in some cases dominated, by the country’s
international economic and financial relations. Thus reductions of tax and of
interest are both likely to lead to some increases in domestic expenditure, the
former primarily on consumption and the latter primarily on investment. In an
open economy both are thus likely to lead to increases in the demand for imports
which in turn will cause a reduction in the country’s balance of trade, which in
turn would represent a reduction in foreign investment (i.e. in the accumulation of
real wealth overseas). Thus the national wealth objective (N*) in the open

economy must include net assets held abroad (H) as well as assets held

domestically (K).

A reduction in the rate of interest would have another extremely important set
of repercussions in an open economy. It would encourage owners of capital funds
to invest more of their funds abroad if foreign rates of interest had not also been
reduced. This factor is a very important one in modern conditions in which
national capital markets are so closely interconnected. Such an outflow of funds in
a regime of free exchange rates would lead to some depreciation of the currency
with a consequential positive effect on the balance of trade (and so on foreign
investment) and on the price of imports (and so on the cost of living and any cost-
push elements in the formation of domestic wage costs). It is not the purpose of
this introductory chapter to pursue these topics, which are analysed at length in
the rest of this book. All that is relevant here is to point out that the general
structure of controls and of objectives of policy shown in (1.1), with the two
weapons (S and R) being used to control the two target variables (Z and N), is

valid for an open economy provided that N includes assets abroad as well as assets
at home; but the open-economy control parameters s,, s,, r,, and r, need much

elaboration to take into account the direct and indirect effects of changes in S and
Rnot only on domestic expenditure and costs but also on imports and exports and
so on foreign investment and on the rate of foreign exchange and so on the import
content of the cost of living and thus on cost-push inflation.

There remains, however, one complication which will arise if, in addition, it is
desired to take steps to moderate fluctuations in rates of foreign exchange. We
noted above a widespread view that ill-informed and volatile expectations,
speculative bubbles, and political and other scares may cause excessive and
unhelpful movements in foreign-exchange markets. We seek some foreign-
exchange regime which would moderate this.

A scheme of policy like that mentioned up to now would be prey to a serious
problem in this regard for the following reason. All of the control parameters s,,

Sy r, and r, would, as already noted, depend upon how the exchange rate

responded to changes in the instruments S and R. But in the presence of



speculative bubbles this would become particularly unreliable. Even without
actual bubbles the ‘excessive and unhelpful’ movements in the exchange rate
would impose unwanted shocks to the targets, Money GDP and wealth. But in the
policy framework just described, with freely floating exchange rates, that would
not cause any corrective action on the instruments S and R unless and until these
unwelcome disturbances to the targets had occurred.

What we therefore seek is an exchange-rate regime which would avoid these
problems. What is required is a ‘halfway house’ between the over rigid adjustable
pegs of the Bretton Woods system, on the one hand, and complete benign neglect,
on the other. Proposals are under discussion for a system of target exchange rates
or target zones for exchange rates with monetary and official intervention policies
designed to keep actual exchange rates with a greater or lesser degree of strictness
near to their target rates or within their target zones. We are in full agreement
with the need to devise an intermediate system of this kind.*

The management of the foreign exchange rate so as to keep it near a given
target level would depend upon the use of monetary policy for this purpose,
raising interest rates when it was desired to attract funds in the foreign exchange
market and so to raise the exchange rate, and lowering interest rates if it was
desired to reduce an appreciation of the currency. In other words, the rate of
interest would be assigned as the instrument to be used to move the actual
exchange rate towards its target level.> But in (1.1) we need the rate of interest as
one of the two instruments to control the two target variables Z and N. Can that
be reconciled with the use of the rate of interest to control the rate of foreign
exchange?

There is, in fact, no conflict between these two suggestions provided that the
target exchange rate (the attainment of which is a policy objective) is itself also
treated as an instrument of control for the attainment of one of the two basic
policy objectives, namely, the control either of inflation or of the national wealth.

The general idea is depicted in the revised (1.2):

AS Sz S“ . Z - Z*
AE*| = |e, en . N-N* (1.2)
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where E represents the foreign exchange rate (foreign currency per unit of home
currency) and E* represents a target level for the exchange rate. If the actual
exchange rate is appreciated above the target level (E > E*), the rate of interest will
be lowered (r, < 0) in order to encourage a downward movement in the exchange
rate. But the target rate itself E* in (1.2) now takes over the control role which the

rate of interest played in (1.1).
A depreciation of the exchange rate by encouraging exports and discouraging
imports would tend (i) to increase foreign investment and so to raise N and (ii) to

increase the total demand for the country’s product and so to raise Z. In (1.2) it is
the target exchange rate E* which undertakes these tasks.



An example may serve to show how the system would work. Suppose the
actual rate of exchange to be on target (E = E*) and the GDP to be on target (Z =
Z*) but the national wealth to be below target (N < N*); and suppose that
according to the structure in (1.1) it would have been the function of a reduction
in the rate of interest (through the parameter r,,) to raise N to N”*. In the structure
in (1.2) the target exchange rate (E*) is depreciated (through the parameter e,) in
order to stimulate more foreign investment through an improvement in the
balance of trade. But the actual exchange rate is now off target (E > E*). According
to the third row of (1.2) R is now reduced (through the parameter r.) in order to
bring E down towards E*. This reduction in the rate of interest will also have its
effect in raising N through the stimulation of domestic as well as foreign
investment. The net result is a reduction of R which stimulates both domestic
investment (directly) and foreign investment (indirectly through the exchange rate
effect on the balance of trade).

A similar compatibility of functions would demonstrate itself if in (1.1) it had
been the function of a fall in the rate of interest (through the parameter r,) to
stimulate an increase in Z. In (1.2) it is now the function of a depreciation of the
target exchange rate (through the parameter e,) to stimulate the external demand
for the country’s products and thus to raise Z. But the rate of interest must now be
reduced in order to bring the actual exchange rate (E) down in line with the new
target exchange rate (E*). Once again a reduction in R has been used to stimulate
Z, directly in (1.1) and indirectly in (1.2).

The interposition of the target exchange rate (E*) in between the use of the rate
of interest (R) and its effect on the two basic objectives (Z and N) is suggested as a
means of modifying the use of R for these purposes of control in such a way as to
moderate the large swings and great volatility of rates of foreign exchange that
such use of R might otherwise entail. Throughout the dynamic analysis of this
book we rely on the use of the exchange rate as an intermediate target of this kind
for the purpose of combining an effective use of the market rate of interest for its
basic control purposes with the avoidance of excessive perturbations in the foreign

exchange market. This constitutes a basic element in our proposed policy
framework.

1.6 EXPECTATIONS

We now discuss the way in which we have treated the formation of expectations
in our work.

There is, in fact, an important element of truth which results from the rational-
expectations school of thought. There is no doubt that, when monetary and fiscal
policies are changed, economic agents take into account some of the probable
future effects of these policies, that this affects the behaviour of the system, and
that accordingly in designing economic policies one must take into account the
effect of these policies on the behaviour of the economic system which is the



subject of control. How to do this remains one of the most important unsolved
problems of macroeconomic control, awaiting much more advanced empirical
investigation about the ways in which economic agents do in fact form their
expectations. In the meantime one must do one’s best without any certain
knowledge of the precise ways in which expectations are formed.

In the markets for financial assets the assumption of rational expectations may
be especially useful in this respect, but it should still be employed with care. It is
often used, as noted above, to assert that, following any shock, asset prices jump
onto a convergent saddlepath to their new equilibrium, along which expected
yields are always realized. Such an assumption makes asset prices very volatile in
model simulations in response to changes in policy instruments, a stylized fact
which an adaptive-expectations assumption cannot ‘explain’. Herein lies the
attractiveness of the assumption of rational expectations as applied to asset
markets. But in reality we do not have much idea at all of how expectations in
financial markets are formed. This makes it vital that policies are not designed
which rely on the assumption of rational expectations: since it is unlikely to be in
fact true, such policies may themselves fail!

We are unable to examine, in all its complexity, the assumption of rational
expectations as applied to financial markets. We study, instead, the closely related
and much simpler assumption of model-consistent expectations. In this book we
argue that policies should work on the assumption of model-consistent
expectations in financial markets (since to rely on their consequences being
inaccurately understood also seems a recipe for failure). But they should also be
robust to the possibility of expectations not being model-consistent.

The assumption of model-consistent expectations may also be useful in other
applications, if employed with care. If, for example, consumption depends on
expected future income, or investment on expected future profits, and if policy is
likely to change these, then the implications of particular policy designs should, at
least, be investigated with the assumption of model-consistent expectations. But,
again, for policy to rely on future income or future profits being correctly
anticipated seems dangerous; robustness to other types of expectations should also
be tested.

What we have done in this book is to admit the uncertainty as to the way in
which expectations are formed and to search for policy rules which are robust in
the sense that they would operate reasonably effectively on different assumptions
about the formation of expectations. Thus in conducting the rerunning of history
in the UK between 1975 and 1989 in Chapters 8 and 9 below, we have rerun
history twice; first, on the assumption of simple adaptive expectations and,
second, on the assumption of model-consistent expectations; and we have devised
a single set of control rules which work reasonably well in both cases. If one knew
precisely how expectations were formed, we could no doubt on that basis design a
still more satisfactory set of rules. But the design of policy rules which are robust
across different assumptions about the formation of expectations is an important
element in the framework of policy presented in this volume.

1.7 THE FORM OF CONTROL



For our policy framework we have chosen to operate through simple and robust
feedback rules designed to stabilize movements of the Money GDP and the
national wealth around paths which are themselves determined independently in
advance on simple welfare criteria. We have chosen to adopt this method rather
than a more sophisticated optimal-control procedure for a number of reasons.

The welfare functions which have to be used in optimal control exercises in
order to give sensible results are usually nothing like any plausible utility
function. Optimal policies can only be designed with reference to specific shocks.
It is true that stochastic weighting is possible to produce a rule which is optimal in
the face of a probabilistic combination of shocks, but there are some events such
as wars and OPEC behaviour to which no sensible probability can be attached. In
the presence of uncertainty as well as risk optimal design is not possible.

Further problems arise with the design of optimal rules. Conventional
techniques, used on non-linear models, do not test the working of the rules
beyond some terminal date. It is quite possible for conventional optimization to
produce rules which are unstable and therefore unsustainable.

In any case, the whole procedure is unfamiliar and not easily understood by the
layman or, indeed, by most of the ministers and officials who would be required
to operate it. Optimal policy rules are invariably very complex, and do not show
any obvious links between their specification and the structure of the economy
which they are intended to control.

On the other hand, the framework of policy which we propose is in many ways
a familiar one, the good sense of which is easily understood. If one substituted the
Money GDP for the stock of money (M,...Mj,... etc) and the national wealth for
the Public Sector Borrowing Requirement one would be operating something very

similar to the present Medium-Term Financial Strategy.® There would be target
paths set for the GDP and the national wealth. To implement this there would be
simple proportional and integral control rules to keep the economy on the chosen
path (such as to raise tax rates and/or interest rates in so far as the GDP was

above target and was rising rapidly).” Our search is for simple rules of this kind
which are easy to understand and which would be as robust as possible in the face
of various uncertainties about how the economy worked, how people formed
expectations, and so on. At the present stage of the game it is not possible to
expect perfection; but in our view it should be possible to make important
improvements in the present arrangements.

Our approach to policy design allows us to sidestep the whole issue of policy
credibility. We test our rules with model-consistent expectations on the
assumption that the public understand and believe the rules and assume that the
government will adhere to these rules and to its published targets to the bitter end.
As Kydland and Prescott (1977) and Barro and Gordon (1983) have clearly
demonstrated, in a forward-looking model, the government gains extra room for
manoeuvre if it treats expectations of future policies as an instrument to be varied
independently of actual policies. If the public are assumed to be aware of this they
may try to take account of the temptation for the government to cheat. In this
case, the behaviour of an economy with forward-looking variables will differ from
that of one in which a government was expected to, and did, keep its word.

There is no practical way of modelling the extent to which policy



announcements will in fact be believed. On the other hand, as noted above, we
would not want to prescribe policies which worked only if they were to be
believed. We note that our simple rules have the advantage over optimal rules that
it is reasonably clear when they are being broken. They do not offer much of a
smoke-screen for a government which intends to break its promises. However, by
choosing two quite different forms of expectations formation, and checking that
our rules work even when expectations are backward-looking, so that the
government cannot exploit them independently of its actions, we can be
reasonably confident that our rules will not fail because they are not believed.

There is one other important aspect of our control rules. There are some policy
adjustments (e.g. changes in tax rates for the control of the GDP) which can be
made only after a certain lag either because the data on which their change must
be based become available only at discrete intervals or because of administrative
and other institutional factors; but there are other adjustments (e.g. changes in
short-term interest rates to control the rate of foreign exchange) which can be
made at any time and for which the necessary statistical data are currently
available. An important feature of the design of our framework of rules is to
distinguish on this principle between what may be called lagged and simultaneous
rules. We thus have a structure of rules some of which are applied with a lag of
one or more quarters and others of which are applied without any significant lag.
Nor are our proposals in any way incompatible with the continuation of a general
annual review of the economy (as at the time of an annual budget) at which the
forward planning of the economy is considered in the light of what are thought to
be the most probable future developments. Our framework of simple, robust
feedback rules can supplement an annual review with more rapid and automatic
reaction to divergences from the planned future path as they occur.

1.8 INTERNATIONAL ASPECTS OF POLICY RULES

In this book we consider the problem of policy design from the perspective of a
small country in the world economy. This is probably not very different from the
situation which the United Kingdom has faced, at least since exchange rates
started floating in 1972.

It is true that during this period there have been summit meetings between the
major economic powers, and that attempts have been made to co-ordinate
economic policy. This book does not address the problem of policy co-ordination.
That is the subject of a separate and lengthy study upon which some members of
our group are now embarking. While we cannot, of course, anticipate the results
of that study we would note that the major issue which will interest us is whether
the policy rules which we identify in Chapter 6 can be extended to form the basis
for international ‘rules of the game’ within which each participant can pursue a
decentralized approach to economic management. In such an environment there
may well be exchange-rate targets. One very important point to note about
exchange-rate targets, in an international context, is that, as intermediate targets,
they may serve as an important focus for international co-operation, even if those

target values are not always internationally consistent.?
Our examination of the possibilities of control of the UK economy in the virtual



absence of organized international co-operation over the years 1975-89 is of more
than historic interest. It is directly relevant to the present search for a new formal
framework for the setting of international policy. The major relationships
examined in our study (for example, in the labour market, in the setting of target
exchange rates, in the treatment of the GDP and wealth targets, in the treatment
of expectations) are of basic importance for the construction of an effective system
of international co-operation. Without a correct appreciation of these national
relationships it is impossible to construct an efficient and acceptable system of
international co-operation.

1.9 OUTLINE OF SUBSEQUENT CHAPTERS

Chapters 2 to 4 continue the theoretical explanation of our proposals. The chapters
present a portfolio of simple illustrative algebraic models, differing in detail from
each other as required, in order to highlight key questions.

The purpose of these chapters is to begin the discussion of policy-target
emphasis, that is the question of the relative weights which should be placed upon
fiscal and monetary policy in the pursuit of the two financial targets. In these
chapters we simplify by replacing the Money GDP target with a price target,
solely for reasons of algebraic tractability. (We have explained in Section 1.3.1
above the important practical advantages of choosing Money GDP rather than the
price level as a policy target.)

Chapter 2 examines three issues. How do the relative weights (what we shall
call the emphases) which should be put upon the use of fiscal policy and of
monetary policy for the attainment of the price target and of the wealth target
depend upon:

i) the balance between demand-pull and cost-push in wage determination,
ii)  the nature of the wealth target, and
iif)  the effects of international trade and capital movements?

This model is a simple static model and all variables are in levels.

Chapters 3 and 4 turn to dynamics. This is tricky, since we want to analyse at
most third-order equation systems so as to be able to interpret the results clearly.
We thus split up our problem, and consider in these chapters perhaps the two
most important pieces of it.

Chapter 3 explores dynamic aspects of (i) the wage price spiral and (ii) the
operation of an exchange-rate intermediate target. The focus is on the interactions
between inflation control, interest-rate setting, exchange-rate targeting and the
instabilities which can stem from a wage-price spiral. A preliminary discussion of
these issues was provided by Blake and Weale (1988) and Blake, Vines and Weale
(1988). The model is in logarithms which in this case produce a very simple set of
linear differential equations.

In Chapter 4 we present simple models to elaborate the implications for policy
of dynamic aspects of wealth accumulation. We believe that this has more
important implications for the design of dynamic financial control policies than
has been generally recognized. In particular, the possibility of instability in an
open economy due to the accumulation of interest on overseas assets or liabilities



has proved more troublesome to us than we had expected. The model is in levels
again because of the need to deal carefully with interest payments on debt.

Part II contains a detailed attempt to evaluate how our proposals might be
applied. In Chapter 5 we present key aspects of the macroeconomic model of the
UK which we have built from version 7 of the National Institute of Economic and
Social Research model. It contains a number of interesting new features, important
for our problem. In Chapter 6 we present our policy rules and demonstrate their
ability to achieve target ‘step-changes’ in the target variables in this new model.

Chapter 7 discusses our approach to the problem of counterfactual simulation
with model-consistent expectations. In Chapters 8 and 9 we have applied our
simple lagged and simultaneous feedback rules to reruns of history over the period
1975-89 in an attempt to keep the economy on a combination of GDP-national
wealth target trajectories so as to reduce the rate of inflation with a minimum of
other adverse effects. In the search for a set of rules which combine simplicity,
effectiveness and robustness over different institutional and behavioural
assumptions, we have four possible combinations of (i) reformed or unreformed
wage-fixing institutions with (ii) assumptions of adaptive or of rational behaviour
in the formation of expectations. We have produced two sets of control rules to
cover these four possible cases. We find that an economy in which cost-push
dominates in the wage-setting institutions probably requires a different set of
rules from those needed in an economy in which demand-pull dominates. But for
each of these two cases we can find a single set of rules which is surprisingly
robust whether expectations are formed adaptively or on the basis of rational
expectations.

In Part IIl we turn to questions of method. Chapter 10 describes how we
construct a linear representation of our model, as an essential tool for our
empirical study. Technical details of the way in which we design our control rules
are described in the Chapter 11

Part IV presents a summary of our conclusions.



Chapter Two

The linkages between financial weapons and
financial targets: a comparative static analysis

2.1 LINKAGES AND EMPHASIS

This chapter begins the detailed theoretical analysis of our New Keynesian policy
proposals. We start to examine our proposals for financial policy introduced in
section 1.3: the joint use of fiscal policy (taxes) and monetary policy (the interest
rate) in the pursuit of the two objectives of policy. We noted at the end of Chapter
1 that we use here a price target as one of our objectives, in place of a Money GDP
target; this simplifies our algebraic analysis. The other objective is a national
wealth target. Our concern is with the emphasis which should be put on the two
targets in the setting of each of the two instruments.

We do not assume that each of the two policy instruments should be linked
exclusively to one and only one of the financial targets. We allow for cross-
linkages between the two weapons and the two targets, and examine the
conditions which make it appropriate to set monetary policy mainly with regard
to the desired outcome for the inflation target and fiscal policy mainly with regard
to the control of wealth, or vice versa. That is what we call ‘emphasis’ in the
setting of policy.

The model presented in this chapter is entirely static. Clearly a full evaluation
of these issues requires a dynamic model. But a very simple static model provides
an important vehicle for an exploration of the following three key questions. How
does the emphasis which should be placed upon the two targets in the setting of
monetary policy and fiscal policy, respectively, depend upon

i) the balance between demand-pull and cost-push elements in the wage
equation,

ii)  the form chosen for a national wealth target, and

iii)  international trade and capital movements in an open economy?

These three questions recur throughout the book. We shall use a more complex
dynamic model to analyse them in the next chapter, and we undertake an
exhaustive dynamic analysis with our empirical econometric model later in the
book. But we can say much with the simple static model of this chapter.

In order to simplify the algebra we assume in this chapter that the price-control
objective is to maintain the rate of inflation of the domestic factor-cost price level
(rather than of the Money GDP) at a moderate predetermined level. The choice of



wealth targets which we consider is as between given levels for (i) the total
national expenditure on real capital development, (ii) the current account surplus
or deficit on the government’s budget. Since the analysis is short-period, these
wealth targets defined in flow terms are exactly analogous to wealth targets
defined as either the stock of real capital assets or the stock of the net national
debt; the flow during the short period determines uniquely the stock at the end of
the period.

We assume that the monetary and fiscal policies take the form of the setting at
specified levels by the authorities of the short-term rate of interest and of the rate
of universal income tax.

2.2 THE MODEL OF A CLOSED ECONOMY

2.2.1 Assumptions

We deliberately start in this chapter with a highly simplified model. The economy
is initially closed but subsequently opened. The model is designed on lines which
are suitable for a ‘static’ IS/LM type of analysis. For this purpose we make use of
what may be called Marshallian-Keynesian short-period analysis, with the
following characteristics:

i) The period is short enough for it to be reasonable to assume no
significant change in any capital stocks.

ii) Certain factors, however, such as labour can be varied and indeed are
varied in amounts immediately at the beginning of each period.

iii) ~ There are no appreciable time-lags in the adjustment of consumption,
investment, exports, imports, production etc. to the conditions ruling at
the beginning of the period.

iv)  Expectations are given exogenously and are not influenced by the
choice of policy variables at the beginning of each period.

v)  The money-wage rate is fixed at the beginning of each period, but the
rate at which it will be set at the beginning of the next period depends
upon what happens during this period, this difference measuring what
we will call this period’s rate of inflation

(Wo= (W) — W) Wo).

The questions which we set to our simple model are of the following kind. What
difference would be made to the rate of inflation ( P), the level of investment (1),

the budget balance (B), the level of total output (Y), and the level of consumption
(C) during this period if the control variables (the rate of tax (S) and/or the rate of
interest (R)) were set at the beginning of the period at different levels? We are thus

comparing different equilibria which might rule during this short period
according to the choice at the beginning of the period about the level of the
control variables to operate during the period.

The LM side of the IS-LM is in this model represented by an assumption that



the monetary authorities set the rate of interest which rules during the period
under analysis by providing automatically whatever money or liquidity is
necessary for that purpose. This means that the monetary policy instrument is the
rate of interest, rather than the stock of any monetary aggregate. The IS side of the
model is represented by the fact that, with the rate of interest together with the
rate of tax being thus set by the authorities, the multiplicand of the Kahn-Keynes
multiplier (e.g. government expenditure and investment expenditure) and the
consumption multiplier itself will be determined. The reader can then interpret the
following analysis in either of two ways:

i)  If the Keynesian ‘short’ period is sufficiently ‘long’ for all the relevant
relationships (e.g. the level of consumption dependent upon a given level
of post-tax income) to have settled down to equilibrium, but sufficiently
short that the assumptions (i) to (v) hold good, then the following model
can be used to represent a full Keynesian type of analysis.

ii)  But alternatively — and this is the form in which the following model is
precisely formulated - the ‘short’ period can be regarded as very ‘short’,
indeed no longer than, say, the quarter which is often used as the
relevant short period for a fully dynamic difference-equation type of
analysis. The insights which are then gained from the model refer only
to what may be called the ‘impact’ effects of changes in the policy
variables, dealing with questions such as what would be the immediate
effects of a given change in S or Ron I C, Y etc. regardless of their
implications for any longer-period new steady-state of the economy or
of its subsequent path to, or away from, or around, such a steady-state.

The actual level of money prices and costs ruling during the period under analysis
is determined by assuming that a fixed money wage is set at the beginning of the
period and that prices are determined by a fixed mark-up of prices on these
money costs. But it is an essential feature of the model to consider the factors at
work during the period under analysis which will influence, indeed will
determine, the rate at which the money wage will be set at the beginning of the
next period. In this respect the model does stray away from the strictly static
nature of an IS/LM model. (Turnovsky, 1977, Chapter 4, presents a model in the
spirit.)

2.2.2 Basic equations

Consider then the following nine equations of a greatly simplified short-period
model of a closed economy:*

Y=L (2.1

Output (Y) per worker (L) is assumed constant.

P=(1+mW (2.2)



The factor-cost of price of output is equal to a marked-up (1 + ) value of the
money wage costs (W).

C=ni(l~8)YY+ G- )l -8_,)Y_))
=xi{(l-8)Y+C (2.3)

The amount of product consumed in any given short period (C) depends upon a
proportion (i’ l> of the post-tax income from which it is financed. There may by
a distributed l'ag so that this period’s consumption (C) is partly financed out of this
period’s post-tax (1-S) income (Y) and partly (}? 1 — X ]) out of last period’s
post-tax (1-S_;) income (Y_,). But for this period everything due to last period’s
events becomes a given constant effect (6) on this period’s consumption (C), so

that the parameter »; shows the impact effect of any change in this period’s post-
tax income on this period’s consumption.

I=I-\R-(i- R+ (Y- Y_D)+{(p—v)Y-1~- Y_.2)
= — 4 R+pY+]i (2.4)

The amount of product invested in new capital by the private sector is equal to a
constant (I) minus a constant (E') times the rate of interest (R) and an accelerator (

ﬁ) times the rate of increase in the total demand for the products of the economy
(Y - Y_,). But these two effects may be partially lagged. The parameters : and v
show the impact effects on investment during the period of a reduction in R or a
rise in Y during this period.

Y=G+1I+C (2.5)

The amount of product produced in this period is equal to the sum of consumption
by the government sector which is assumed to be constant (G) plus private

investment (I) and consumption (C).

B=YS-G (2.6)

This period’s budget balance (B) is defined as this period’s income (Y) multiplied
by this period’s rate of tax (S) minus this period’s government spending (('_J") A
major simplification of the model is to ignore the effects of the national debt and

the payment of interest on the debt. Thus equation (2.3) neglects any effect on
consumption of expenditures financed by the private sector’s receipt of interest on



the national debt and equation (2.6) neglects interest income both on the
expenditure side of the budget and as an element of the tax base. A true dynamic
analysis would necessitate the abandonment of these assumptions since the
growth of national debt resulting from a growing interest charge upon the budget
can be an important destabilizing influence (Blinder and Solow, 1973).

_wad->=s)

|4
P

_1=5 using (2.2) (2.7a)
1+ 7

The real value of a worker’s take-home pay (V) is his money wage (W) less tax (S)
divided by the cost of living (P).?

V= I7+£ (2.7b)

6 !
The term ';:' represents what may be called the worker’s ‘aspiration’ level of real

post-tax take-home pay, which is assumed to be an increasing function of the level
of employment (L) and so a decreasing function of the level of unemployment.

L.=8"(V-V) (2.7¢)

The phenomenon of an aspiration rate of pay which may differ from the actual
rate of pay can, if preferred, be translated into terms of an upward-sloping labour
supply curve as given in (2.7c) by writing V — [;' in (2.7b) and then solving for
L. The resulting expression shown in (2.7c) then shows what the level of
employment would have to be to make the workers content with their actual pay.
Actual employment is demand determined so that L represents the demand for
labour. If L > L, the demand for labour exceeds the supply. This can in alternative

language be stated as a situation in which workers aspire to, or demand, a wage
which is higher than the actual wage.

Wii—

e R (7= V)4 B (Vi = V) (2.82)

Alternatively



W=Bs(L — L)+ Bs(V_r1 - V) (2.8b)

Equations (2.8a) and (2.8b) are alternative ways of expressing the pressures which
build up during this period to cause the money wage rate set at the beginning of
the next period (W,;) to exceed the money wage rate which was set at the

beginning of this period. In (2.8a) the rate of wage inflation is made to depend
upon the excess of the aspired over the actual wage ruling in this period and in
(2.8b) on the excess of labour demand over labour supply ruling during this
period; and in both cases it is also made to depend upon a ‘catching-up’ term, i.e.
upon any reduction of the rate of real post-tax pay ruling during this period below
its level in the previous period. If one uses (2.1) to write Y = L and also writes

= i3, both formulations of l;:i:} can be written as

W=BsY+8:S+ W (2.8¢)

where
Be=PB3fB" ,Br=(Bs+Bs){1+7), and W=0FV+8V_\ -

(B3 + Bs)[(1 + )

Thus if 3 = f°B,, the two formulations are merely different ways of expressing
the same real factors. In either case the rate of wage inflation (W) can be seen to
depend upon two factors, Y and S.

The first is measured by f;Y and may be called the ‘demand-pull’ factor. The

higher is the demand for output and so for labour, the greater will be the
aspiration wage and thus the upward pressure on money wage rates. This
corresponds to the familiar Phillips-curve effect. The second factor is measured by
B;S and may be called the ‘cost-push’ factor. It can be divided into two parts
corresponding to the terms f3/(1 + ) and f5/(1 + 7) which make up the term f;. (i)
The higher is S, the lower will be the actual post-tax real take-home pay and the
greater, therefore, will be the gap between the aspired and the actual rate of pay.
(ii) The higher is S, the lower will be this period’s real post-tax pay relative to that
of the previous period and the greater, therefore, will be the catching-up pressure
on wage claims.’

If we eliminate L and W from equations (2.1) to (2.7) and use (2.8c) we obtain

the model in summary form.

Table 2.1 The short-term model of a closed economy

Y=u(G+C+I-R) (2.92)
C=ui(l-85)Y+C (2:90)
I =—tR+pvY+I (29)




B=SY-G 229
P=FsY+B:S+w (259

where M’= ll(l —_ H.L[l "_ S] — P)’ the Kahn-Keynes

multiplier,  with as the  multiplicand.
G+C+TI-R
[ M ( 1 — S) -+ V] is assumed to be less than unity so that p is positive.

2.2.3 Comparative statics

By substitution of the value for Y from the first of these equations into the

. . . . . -
remaining five equations one can obtain expressions for the inflation target P

and the two possible wealth targets (I, B) and also for total income (Y) and
consumption (C) in terms of the two control variables (S and R).
Then by differentiation of (2.9) with respect to S and R one obtains:

P [p Pl [BS]
&1 iy ir OR

OB | = | bs b, (2.10)

6C Cs Cr

| Y Vs Y

with the parameters in the matrix taking the following values:

Py = -—B(,pt}f]}',-i' B? D _36P‘v1
k= —w Y = —0+wvuh

bs=0—x,— )Y b= —Su

c,=—(1 — )Y =—{(1-viu—1}
y5=f5+C5 yr=i|-+Cr
= —pn Y = —ut

It should be emphasized that the small changes in the variables (68, 5 R \

6 ﬁ 6 B etc.) in (2.10) do not represent the change in the variable over time.
L



(Changes in the variables listed in the left-hand vector in (2.10) may take place
between one period and the next even if S and R remain unchanged; for example,

in the consumption equation (2.3) C may be higher or lower in this period because
Y was high or low in the last period, an influence which is captured by the
element é-, even though S and R remained unchanged from one period to the

next.) All that the first equation in (2.10), namely 6 1?) —_ pS 6 S + pr6 R

, expresses is the extent to which ry would be higher or lower than it would
P P g

otherwise have been in the short period under examination if S and/or R were
raised or lowered above or below what they would otherwise have been.

Thus the matrix (2.10) expresses the way in which a change in the levels of
instrument variables S and R at the beginning of any one period would cause the

values of the other variables in the system during the coming short period to differ
from what they would otherwise have been. The five equations in (2.10) represent

five independent relationships between the seven variables ( ﬁ, LB CY,S and

R). 1t is, of course, possible to rearrange these equations by selecting a pair of
variables other than S and R to play the role of the ‘knowns’ in the right-hand
vector in (2.10) while S and R join the unknowns in the left-hand vector.

It is first helpful to define five parameters

Py _ —Bepx1 Y + s

op= —
P Pr ﬁﬁﬁu
_ _BswaaY - B Y
Bepr1 Y {
s
gi= -2 i .x:Y
I T+wp

B v .kly
- {1-8) (2.11)
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¢ (1-v)p Y

e ((=-wu-1]
_ l—V _J(IY
Hl(l—S) L
_ X

- Jf]Y
y - T
Yr {

Each o measures, respectively, the extent to which R must change, given a unit

change in S, in order to keep the variables ( i), L B, C, or Y) at an unchanged
level. We shall call the value of o}, ‘the slope of the F)—contour’ since it measures

the change in R per unit change in S which is needed to keep ‘5 ﬁ — O It will

be an upward or downward slope according as o}, is positive or negative. We shall

-
call the absolute value of o}, regardless of sign ‘the steepness of the P-contour’.

Thus the steepness will be a gentle upward slope if a small increase in R is
associated with a unit increase in S and a steep downward slope if a large decrease
in R is associated with a unit increase in S; and vice versa. And similarly, for ay,
oj, o, and oy

Suppose one chooses to take 6 ﬁ and a I as two predetermined changes in

the inflation and the investment targets which one wishes to achieve. One can
then transform the five equations of (2.10) into the following five equations:



-

"85 g ~ P 18P
6R 1 - is ps BI
68 | = — bsir — by brps - bspr (2 12)
sC| A1 - cds Culls — CsPr

| §Y | | sl — s Yil2s — VsPr |

with Aj = pddr — pds = L[ Be1 Y — B7(1 + rp)|

In this case 61?) and A ] represent the ‘known’ changes which are to be

effected in the two target variables; 6S and 6R then measure the ‘unknown’
change in the two control variables which are needed to effect the predetermined
changes in the target variables; and 6B, 6C, and §Y indicate the changes which will
result in the other variables.

If one took B instead of I as the wealth target, one would need in matrix (2.12)
to substitute B for I, b, for i, b for i, and Ap for Aj where

Ap = pshe — prbs = "-.“-{66}"‘ BTSI

In the following section of this chapter we shall illustrate the economic
implications of the results of the formal analysis contained in equations (2.8) to
(2.12) by examining in some detail the economic aspects of two particular short-
period policy decisions. For this purpose it will be useful first to note in advance
certain features of these equations.

2.2.4 Comparative advantage and emphasis

(1) The signs of the parameters in (2.10) are unambiguous except in the case of p.
In the case of p; we have

ps=0  as By = BepnaY (2.13)

which expresses the fact that the effect of an increase in the rate of tax will lead to
a net increase (or decrease) in the rate of inflation according as the cost-push
element (f;) exceeds (or is less than) the demand-pull element (Bsus;Y) in the
wage equation.

(2) As already explained, the expressions in equation (2.11) measure the slopes
of the contour lines for the relevant variables. The signs of these contour slopes
are all unambiguous except for . The sign of this slope is ambiguous because of

the ambiguity of the sign of p;.

(3) In the economic analysis of the following section it will become clear that an
important role is played by the comparative steepness of the various contour-
slopes, a comparison which is particularly important where any two slopes have



the same sign (either upward or downward). In (2.11) we express all these slopes
as multiples of 3, 1 Y / 1 ie of the downward steepness of the Y-contour. (i) As

-
can be seen from the first row of (2.11) the downward steepness of the P—contour

would be the same as that of the Y-contour if §; = 0, but that if f; > 0 any

-~
downward slope of the contour must be less steep than that of the Y-contour.
p P

(ii) We must, however, have #(1 - S) + v < 1, as has already been assumed. It
follows that any negative slope for the I-contour must be less steep than for the Y-
contour. (iii) In the case of the C-contour for the same reason we must have 1 - v
> 1 (1 - S) so that the C-contour is more steeply sloped than the Y-contour.

(4) In the matrix (2.12) the expressions i;/A; and ig/A; in the first two rows
represent the extent to which the control instruments S and R will need to be

adjusted in order to lead to a change in the inflation target variables by

without any change in the wealth target variable I and similarly for the
corresponding expressions in the other rows of the first column of the matrix for
the resulting changes in the other variables. The signs of these expressions (such
as i;/Aj) thus depend not only upon the sign of the numerator (such as i;) but also
upon the sign of the denominator (such as the determinant Aj). The signs of the
determinants Ay and Ap, will accordingly play an important role in the following

economic analysis since they will determine in which direction, upward or
downwards, the instruments of control must be adjusted in order to achieve a
given adjustment of the levels of the target variables.

(5) In Section 2.1 it was shown that a proper ‘linkage’ of different instruments
as means of control over particular target variables does not imply that each
instrument should be exclusively tied to one particular target. Indeed, the example
given in the previous paragraph illustrates the fact that if it is desired in (2.12) to

change i) by 5 ﬁ without changing I one should change S by i/A; and R by
—ig/A;, which means that |ig/i;| represents the relative weight which should be put
on R as compared with S in the control of i) Similarly if it is desired in (2.12) to
change I'by 8I without changing F), one would need to change S by —p,/A;, and R

by ps/A;, which means that |pg/p,| represents the relative weight to be put on R as

compared with S in the control of I.
Thus if

&>Ef£§!ﬁ ﬂ

D Ir prl‘r di

more weight should be put upon S relative to R in the control of F) as compared

> 1

ll



with the weight to be put upon S relative to R in the control of I (cf. Mundell,
1962). Accordingly we can define oy/o; as a comparative weighting index
measuring the comparative emphasis which should be put upon S relative to R in

the control of F) At the same time we can see from the matrix (2.10) that |py/p;|
measures the effectiveness of S relative to the effectiveness of R in the control of
F), while |ig/i;| measures the effectiveness of S relative to that of R in the control
of I. Thus we could equally well describe |o;,/0j| as a comparative advantage index

-
measuring the comparative efficiency of S relative to that of R in the control of P

If B instead of I were the wealth target, |o;/cj| would be replaced by |op/oy|.
Thus we can define

W= % if [ is the wealth target
‘ 2.14)
or w = 22 if B is the wealth target

Jp

as a comparative weighting index or a comparative advantage index.* If |o| > 1,

we can say either that in the control of S one should emphasise the use of Sand
y P p

in the control of I one should emphasise the use of R or that S has a comparative
advantage in the control of P and R in the control of L.

-
From (2.11) it can be seen that |o},| measures the steepness of the slope of the P

-contour and that |gj| or |oy|, as the case may be, measures the steepness of the
slope of the wealth-target contour. One can thus describe the above conclusions
about the relative emphasis to be put upon the two instruments of control in the
following words:

When two target variables are under consideration the emphasis should be put
upon R for the control of that target variable whose contour line has the smaller
absolute magnitude of slope and on S for the control of that target variable
whose contour line has the larger absolute magnitude of slope. This reflects the

fact that emphasis should exactly reflect the comparative advantage of the
instruments in influencing the targets.

This rule has a straightforward implication for the design of policies in the case of
the static analysis of this chapter. But its application in a dynamic analysis of an
economy changing through time is less straightforward for a number of reasons
discussed in the concluding section of this chapter.



2.3 THE CONTROL OF INFLATION AND WEALTH IN A CLOSED
ECONOMY

In this section we consider some of the economic policy implications of the formal
analysis of section 2.2 by applying the analysis to the control of our two policy
objectives. We suppose that it is desired so to change the setting of the control
instruments (i.e. so to set 8S and SR) as to cause a unit decrease in the rate of
inflation below what it would otherwise have been (i.e. so as to cause

6 ﬁ —_ 1) without having any effect upon the level of a wealth target

expressed as the level of investment (i.e. while keeping &I = 0). Then, separately,
we suppose that it is desired to change the setting of the control instruments so as
to cause a unit increase in this wealth target variable (6I = + 1) without having any

effect on inflation. In the analysis special attention will be paid to the question
whether the demand-pull or the cost-push element is predominant in the wage
equation (i.e. whether p; 2= 0). We shall then consider the substitution of the

budget balance (B) for investment (I) as the wealth target and ask whether the use
of B (with an upward contour slope) instead of I (with a downward contour slope)

would greatly affect the problem of control over inflation.

In Figure 2.1 the relevant contour maps are illustrated, the slopes of the
contour-lines in this figure being as given in (2.11). We start in each case at an
origin O where S and R are set at their existing levels. In Figure 2.1(a) we draw the

line marked aﬁ _ 0 which shows the combination of changes in S and R
which would be needed to keep aﬁ _ 0 The continuous line shows the

combination if the demand-pull element exceeds the cost-push element (ps < 0),
while the broken line shows the case in which the cost-push element is dominant

-~
(ps > 0). If it were desired to reduce P by a certain amount (e.g.

6 ﬁ —_ 1) it would be necessary with p, < 0 to raise either the rate of tax

or the rate of interest or some comblnatlon of both. The contour line for

6 ﬁ - 1 would lie above that for 5 P 0 as shown by the contour
for 5 P < 0. If, however, ps > 0, then to reduce P would require either a fall in

the rate of tax or a rise in the rate of interest; and once again the contour line for
o~
< 0 would lie above the contour line for

—
—

In Figure 2.1(b) we show similar contour lines for the two alternative wealth
target variables I and B, as defined from the second and third lines of (2.11). The -

contours have a downward slope since a fall in R will directly raise I, while a rise
in S through its restrictive effect on C and so on Y will lower the accelerator
influence on I Since a decrease in R, with S constant, will raise I, the I-contour for
61 > 0 will pass below the Icontour for &I = 0. The B-contours have an upward
slope because a rise in R by reducing I and so Y will reduce the tax base which



must be offset by a rise in S if the budget balance is to stay unchanged (6B = 0). If
it is desired to raise B (6B > 0) then either the tax base must be raised by a
reduction of R or the yield raised by a rise in S, so that the contour 8B > 0 passes to
the right of the contour éB = 0.

Finally, Figure 2.1c shows the contour lines for Y and C, as derived from the

fourth and fifth rows of (2.11). In both cases the slopes are downwards since any
stimulating effect of a cut in the rate of interest must be offset by a rise in the rate
of tax. The slope is steeper for the C-than for the Y contours because a change in S

operates directly only on the C-component of Y, whereas a change in R operates
directly only on the I-component of Y. In both cases the contour lines for an
increase in Yor C (i.e. §Y or 6C > 0) pass below the original contour line (i.e. §Y or
6C = 0) because a reduction in S or R or any combination of such changes will
expand both Yand C.

We have already noted in the previous section in commenting on (2.11) that the
downward slopes of the i) and I-contours are necessarily less steep than the

downward slope of the Y-contours and a fortiori less steep than the downward

slope of the C-contours; and the slopes have been so drawn in Figure 2.1. The
economic interpretation of these relationships is as follows.
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Figure 2.1 Contour maps for the closed economy

As one moves to the left along any downward sloping F)-contour one will

cross a higher and higher Y-contour. This means that as one controls any given
level of inflation by reducing S and offsetting any inflationary effect by raising R,
there will result a net increase in the level of Y. The reduction in S will reduce any
upward cost-push pressure on inflation. The offsetting rise in R needs to exercise a
downward demand-pull effect which is sufficient to offset only the net excess of
the S-generated upward demand-pull effect over the S-generated downward cost-
push effect.

Similarly as one moves to the left along any I-contour one will cross a higher

and higher Y-contour. Consider any given reduction in S. For Y to be constant
there must be a rise in R which causes a decrease in I equal to the impact effect on
C of the reduction of S. For I to be constant there need not be so great a rise in R
and thus there would be some increase in Y. There must be some rise in R because
if there were not there would be an accelerator boost to I due to the rise in Y. The
rise in R must exercise a sufficient restraint on I to offset the accelerator boost to I
due to the rise in Y; but with I thus constant there will be some increase in Y as a



result of the reduction in S combined with a moderate rise in R. Since the B-
contours slope upwards and Y- and C-contours slope downwards, it follows that
as one moves to the left along any B-contour, so one moves on to higher and
higher Y- and C-contours. Thus we may reach the following most important
conclusion that any movement to the left along a wealth target contour will imply
arise in Yand C.

We now use the contours of Figure 2.1 to examine the effects of various degrees
of cost-push in the wage equation on policies designed either (i) to reduce the rate
of inflation by one unit while keeping the level of investment unchanged or (ii) to
raise the level of investment by one unit while keeping the level of inflation
unchanged. In Figure 2.2 we display four cases in each of which the targets are

either (i) 6 ﬁ _— lwith Ol =0 or (ii) 8] = + 1 with 5 ﬁ _ 0 In all four
cases the slopes of the I-contour are the same. The only difference is the slope of

the [?)-contours. As we move from diagram (a) to (b) to (c) to (d), so the cost-

-
push parameter f; in the wage equation increases and the slope of the P-contour

swings round in an anti-clockwise direction, passing between diagrams (b) and (c)
from a position in which demand-pull exceeds cost-push to one in which cost-
push is dominant.

-
R exerts its influence on P only through the demand-pull element. As we are
assuming no change in f, the force of the demand-pull element, the same
-
increase in R would be needed in all four cases to produce a reduction in P of

one unit, so that the distance O O’ is the same in all four diagrams. Only the slope

of the 6 ﬁ —_ 1 contour swings round on the point O'.
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Figure 2.2 Changing prices and changing investment

We shall briefly comment on the outcomes in the four cases from the point of
view of four features:

i)

iii)

The signs of movements in the instruments of control. In which
direction, up or down, must S and R move to obtain a given reduction in

-
P or a given rise in I?

Which target (inflation or wealth) must have the major weight in the
setting of Sand R?

Controllability. By this we measure the extent to which large or small
changes in the controls (S and R) are needed to obtain a given effect on

F) or on I If large changes in S and/or R are needed to obtain a small
change in i) or on I, controllability will be defined as bad.

The ‘welfare’ effects. What effects in each case will a given reduction of
inflation on its own or increase in investment on its own have on Cand



Y? Increases in C, I, Y and B will be considered as in themselves
desirable.

We start by examining the conditions in which the demand-pull element is
dominant (i.e. diagrams (a) and (b) in Figure 2.2). We know from (2.11) that the

lower is the cost-push factor ;, the steeper will be the downward slope of the F)-

contour. However, we also know that the steepness of this slope will have a
maximum value when f; = 0 and that at this point the steepness of the downward

slope of the F) contour would be equal to »; Y/ (the same as the steepness of the

downward slope of the Y-contour). Thus the maximum steepness of the slope of

the F)-contour would be greater than the steepness of the slope of the I-contour if

le_} v . x1Y
L 1 —1(1 - 8) L

Le.if v <1 —x(1~-8)

But this must be so, if the multiplier is to be kept below infinity.
There is therefore some initial low range of values of f; for which the

downward slope of the i)—contour is steeper than the downward slope of the I-

contour; and over this range |w| = |op/cj| > 1. This range is shown in diagram
2.2(a). In diagram 2.2(b) a somewhat larger value of B, has caused the steepness of

the downward slope of the F}-contour to fall below that of the downward slope

of the I-contour and in 2.2(c) a still higher value of B, has caused the slope of the

-
P—contour to become positive but with a steepness which remains less than the

steepness of the downward slope of the I-contour. In both these cases || = |op/aj|
< 1. Finally in 2.2(d) when the cost-push influence on inflation of tax reductions

-
becomes sufficiently strong, the upward slope of the P-contour becomes steeper

than the downward slope of the I-contour and || = |o,/c;| > 1 again.

We now discuss the control of our two targets, beginning with diagram (a) of
Figure 2.2. The contour line showing 6P = -1 lies above that for 6P = 0, as
discussed above. Since both of these lines are steeper than the I = 0 line, the 8P =
-1 line intersects with the 6I = 0 line to the south east of O, at point A. This shows

that taxes must be raised, and interest rates reduced, if inflation is to be brought
down without investment being reduced.
The contour line 81 = + 1 lies below that for 8I = 0, as discussed above. Since

both of these lines are flatter than the 5 ﬁ _ 0 line, the 8I = + 1 line



interesects with the 5 ﬁ _ 0 line to the south east of O, at point B. This

shows that interest rates must be reduced, and tax rates raised, if investment is to
be stimulated without any change in inflation.
But we can say more than this. In diagram (a) the ratio of the change in S to the

change in R is greater in the reduction of inflation (the move from the origin to

the point A) than in the raising of investment (the move from the origin to the
point B). This illustrates geometrically the proposition which we have earlier
expressed algebraically (see the discussion preceding (2.14)), namely that with the

slope of the F)—contour steeper than the slope of the I-contour (i.e. with |a| = |op/

o; > 1) S should be emphasised in the control of F) and R in the control of I But it
is important to consider the correct instrument-target emphases to be put on S and
R not only when one is comparing one policy with another (e.g. the policy to
reduce F) without affecting I with the policy to raise I without affecting F)), but

also when one is considering only one policy (e.g. the policy to reduce F) without

affecting ). In this case in diagram (a) with |w| = |op/0j > 1, it is clear that the
A

emphases should be put on S for bringing about the reduction of P and on R for

the control of Iat its unchanged target level. From the values for p; and p; in (2.10)

it can be seen that if it were merely a question of reducing F) it would be helpful

to raise R as well as S. But in fact in diagram (a) R is reduced, this movement

being needed in order to stimulate investment so as to offset the depressing
accelerator effect on I of the rise in S. Thus in diagram (a) the mere fact that it is

necessary to raise S and to reduce R shows that the emphasis should be on S to

reduce F) and on R to prevent I from falling below its existing target level.

In diagram (b) of Figure 2.2 the slope of the F)-contours remains negative but

is now more or less steeper than the downward slope of the I-contours. As a result
lw| = |op/ci| is now < 1, and the instrument-target emphasis is reversed. R must

-
now rise to fulfil its primary task of reducing P and S must now be reduced in

order to exert an upward accelerator effect on I so as to prevent I from being
depressed below its existing target level by the rise in R. (Between diagrams (c)
and (b) the determinant Aj in (2.12) has changed sign and the movements in (b)
have become a mirror image of those in (a)).

In diagrams (c) and (d) the F)-contours are upward-sloping which means that
the negative demand-pull effects of tax increases on inflation are swamped by the

positive cost-push effects. In these cases it can be seen from Figure 2.2 that
whatever may be the correct instrument-target emphasis (i.e. whether |o| = [op/a|



-
2= 1), a reduction of S with a rise in R will be needed to reduce P on its own and

a reduction in both S and R will be needed to raise I on its own. These results can
be explained in the following way.

Consider first a policy of reducing inflation without changing investment. Both
a fall in S and a rise in R will be helpful in reducing inflation. The fall in S would

alone exert an upward accelerator effect on I but this would be offset by the rise
in R; and the rise in R would alone exert a downward demand-pull effect on F),
which would simply mean that the fall in S needed to reduce inflation would be

smaller than would otherwise be the case. Similarly for a policy of raising
investment on its own, both a fall in S and a fall in R would be helpful in raising I

And the deflationary cost-push effect on F) of the fall in S can be offset by the
inflationary demand-pull effect of the fall in R; and any upward accelerator effect

on I of the fall in R will simply mean that the reduction of S would be less than
would otherwise be necessary.

The instrument-target emphases of S and R on F) and I will, however, differ as

between diagrams (c) and (d) according as the upward slope of the F)-contour is

less (as in diagram (c)) or greater (as in diagram (d)) than the downward slope of
the I-contour, i.e. according as |w| = |op/0j| 22 1.3

We turn next to a consideration of the effects of replacing the downward
sloping investment wealth target (I) with an upward-sloping budget-balance

wealth target (B). In Figure 2.3 we reproduce the lines and slopes for the 6] = 0 and
6 ﬁ _— 1 contours just as they are in Figure 2.2, so that the points A in
Figures 2.2 and 2.3 represent the same adjustments of the instruments S and R that

-
are needed to reduce P without affecting I But we now add in all four cases of

Figure 2.3 the 6B = 0 contour line which, unlike the 8I = 0 contour line, is upward-
sloping. Figure 2.3 thus shows the changes in control policies which are needed to
obtain & Jy = 1if B instead of Iis chosen for the unchanged wealth target.

In diagrams (a) and (b) of Figure 2.3 if |sp/0}| > 1, ie. if the downward slope of

the F)-contour is steeper than the upward slope of the B-contour, the emphasis
will be on S for the control of F) and on R for the control of B. In this case S is

raised to deflate i); and R is raised to reduce Y and so to deflate the tax base to
offset the effect of the rise in the rate of tax on B. There is a combined rise in R
and S to the new equilibrium point C. Much the same point is reached if the F)-
contour is less steeply sloped than the B-contour. In this case R is raised to exert a
downward demand-pull effect on i) S is raised to offset the deflationary effect



on the tax base Y due to the rise in R. Thus in both diagrams (a) and (b) with B as
the wealth target both S and R would be raised.
In diagram (c) as in diagram (b) of Figure 2.3 the emphasis will be on S for the

control of B and on R for the control of F) R is raised to deflate i) S is raised in
order to offset the effect on B of the reduction in the tax base Y caused by the rise

in R. The process meets at the point C in diagram (c). In diagram (d) the
instrument-target emphasis is reversed. S is reduced in order to exert its cost-push

-
effect so as to reduce [); R is reduced in order to inflate the tax base Y to offset

the budgetary effect of the fall in S. The process meets at point C in diagram (d).

Figure 2.3 Budgetary targets and investment targets

An examination of Figures 2.2 and 2.3 reveals the following differences between



the various policy outcomes:

i) It is clear that the signs of the necessary movements of the controls do
not depend solely upon the value of |w|. Whether or not a control
instrument should be raised or lowered depends, as is illustrated in the
Figures, not only on the value of || but also upon the signs of 5, and of
j OI O,

ii)  The appropriate instrument-target emphases do depend upon the value
of |w|. In Figure 2.3 the emphasis for the control of inflation should be
on S in diagrams (a) and (d) but on R in diagrams (b) and (c), regardless
of whether I or Bis chosen for the wealth target.

iii)  Controllability is, however, much affected by the choice of wealth
target; it can be very bad if the inflation contour is nearly parallel with
the wealth contour. This can happen in diagrams (a) or (b) if I is the
wealth target and in diagrams (c) and (d) if B is the wealth target.

iv)  The possible ‘welfare’ effects can be very important. It has been argued
above that the Y- and C-contours always have a negative slope which is

N
steeper than the I- and J3-contours.® If one bears this fact in mind it is
P

clear that any equilibrium points in Figure 2.2 or 2.3 to the left of the
vertical axis will imply increases in Y and C and any to the right of the
vertical axis will involve decreases in Y and C. Thus in Figure 2.2 with I
as the wealth target decreases in Y and C occur in diagram (a) and
increases in diagrams (b), (c) and (d), whereas in Figure 2.3 with B as
the wealth target decreases in Y and C occur in diagrams (a), (b) and (c)
and increases only in diagram (d).

2.4 THE AVAILABILITY OF FREE LUNCHES

We have seen that in some of the diagrams of Figures 2.2 and 2.3 increases in
output and consumption can be combined with a reduction of inflation without
any deterioration of the wealth target or with an increase in investment without
any increase in inflation. Such results make one’s mouth water and one may
perhaps appropriately call them cases of a free lunch. A free lunch may seem
startling.

First, the result depends upon the assumption that the economy is below its
full-employment level; it possesses unused resources which make an increase in
output possible if the demand is forthcoming. Secondly, it can be seen from
Figures 2.2 and 2.3 that free lunches are available if, and only if, the slope of the
inflation contour is greater (i.e. has either a smaller negative value or a larger
positive value) than the slope of the wealth-target contour, i.e. if and only if o <
oj or o, > o}, as the case may be. Thirdly, this fact, as shown below, imposes a
further strict limit to the availability of free lunches even if unemployed resources
remain available.

Figures 2.2 and 2.3 show that the attainment of free lunch always involves a



reduction in S. But the slopes of o, and o; (as can be seen from (2.11)) are not
independent of the level of S. In particular as S falls, so the multiplier p increases;
and this raises the demand-pull element relatively to the cost-push element in the
wage equation, because any initial increase in consumption or investment due to a
reduction in S or R is swollen by the multiplier into a bigger increase in total
output and thus into a greater ultimate demand-pull effect. Indeed, it can be seen
from the definition of p in (2.9) that as S approaches the critical low value of S =

1-(1-v)/» the multiplier and so the demand-pull effect in the wage equation will
approach oo.

It can be shown that as a result there is a strict limit to the process by which
successive cumulative reductions in S can continue to provide free lunches. When

-~
S has been reduced to some critical level the slope of the P-contours will cease to

be such as to allow still further free lunches to be enjoyed.
From (2.11) we see that the condition for a further free lunch with I as the
wealth target, namely o}, > o;, implies

_BGFXIY_B?:} _ 4
Beux1 Y I —x:1(1-5)

which can be expressed as
Bex1 ¥ < B7(1 — xi(1 — S)} (2.135a)
But in all the cases examined in Figure 2.2 we shall have
Y=G+I"+C+x(1-8)Y
G+1'+C
= 2.16
= x(1-5) =102

since I will be kept at a target level I* regardless of the value of Y, whether this

target level is the original level I (with 6 ﬁ —_ 1) or the new target level I

+ 1 (with 6P = 0).
Substituting this value of Yin (2.15a) and solving for S we obtain

Be (G+I*+ C) -1 (2.17a)
Hlﬂ? ho

S>

as the necessary and sufficient condition for a further free lunch



If the critical value of S on the right-hand side of (2.17a) is greater than 1 there
is no possible value of S < 1 which provides an opportunity for a cheap lunch. It is
possible that the expression on the right-hand side of (2.17a) is less than zero, in
which case one would have to replace the tax S with a subsidy before cheap
lunches became unavailable. But if the expression on the right-hand side of (2.17a)
were a positive fraction, there would be a range of higher positive values of S
which would make a cheap lunch possible.

A similar result can be shown for the case of a free lunch which is possible with
B as the wealth target as is shown at point C in diagram (d) of Figure 2.3. Instead
of (2.15a) we use the condition o, > 6}, which can be expressed as

537> BeY (2.15b)
From (2.6) we have
_G+B”"
S

Substituting for Y in (2.15b) we obtain

Y (2.16b)

S > %(5+B*) (2.17b)
T

If the expression on the right-hand side of (2.17b) is < 1, there can be a range of
higher values of S for which a free lunch is still available.

We know from (2.9¢) that f) =6 Y+ 37 S+ ﬁ/"' In those cases in which

there is a range of feasible values of S which offer the opportunity of a free lunch,
we can find the minimum possible value of the rate of inflation which is
compatible with the maintenance of the wealth target by taking the relevant value
for Yin (2.16a or b) and the critical value for S in (2.17a or b) and substituting
these values in (2.9¢).

The minimum possible value of F) is then found to be

1—

P=2 PP (G4 Cr M-8 W (2.18)

X1 X1

if I'is the wealth target and

P=2[BfBAG+B )+ W (2.19)



if B is the wealth target.

If these minimal values for the rate of inflation are unacceptable, either the
inflationary pressures in the wage-setting institutions must be modified, or the
country must be prepared to make less provision for the future by relaxing the
wealth target, or the government must reduce its demand for goods and services.
We shall find that this observation provides great insight into our simulations in
Chapter 8 where the cost-push element in wage inflation is strong and where,
consequently, the temptation of a free lunch is great. Nevertheless, if these
minimal values are unacceptable inflation control without reform of wage-fixing
institutions inevitably forces us into one of the two remaining unsatisfactory
alternatives mentioned above: relaxing the wealth target, or reducing the purchase
of goods and services by government.

2.5 THE OPEN ECONOMY

We next consider a small open economy in which trading and financial
transactions take place within a world economy, the single economy not being
large enough to affect trading conditions in the rest of the world. The equations of
the previous model (2.1) to (2.9) are now modified in the following way:

Y=L (2.20)
P=(1+mW (2.21)
C=nxi(l-5)Y+C (2.22)
I= —R+vY+I (2.23)

The equations for Y, P, Cand I remain unchanged.

J=I—-R+»Y+X-M (2.24)

We are now dealing with total investment (J), i.e. with domestic plus foreign
investment instead of only domestic investment.

Y=G+J+C (2.25)

The national product now contains foreign investment as well as domestic
investment.



M=3'(Y=X+M)=ygY-X) (2.26)

L

where n = Tl_

'
-7

We assume that all imports take the form of finished goods and not of raw

materials. This justifies the assumption in (2.21) above that the price of home

products is set by a mark-up only on domestic labour costs. We assume that the

expenditure and price elasticities of demand for imports are both unity so that the
amount spent on imports in terms of home products (M) is a constant proportion

(1) of total expenditures on finished goods bought for domestic use.

X=XA"¢ (2.27)
where

_EP
~PF

A measures the real terms of trade where P is the price of home products, E is the
rate of exchange (units of foreign money per unit of home money) and }31" is the
price of foreign products in terms of foreign money. ¢ then measures the price
elasticity of the foreign demand for the country’s exports (X).

A (2.28)

F=X\o(RF-~R)- H (2.29)
= — R +F

It is assumed that foreign capital movements (F = net outflows of capital funds
measured in terms of domestic products) take the form solely of transactions
initiated by residents of the home country. Such residents are assumed to wish to
hold an amount of foreign assets which have a value in terms of domestic
products (d) [ ﬁ F_ R]) which depends upon the difference between the yield

abroad ( }31") and the yield at home (R) and to move funds abroad (F) at a rate (\)
which depends upon the extent to which this desired portfolio holding (
&b [ R F_ R ]) falls bel—c.)_w the portfolio holding actually held at the beginning of
this period ( ff _ | = Ff)- With 0 = A¢ equation (2.29) then determines the value
of this period’s net outward flow of capital funds

This analysis assumes that there is imperfect mobility of capital. In the simpler

case of perfect mobility of capital (which we adopt in Chapters 3 and 4), the
current balance does not enter into the determination of the exchange rate. With



expectations of the future exchange rate fixed (as they are in this chapter), a 1-
point increase in the per-period interest rate would cause an increase in the
nominal exchange rate of 1 per cent. This would cause an expected capital loss of
1 per cent and would eliminate completely the expected excess yield on home
assets.

X=F+M (2.30)

Equilibrium implies that the value of exports equals the value of imports plus
value of foreign lending, if one neglects interest earned on foreign assets. This
neglect of interest payments in the balance of payments could represent a very
serious distortion for dynamic analysis since accumulation of foreign interest can
be a serious cause of instability as is shown later in Chapter 4. But for a
comparative static analysis it is an acceptable simplification. Equation (2.30), using

(2:27) and (2.29), could be written as (] 4 H}X—A =Y -6R+ F and
this is in fact the equation which serves to determine the real terms of trade which
will clear the market. If X were less than F + M, then the currency would
depreciate, the terms of trade would deteriorate and the foreign demand for the
country’s exports would rise, and vice versa. A settles at the level required to
satisfy this equation.

P. =P " (PYEY (2.31)

=PA™", using (2.28)

The cost of living is a weighted average of the cost of domestic finished goods (P)
and of imported finished goods (ﬁ}' l E), the weights being dependent on the

proportion of domestic expenditures spent on imports (17°). If one uses (2.28) one
can write (2.29) in the form of P, = PA™".

B=SY-G (2.32)

This expression for the budget deficit is the same as for the closed economy in
equation (2.6).

_Ww(i-5)
P,

___(l - 5)A"
1+ 7

Vv
(2.33a)
, using (2.21) and (2.31)



The real value of a worker’s take-home pay (V) is his money wage (W) less tax (S)
divided by the cost of living (P,).
We have as in (2.7b) and (2.7¢) for the closed economy:

L

V=V+=
B.l‘

(2.33b)

and

Li=B"(V-V) (2.33¢c)

We can also express the two alternative ways of expressing the factors leading to
wage inflation, as in (2.8a) and (2.8b) for the closed economy:

W=8(V-V)+B8s(V_1- V) (2.34a)

and

W=8d{L—-Ls)+Bs(V_1— V) (2.34b)

which can now both be expressed as:

W=86Y— Bl —$)A" + fT7 (2.34¢)

where, as before,
Be=Baff’ and Br=(Bi+Bs)(1 +7) bur W=
BJ ¥+ 65 V. I-

As before the terms in f¢ and P, express the demand-pull and the cost-push
forces affecting the rate of wage inflation. But, while the price level of domestic
products is determined by a mark-up on money wage cost in the same way as
before, the cost of living now depends upon the price of imports as well as upon
this marked-up price of home products; and this involves a modification of the
formulation of the wage equations. The import-price modification of the cost of
living (A”’) must now be applied to the post-tax (1-S) value of the money wage to
obtain the real value of take-home pay.

If we now eliminate L, W, , M, X, E, F, P, and V from equations (2.20) to (2.34)
and rearrange terms we obtain:

Table 2.2 The short-term model of an open economy



Y=G+C+nill —S)Y+T— R+ vY+F-0R=ul -+ HIR+ 1) (2.352)

where Y =G+ C+I+F

and g ome——— b
l=xi{l -8)-»r

C =xi(1-5Y+C {2.35b}

J = —(+8R+eY+I+F (2.35¢)

B =SY-6 {2.35d)

P =BsY -8l - SHYA" + v (2.35¢)

";m [F~8R +qY) (2.35)

The assumptions that the international flow of capital funds measured in terms of
the home product depends solely on the relative rates of interest and that the
exchange rate and terms of trade adjust so as to maintain the balance of trade (i.e.
the level of real foreign investment) equal to the flow of funds have two important
effects upon these equations. First, total investment () continues to depend solely
on the rate of interest and income as it did in the closed economy, because foreign
investment adjusts (through variations in the terms of trade) so as to be equal to
the flow of funds which in turn depends solely on the rate of interest and the level
of income. Secondly, variations in S and so in Y have no effect upon foreign
investment. It is true that a change in Y causes a change in M; but if F is constant,
the terms of trade adjust so as to cause a change in X which exactly offsets the
change in M. For this reason the multiplier (1) in the open economy remains the
same as it was in the closed economy. The multiplicand is changed by the addition
of any positive foreign investment; but a change in Y does not affect this item, so
the multiplier is unchanged.

This would cease to be true if the flow of funds depends upon expectations of
changes in the exchange rate which in turn depend on movements of the
exchange rate itself (whether lagged, contemporaneous or expected in the future).
For these movements in the exchange rate will, as equation (2.35f) makes clear,
depend upon a whole mixture of other parameters, including export price
elasticities. Thus (i) investment will no longer depend only upon the interest rate
and the level of income, and (ii) variations in S and Y will cause changes in foreign
investment.

By substituting the value of Y from (2.35a) into equations (2.35b) to (2.35f) we

-
can obtain expressions for P, and A in terms of certain constant parameters and

the two control variables S and R.
Differentiation of (2.35f) and normalizing by writing A = 1 (i.e. defining units of



home and foreign products so that the real terms of trade are unity in the period
under examination), we obtain

oA

B3R -

ndY

T el+mX

(2.36)

Differentiation of (2.35a) to (2.35€) using (2.36) to eliminate §A, gives matrix (2.37)
which has for the open economy the same form as matrix (2.10) for the closed

economy:

"5P [ ps
oJ Js
¢6B | = | b
&C Cs

| 6Y | s

where

Ps=§ - Bepn Y + 61 -

f=—m, Y
by={1 -y — )Y
= —{1 - v}ux ¥
Ys=fs+C

= —pn1Y

p: | [8S
Jr | |6R

by (2.37)

Yr ]
P _‘n(l "S}Jﬂy
J’TH‘H with ‘l"" (l +‘}])2€X
pe= - el + 0+ B (a4 6] + 0))
K|Y
J=={1+rpt +0)
b= —Su(e+0)
G==[(L-»p—-11(c+8)
W=jr+e
= =pu{t+8)

From these values of the various parameters one can derive the following slopes of

the relevant contours:



onm —Bew1 Y+ B7(1 — ) (Y
P Bewn Y + B + 8] [+ 6]) c+8

v oY
l+wy 1+ 8

gy =

(2.38)

_l—Jfl—V_JﬂY

o= AYS L+ 8
(F — »)u 1 Y
Je = — :
((1-vlu—1} (¢t +6)
0= — H1Y
Y i+ 8

The forms of (2.37) and (2.38) are similar to the forms of (2.10) and (2.11) for the
closed economy. There are, however, certain changes in the values of the various
parameters

(1) The expression for the parameters j; (in place of i), b, ¢ and ys are all
unchanged. These similarities all result from the fact noted above that changes in
Y (resulting from a change in S) have no effect on (X — M) and so no effect upon
the multiplicand whether it includes or excludes (X — M). (Recall that we ignore
the effects of endogenous exchange-rate expectations on capital flows, and also
ignore the Laursen-Metzler, 1951, effect.)

(2) On the other hand, the expressions for the parameters j, (in place of i), b,
¢, and y; are all multiplied by (¢ + 8)/t. The reason for this is that the rise in R now
causes total investment to fall by 84R (the effect on foreign investment) as well as
by R (the effect on home investment). The response to a change in R is thus
multiplied up by the same factor in all these cases.

(3) The really notable changes are in the parameters ps and p;,. As far as p; is
concerned there is a reduction in the cost-push element equal to f,y¥np. This is due

to the fact that a rise in S by reducing Y will cause a reduction in M which will
lead to an appreciation of the exchange rate and so to a fall in the import-goods
element in the cost of living. The aspiration wage will thereby be more fully met.
(4) But the changes in the parameter p, will be even more striking. In this case
the deflationary response to a rise in the rate of interest will be increased by three
factors: (i) Bepf (ii) (BY/%; Y)nu(t + 6) and (iii) (8,Y/%; Y). Factor (i) occurs because
the rise in the rate of interest will reduce the outflow of funds which will cause an
appreciation of the currency which will cause a fall in exports which after
enlargement by the multiplier will result in a decreased inflationary demand-pull



effect. Factor (ii) represents the fact that the decreased income due to the
multiplier effect of the decreases in domestic and foreign investment brought
about by the higher rate of interest will cause a reduction in the demand for
imports and so an appreciation of the currency which in turn will lower the cost
of living and so reduce the cost-push effect. Factor (iii) shows the favourable cost-
push effect due to the appreciation of the currency which was noted in factor (i) to
result from the reduction in the outflow of capital funds.

These changes in the parameters affect the contour-slopes shown in (2.11) and
(2.38) respectively for the closed and the open economies.

-
It will be seen that all the contour slopes with the exception of the P-contour

slope are simply multiplied by the same factor +4 + 6. This means that the
steepnesses of all the slopes (except the o, slope) as shown in Figures 2.1, 2.2 and
2.3 for the closed economy are reduced by a factor 11 + 6, regardless of sign,
simply because a smaller change in R is now needed to offset any change in S
because R operates on foreign as well as domestic investment. We can, therefore,
continue to use Figures 2.1, 2.2 and 2.3 for all the contour slopes (except those for
i)) since they all preserve an unchanged sign and an unchanged relationship to
each other. For example, it is still true that as one moves to the left along any one

wealth-target contour, so one moves on to higher and higher Y- and C-contour
lines.

In (2.11) and (2.38) the slopes of the contour lines for i), 7, B and C are all

expressed as multiples of 4, Yf t or of x Yf{l + B} respectively, i.e. of the
absolute value of the slope of the Y-contour line. In the case of 7, B and C these
multiples are the same in the open economy as in the closed economy. But this is

-
not so in the case of the P-contour lines where the multiple of the downward

steepness of the Y-contour changes from X to X, as between the closed and open
economies, where

y == Bepx1 Y + 87
e =
Beurn Y

£,o= " Bopr1 Y + B7(1 — )
Bopx1 Y + Br{ymu + 0] [o + 6])

Since all the other relationships remain unchanged it is the change in this
relationship from X to X, which expresses the basic change due to the opening of

(2.39)

-
the economy. What changes must be made to the features of the P—contour

slopes in Figures 2.1, 2.2 and 2.3 as a result of the changes in the relative slopes of
-
the P-contours shown in (2.39)?



(1) From (2.39) we have

5):¢= 35 620=66#J(|Y(1+1,b9l[1+3])
56 BoucV>Oand 53, ()2

-
so that it remains true that the relative slope of the open-economy P—contour

>0

swings round anti-clockwise as one moves from diagram (a) to (b) to (c) to (d) in
Figures 2.2 and 2.3.7 If B; = 0, then from (2.39) it can be seen that £, = 5, = -1. In

-
other words, it also remains true that the P—contour can never have a negative

slope which is steeper than the negative slope of the Y-contour. However, as f, —
00 50 X, — oo, but Z, — (1-ynmp)/(Ymp + ¥8/[1 + 6]). Thus in the open economy

there is a strict upper limit to 3, a limit which will actually be < 0 if ynu > 1.3
This is a most important effect of opening the economy. It may, with decreasing
probabilities, rule out the existence of diagrams (d), (c) and (b) of Figures 2.2 and
2.3.

(2) The effect of changes in income on the demand for imports and so on the
real terms of trade and the cost of living is shown by the introduction of the term
BAmy in the expression X, in (2.39). Its appearance as a negative element in the

-
numerator shifts the slope of the P—contour in a clockwise direction and makes
probable a movement of the actual situation in the direction from diagram (d) to
(c) to (b). Its appearance as a positive element in the denominator leads to a

-
decrease in the steepness of the slope of the P—contour relative to the steepness

of the slopes of all the other contours.
(3) The introduction of the term ¥/ + ) into the denominator of X has the

unequivocal effect of decreasing the relative steepness of the slope of the i)—

contour regardless of sign.
(4) The opening of the economy has one other effect on the contour for
-~

6 P — lin Figures 2.2 and 2.3. It can be seen from the expressions for p,

in (2.10) and (2.37) that a rise in f; has no effect on p, in the closed economy,
whereas a rise in f; will lower the value of p; in the open economy; in the closed
economy a rise in R has only its deflationary demand-pull effect, whereas in the
open economy it has in addition a deflationary cost-push effect. This means that if
one is to use Figures 2.2 and 2.3 for the analysis of the open economy, the distance
OO (i.e. the rise in R needed to cause 6 ﬁ — 1) falls as one moves from
diagram (a) to (b) to (c) to (d).

With these interpretations of the signs, the relative slopes, and the distances
OO’ from origin on the vertical axis, Figures 2.2 and 2.3 with their subsequent

analysis can be used for the open economy as they were used for the closed
economy. All combinations are still conceivable and it is not possible to reach



definite conclusions about the effect of opening the economy. There are, however,
some very important probabilities.

(1) A positive slope for o}, becomes more unlikely. This is because of the
reduction in the cost-push effect of tax increases, noted in point (3) beneath
equations (2.38), because in an open economy higher taxes means lower income
and imports, and an appreciation of the exchange rate. That lowers cost-push
inflationary pressure and so makes p; more likely to be negative, thereby making
op more likely to be negative. As a result diagrams (c) and (d) become less
probable as compared with diagrams (a) and (b).

-
(2) The steepness of the P—contour relative to the steepness of the other

contours is more likely to fall than to rise. This is because of the higher size of p,
likely in an open economy, for reasons explained in point (4) beneath equations
(2.38). This implies an increased probability that it would be appropriate to put the

-
emphasis on R as the means of controlling P

2.6 CONCLUSION

Five key insights may be gained from the greatly simplified comparative-static
analysis of this chapter.

(1) Given (i) the initial position in the economy, (ii) the model of the economy
and (iii) the values of the target variables which are to be achieved, the use of the
control variables (S and R) is determined. That is to say, the signs and the absolute
values of the necessary 85 and SR are in no sense arbitrary. This obvious
conclusion is not without its importance. These matters are sometimes discussed
as if it were an open matter of choice whether, for example, one should use fiscal
policy or monetary policy as the primary instrument for the control of inflation. In
a comparative-static model of the kind discussed in this chapter and with two
instruments of control to achieve two objectives of policy, no open choice exists.
The emphasis to be put on each instrument for the control of each target variable

is not an arbitrary matter.’

(2) The analysis in the preceding sections has indicated the basic importance
which must be ascribed to the balance between demand-pull and cost-push factors
in the determination of rates of pay. Different balances between these factors can
cause quite basic changes in sign of the required movements in, and changes in
the required emphasis on, financial instruments of control. For example, as we
have seen, it may determine whether fiscal policy or monetary policy should be
emphasized for the control of inflation; and it may even determine whether the
rate of tax should be raised or lowered in order to reduce inflation.

(3) If the cost-push factor in wage setting is extremely powerful and if tax rates
are high, it is possible that a reduction of tax will provide a free lunch in the sense
of leading to a simultaneous reduction of inflation, increase of investment,
increase of consumption, increase of output, and increase of employment. But in
the model examined in this chapter it is clear that this possibility will reach a limit
when the rate of tax has been reduced to a certain critical level; and at this point



the rate of price inflation will have reached a minimum level which in turn may
well still be unacceptably high.

(4) The controllability of the economy depends upon the interaction between
the degree of the cost-push element in the wage-setting institutions and the choice
of wealth target. In the rest of this book we have chosen to treat the level of the
country’s total investment in, or stock of, capital assets as the wealth target. From
diagrams (a) and (b) of Figure 2.2 it can be seen that controllability could in this
case become a serious problem if there was a moderate degree of cost-push in the
wage equation which matched the accelerator element in the investment equation

-
so that the P—contour became nearly parallel with the I-contours.

(5) The outstanding effect of opening a small economy to international
influences shows itself through the sensitivity of capital movements to changes in
the country’s rate of interest relative to the rates of interest in the rest of the
world. The resulting changes in the rate of foreign exchange, in the real terms of
trade, and in the import content of the cost of living, together with the effects of
monetary policy upon the balance of trade and so on foreign investment, make it a
much more potent instrument of control. Foreign as well as domestic investment
is now sensitive to monetary control. Moreover, the price of imports and so the
cost of living is now affected by changes in the rate of interest, so that monetary
policy now exercises an important influence over the cost-push factor in wage
determination. The probability of needing to emphasize monetary policy in the
control of inflation is thus markedly enhanced.

This chapter has contained a static analysis. Our conclusions cannot be carried
over to our subsequent dynamic analysis of macroeconomic policy without some
modification. In particular the first conclusion needs to be changed as follows.
One would need to say that given (i) the initial position, (ii) the model of the
economy, (iii) the values of the target variables to be achieved, and (iv) the path to
be taken by the economy as it moves towards the desired values for the target
variables, the use of the control variables over time would be fully determined. A
simple example may serve to show the need for the final extra condition. Suppose
the final wealth target to be a given level of investment expenditure. The path to
the position at which investment was as desired might be one along which
investment expenditures were at a high, or alternatively at a low, level. In the
former case the new equilibrium would enjoy the advantage of a higher stock of
real capital equipment than in the latter case. Thus the economy might in the new
equilibrium enjoy the same final financial targets (rate of price inflation and level
of investment expenditures) but might find itself in a different real situation
because of the difference in the dynamic path with which it had chosen to attain
the new target objectives. This important, but subtle, dynamic question is taken up
in our empirical reruns of history in Chapters 8 and 9.

Moreover, as will become clear in subsequent chapters of this book, in a
dynamic analysis the choice of an appropriate instrument-target emphasis and its
derivation from the comparative advantage index « become more complicated
matters than may have been suggested by the static analysis in the present
chapter. This is so for three reasons.

(1) The lags in the economy might be such that there is a very big but a much
delayed response of, say, inflation to the rate of interest. In this case fiscal policy



might have a comparative advantage over monetary policy in the control of
inflation in the immediate future, while monetary policy might have the
comparative advantage if one was concerned with the later effects of today’s
policy changes. The instrument-target emphasis would depend upon the extent to
which one put weight on immediate or delayed effects.

(2) In a non-linear structure of economic relationships the comparative
advantage of a particular control variable may well depend upon whether the
economy is near to or far removed from its ultimate steady-state target values.
Thus if investment far exceeded the wealth target, inflation far exceeded the
inflation target, and the demand for labour far exceeded the available supply, the
cost-push, element in the wage equation might be much greater relative to the
demand-pull factor than it would become in the ultimate steady state with both
investment and inflation at their target levels. Thus the comparative advantage of
fiscal policy in controlling inflation might be much greater in an initial
disequilibrium position of the economy than it would be in the ultimate well-
controlled steady state.

(3) In order to avoid otherwise unacceptably large and frequent changes in
certain variables it might from time to time be desirable to disregard the emphasis
which comparative-advantage considerations would otherwise put upon them.

Meanwhile, two absolutely fundamental dynamic problems which need
theoretical clarification relate to the wage—price spiral and wealth accumulation.
We analyse these issues in the next two chapters. In these chapters, we also
analyse the issue of exchange-rate targeting, and begin to tackle the question of
expectations formation.



Chapter Three

The dynamics of price stabilization

3.1 INTRODUCTION

So far we have studied the problem of economic policy in a static context. Taking
a particular structure of the economy we have investigated the necessary
adjustments to monetary and to fiscal policy which are needed to achieve
particular short-term variations in prices and in national wealth. In this chapter
we extend the previous analysis to a dynamic context so as to focus on two
particular dynamic problems: (i) the wage—price spiral and (ii) the role of a target
exchange rate. We neglect other important dynamic issues and, in particular, the
dynamics of wealth accumulation, which we leave to Chapter 4.

We set out a model, which is intrinsically dynamic. Throughout this chapter, as
in the previous one, we work with a price target rather than a Money GDP target.
The motive for doing this is once again to maintain algebraic simplicity.

We first explore the steady-state properties of the model, showing the
adjustments to policy instruments which are needed to achieve particular long-
run variations in target values or supply-side conditions. These steady-state
changes are a consequence solely of the character of the model, and cannot reflect
any preference to use policy rules in any particular way.

We then consider various ways in which one could specify an active policy
designed to achieve price stability, indicating that either monetary policy (which
we demonstrate can be expressed using the interest rate as an instrument, and
working through the medium of a target exchange rate) or fiscal policy should be
emphasized for this purpose. We test for the asymptotic stability of the economy
using either monetary or fiscal stabilization rules and show that, if the fiscal
instrument is a tax rate, and if wages are strongly indexed to prices, a fiscal rule is
likely to be unstable. This result meets the Lucas critique, since it is found when
expectations are model-consistent. It is robust to the way in which expectations
are formed, since it also holds when expectations are assumed to be adaptive.

It is not possible in a simple analytic model to investigate jointly the dynamics
of the monetary and the fiscal rules which would stabilize simultaneously both
prices and national wealth. In this chapter we are concerned with the problems
arising in the stabilization of prices; and for this purpose we have proceeded as
follows. To study the dynamic problems which arise if monetary policy is used to
stabilize prices, we assume that the fiscal control is held constant at the level at
which it would be operative in the steady state (in which both prices and national
wealth would be at their target levels) and then study the dynamic problems of
adjusting the monetary control so as to keep prices on a target path. Conversely,



to study the dynamic problems of control of inflation by means of fiscal policy, we
assume the monetary control to be kept constant at its steady-state value and then
examine the problem of varying the fiscal control in such a way as to keep prices
on their target trajectory.

Our model does not allow us to study the simultaneous dynamic operation of
both controls to achieve both targets, but it does allow us to investigate the
comparative advantage of fiscal measures relative to monetary measures in
controlling inflation and national investment. In our static model of Chapter 2
there was a direct link between the pattern of comparative advantage and the
appropriate target-instrument emphasis of policy rules. In a dynamic model in
which the pattern of comparative advantage changes over time the link cannot be
as clear. Nevertheless it has been our experience that the short- to medium-term
pattern of comparative advantage is reflected in the structure of well-designed
policy rules. In this chapter, therefore, we investigate how the pattern of
comparative advantage depends on the structure of the wage equation as a
preliminary to our empirical investigation of Chapter 6.

3.2 THE ANALYTIC MODEL

We use an expanded version of Dornbusch’s (1976) model. The model is one in
which stock effects are neglected despite their undoubted importance; investment
behaviour is modelled in a very simple way; no role exists for foreign-exchange
intervention and the model does not incorporate any proper production function.
Nevertheless the model does allow us to explore the effects of attempting to
stabilize prices by means of either monetary or fiscal policy and in the context of
an exchange-rate target. The model is derived from that presented by Blake and
Weale (1988) and is very similar to Miller and Williamson’s (1988) model.
However, our analysis differs from that of Miller and Williamson mainly in that
we have a more developed model of wage formation (see Fischer, 1988). We attach
very considerable importance to the fact that the model allows us to consider
issues such as steady-state outcomes and the stability of different policies, as well
as some short-term responses.

3.2.1 Policy objectives

There is a target path, p*, for the level of the domestic (factor cost) output prices,
p. It is sometimes convenient to express this as equal to the original price level, p,,
augmented over time by the target inflation rate, p*. Prices are measured in
logarithms, thus we may write p* = py + p*t.

There is also a target, j*, for the level of national investment, j.! We measure j
as the logarithm of investment expenditures, in units of gross domestic product; j
includes both domestic and foreign investment (the latter is equal to the surplus
on the current account of the balance of payments).

These objectives are consistent with our New Keynesian approach to economic
policy, although, for reasons of analytical simplicity we adopt a target for the
price level rather than for the level of Money GDP. In particular, we avoid setting



a target for the level of real output, on the grounds that this is determined by the
structure of the labour market.

3.2.2 The labour market

Wage rates, w, are assumed to respond to excess demand in the labour market, to
price inflation and to changes in the rate of tax. Prices and quantities are
measured in logarithms with the base value of log prices set at zero. Thus we
write

n';=&+a|(fd—!’)+az(ﬁ—n’é)+a3§+a4ﬁ (3.1)

where & is a constant and M and P represent logarithms of labour demand and
labour supply respectively; a is the logarithm of the real exchange rate, measured
in units of foreign currency per unit of domestic currency adjusted for inflation in
domestic output prices, so that a fall in a represents a real depreciation. The (pre-
tax) price of consumption goods is p — 1" a (and its rate of change is pj — 5" d)
since it is assumed, as in Chapter 2, that a fraction 1’ of spending is directed
towards imports. It is widely argued that the inflationary consequences of indirect
tax changes are much stronger than are those of direct tax changes. This is a
phenomenon which we would not wish to rely on for purposes of economic
management, because we suspect that any systematic attempt to exploit it would
result in labour market behaviour changing so that it was no longer true. In this
equation we therefore do not distinguish the effects of direct taxes from those of
indirect taxes; we use a single index of the rate of tax (S). Inflationary pressures
are augmented if this increases.

% is the ‘core’ rate of inflation, and is exogenous. We assume that it is equal to
the target rate of inflation adopted by the authorities. We do not consider
mechanisms by which the core rate might be brought into equality with the target
rate if there is initially some discrepancy between the two. Thus we write

*

p=p" (3.2)

Homogeneity of degree 1 of wage inflation with respect to price inflation requires
ay + a4 = 1 and we also assume this from now on.
A simple labour supply curve is specified

P=F+asiw—{p—n'adl) —asS (3.3)

where f5 is a constant. This labour supply curve is of the same form as that in
Chapter 2 (equation 2.7c). We abstract from shifts in the supply curve over time,
due, for example, to the growth in workers’ aspirations. We do not embody any
intertemporal substitution effects in this supply curve.

In addition to the labour supply and labour demand curves, an embryonic



short-run production function may be embodied in the assumption that labour
demand is proportional to output, y. We abstract from productivity growth and
choose our units so that the constant of proportionality is unity. This gives

=y (3.4)

Productivity is assumed to be constant. This means that w measures the logarithm
of unit labour costs, as well as the logarithm of the real wage.

3.2.3 Output

Output is demand-determined and is represented by a simple IS curve

y=y-plt'[R-pl+e'a+x'5-2) (3.5)

where _}3 is a constant. y is measured as the logarithm of output, ¢’, & and »;
represent the ‘impact effects’ on demand, as a proportion of the level of output, of
changes in the real interest rate ( R - p'), a and S respectively; g_ is real
government spending, measured in deviations from its initial proportion of the
initial level of output. p is the Kahn — Keynes multiplier which augments all these
impact effects on demand in the usual way. (Care is needed here in the choice of

units and proportions because the model is log-linear.) We abstract from any
trends in the constant ¥, or in government spending.

3.2.4 Prices and the real exchange rate

The price of domestic output is, as in Chapter 2, set by a mark-up, =z, on unit
labour costs, w; it is assumed that there are no imported raw materials. In
logarithms we write

p=m1+w (3.6)

The real exchange rate is simply the sum of the nominal exchange rate and the
price level, since all these variables are measured in logarithms, and foreign prices
are assumed to be constant.

a=p+e (3.7)

3.2.5 National investment

National investment, j, is the logarithm of the sum of home and foreign
investment. It plays no role in the dynamics of the model but, since the economy
is assumed to have a target for the level of investment, it is essential to consider its
determinants. A real interest-rate term /" represents the effects of that variable on



domestic investment, while a term in the real exchange rate is included as a
consequence of its effect on the net foreign balance. An increase in output has two
effects on national investment in opposite directions. There is a positive
accelerator effect on domestic investment. In Chapter 2 this was represented by
the parameter, v. But there is a negative effect on net foreign investment, since

imports are assumed to rise. This is represented by the parameter 1’ defined in
Chapter 2. We assume that the foreign investment dominates (§ = ° — v > 0), so

that an increase in output depresses investment overall. The coefficient J is a

constant; we abstract from any trend in this.

j=/-JV(R-p)—¢€'a-2sy (3.8)

where §=7" - v>0.

This equation differs from the analogous equation of Chapter 2 (equation 2.35c)
because the real exchange rate is entered explicitly, whereas there it was solved
out. The main consequence of this is that, with the exchange rate as explicit, the
sign of the output term is negative. In Chapter 2, the floating exchange rate offset
the effect of imports on overall investment, and only the positive accelerator effect
remained.

3.2.6 The financial markets
It is assumed that there is perfect substitutability between home and foreign

assets, so that the expected rate of change of the exchange rate depends only on
the gap between the foreign ( E F) and home (R) rates of interest

é*=RF—-R (3.9)

There is a simple LM curve which could be used in the model, showing the
relation between nominal income (y + p), the nominal interest rate and the money
stock, d. Nominal income and the money stock are measured in logarithms.

d=d+y+p—-tR (3.10)

If a monetary target were to be adopted then this equation would play a crucial
role as the determinant of interest rates in the short term and the price level in the
long term. However, in the examples which we consider in detail an interest-rate
rule is used. In such circumstances the LM curve is an appendage required solely
for the sake of completeness. It is true that the LM curve is important because the
proportion of outstanding government debt in the form of money affects the
amount of interest the government has to pay and therefore the budget deficit.
This is an issue which we take up empirically in Chapter 5. The present model
does not show the effects of that deficit on interest payments, and therefore the



extent to which the national debt is financed by non-interest-bearing rather than
interest-bearing debt has no effect on the behaviour of other variables.

3.2.7 Expectations

We consider two naive assumptions about the formation of expectations in the
foreign exchange markets. The easiest approach is that of model-consistent
expectations. This assumption is very simply

€°=¢ (3.11a)

The assumption of model-consistent expectations is often regarded as a
convenient working hypothesis, even though it is at best an approximation to the
more realistic assumption of rational expectations.

The other expectational assumption which we consider is that of adaptive
expectations. Depreciation of the real exchange rate in one period is expected to
be followed by appreciation in the next period. An adjustment must be made for
steady-state inflation, in order to ensure that expectations are consistent in the
long run. In the limiting case of continuous time, this reduces to

6= —dlée+p)-p* (3.11b)

-k

Expectations are not fulfilled except in the steady state, when e — , and

the exchange rate responds only gradually when the model is shocked.

This regressive form of adaptive expectations is not completely satisfactory. It
means that, at any time when the rate of depreciation is faster than the core rate
of inflation, it is expected to be below the core rate of inflation. This feature could
only be avoided if we were to introduce more complicated dynamics, or use a
common alternative regressive form of adaptive expectation, which depicts the
real exchange rate as expected to return gradually to some long-run steady-state
level, rather than (as here) being expected to reverse the direction of its present
change. The second form is not suitable for simulating in our empirical model
later since it requires the identification of a long-run steady-state exchange rate.
(We were in any case reluctant to make the assumption, in our adaptive
expectations model, that the long-run steady-state real exchange rate was easily
identifiable.)

3.2.8 The complete model

The equations above may be brought together in the following summary table

Table 3.1 The dynamic model



W o=a+all? =1+ el — n'd) + caS + oup (3.12a)

p =p* (3.12b)
P =lrasiw- [p-n'a])— oS (3.12¢)
=y (3.12d)
y =p—ult' [R-pl+e'a+x'S-g) {3.120)
p=xtw (3.12f)
J =i-v(R-p)~ca-by (3.12g)
¢ =R"-R (3.12h)
d =d+y+p-{R (3.12i)
6" =¢ (3.12ja)
¢* = -olé+p") - p* (3.12jb)
a =e+p (3.12k)

3.2.9 Three basic equations

By elimination of the eight variables, W, ‘é [s’ ! 4, V, € ee and d, from the
» y oy

eleven equations of Table 3.1, we obtain three equations expressing the
relationships between five basic variables, namely, the two target variables, p and

J, the intermediate target variable, a, and the two control variables, R and S, in

terms of the exogenous constants.
The first of these equations shows the level of price inflation. From equations

i . - )
(3.12a,b,c,d and e), after elimination of b, [s, I d and y we obtain
w=a' +ai|f-p( [R-pl+e'a+ xl'S—g)Hm(ﬁ—n’deS
+ P’ — wa{w— [p—n'al) + o o6S

where &' = a —aif®.

Noting that yw — #}and w — p =7 (from equation (3.12f)) we may re-express
g w=pn p q

this, after elimination of w and regrouping terms, as



P=B-Biut' R~ (Bipe’ + Bsn’ W — Brax 1" — Be)S — Ban"d + B8 + Bup”
(3.13)

where

B=(a' +aily+pudl +orasmf(l — oz — i)
Bi=oif(l —az —aqud’), i=1,2,3

Bi=oaif{l = 7 ~oqui’), i=5,6

Ba=aaf(l —az —aqpi’ Y= (1 — a)f(l — a2 — ayae”)

The sign of the expression (I-a,—ajut’) is of crucial importance since the signs of

all the f-parameters in (3.13) depend upon it. There are two important ways in
which an inflationary price rise may feed back upon itself in such a way as to
cause an explosive inflationary effect. First (as measured by the parameters oyp’),
a rise in prices reduces the real rate of interest and will thus encourage an increase
in investment expenditures which in turn will exert a demand-pull inflationary
effect. Secondly (as measured by ay), a rise in prices will raise the cost of living
which will exert a cost-push inflationary effect on wages and so on prices. We
first assume a, + ozt < 1 so that all the f-parameters are positive in sign.

In this case we can interpret equation (3.13) in the following way. A
depreciating real exchange rate causes upward cost-push pressure on prices, as
does a low. level of the real exchange rate. The latter also causes demand-pull
pressure through its effects on the trade balance. A rising tax rate causes upward
cost-push pressure on inflation, as does a high level of the tax rate. But the latter
also causes downward demand-pull pressure and thus the direction of the effect of
the level of the tax rate on inflation is ambiguous. A high real interest rate
obviously dampens inflation — for a given level and rate of change of the real
exchange rate — by means of demand-pull influences.

If, however, oy + aypt’ > 1, then the P-parameters become negative and the
effects of the right-hand side variables appear to be reversed. However, the effect
is in fact more dramatic. Unless some of the right-hand side variables are suitable
functions of ‘tj a rise in prices would lead to a larger ‘second-round’ rise in prices.

The process would continue, and the wage—price loop would be instantaneously
unstable. The rate of inflation implied by (3.13) would never be established. An
important part of our subsequent analysis is to investigate whether any of the
right-hand side variables are, or can be made, functions of }j so as to ensure that
the price equation is stable even if oty + oy’ > 1.

The second of the three basic equations shows the rate of appreciation of the
real exchange rate. In the case of model-consistent expectations we use (3.12h),

(3.12ja) and (3.12k) to eliminate e and €%, and obtain

d=RF—(R-p) (3.14a)



whilst, for the case of adaptive expectations, use of (3.12jb) instead of (3.12ja) gives

RY-R+p%» . .
_( . P)+p_p*

Finally the equation for the level of national investment may be written — after
substituting the IS equation into (3.12g)—as

d= (3.14b)

J=f = (1 - R —p)— &' (1 — dpa + dux1' S (3.15)

where J'_r — J'___ 5 [ )} + #g‘] We make the standard assumption that,

taking the real exchange rate as given, dp < 1. This implies that import leakages
cannot be large enough to reverse the direction of influence on national
investment of the negative impact effect of the real interest rate on domestic
investment. It also ensures that provided € > 0 (which is the Marshall-Lerner
condition) a real depreciation has a positive effect on the national investment.
Higher taxation increases national investment because it reduces imports more
than it depresses domestic investment.

The policy problem addressed in the analytic part of the chapter may now be
stated formally. It concerns the use of the two policy instruments S and R so as to

obtain from equations (3.13) to (3.15) the desired outcomes p* and j* for the two

policy objectives of the price level and national investment. We examine both
long-run comparative static and then dynamic effects.

3.3 THE STEADY STATE OF THE REAL ECONOMY

Before considering the way in which the price level might be stabilized, it is

helpful to investigate the consequences of such stabilization. The logic of adopting

this particular order is to reinforce the vital point made in Chapter 2 that the

steady state of the real economy is independent of the control rules which are

adopted. We also show that this steady state is independent of the inflation target.
A steady state is defined as

p=p*=po+pt (3.16a)
j=jt (3.16b)
d=0 (3.16¢)

Equation (3.16a) implies that — p3¥* Using this together with equations
q P Pe=p g g q
(3.12h,ja,jb and k) we find that Rm = E F + ﬁ *; this in fact follows from our



assumption of perfect capital mobility. Substitution of R- F + p’.* for Rin (3.13)

and noting that B,—B;p’ = 1 leads to (3.17a), equation (3.16b) enables (3.15) to be
written as (3.17b):

p=p*=0=08-Fu'R" = (Brue” + B - (B’ — 315 (3.172)

Fr=j = (=R —e'(1 — dwa + dux,' S (3.17b)

These steady-state conditions indicate the relationship between the policy
instruments and the policy targets. Notice that, in the steady state the real
exchange rate is treated as though it is an instrument. This reflects its status as an
intermediate target; i.e. as a target variable in guiding short-term policy, but also
as an instrument which can be adjusted in order to achieve the overall aims of
economic policy, namely, inflation at its target rate and investment at its desired
level. It is also worthy of note that the condition for inflation to be at its target
rate (3.17a) does not depend on the value taken by that target rate. The model is
homogeneous of degree zero in inflation in the long run; that is, its steady state
does not depend on the rate of inflation. Despite this, the analytical techniques of
Chapter 2 remain highly relevant. Equations (3.17) can be used to find the steady-
state values of S, and a,. They are

Se= 188" (1 = &) + (Bape’ + B U™ =7 b+ (1 = )3’ R |fA
(3.18a)

e = B8’ = Buery’ — Be) (¥~ 1) = (0" B’ — Bet” [1 = 8] )R A
(3.18b)

where

A=fue’x" + 85 bury’ — Bse’ (1 — 3}

It is important to note that the steady-state values are uniquely defined by the
target rate of investment and the condition that inflation should proceed at its
core rate. In normal circumstances this rules out the permanent tax cut proposed
by Buiter and Miller (1982) as a way of ‘costlessly reducing inflation’. Their
proposal in fact finances a reduction in inflation by a subsidy to current
consumption.

The expression A will be positive unless the upwards long-run cost-push effect
of an increase in the tax rate, P, is so large as to outweigh the downward
demand-pull effect B%;’ by enough to offset the other term. We describe an
economy with these abnormal properties as ‘very long-run cost-push’. We note
that if B is large, i.e. if the real exchange rate has powerful cost-push effects, then
the chance of the economy being very long-run cost-push is reduced.

We illustrate the comparative static properties of this solution in Figures 3.1 and



3.2. In Figure 3.1 we show the effect of a change in supply-side conditions, while
in Figure 3.2 we show the effect of a shift in the investment target.

The line in Figures 3.1 and 3.2 marked B is derived from equation (3.17a) and
shows the combinations of a and S which deliver inflation at its target rate given

the value of E It is replaced by the line marked B" if E is replaced by B" in
(3.17a), with B > B From the expression for B in (3.13) it can be seen that a

rise in B to ﬁ" could occur from any exogenous change which would put an

inflationary pressure on prices, such as an increased demand-pull pressure from
an exogenous decrease in the labour supply or increase in the demand for labour,
or an increased cost-push effect from an exogenous rise in the mark-up of prices
over costs. A higher rate of interest could offset or a lower rate of interest could
intensify in (3.17a) the inflationary effects of these pressures on B in the

conventional Keynesian manner. The slope of the B contour can be derived from

617225 838 = — (Bipxr’ — Po)f(Bipe’ + Bsy’) Thisis

negative so long as ﬁﬁ < 31 Hx | ! but swings round in the anti-clockwise
direction as the cost-push factor, B4, increases, changing from a negative to a
positive slope when B, exceeds qpi; .

Similarly the line marked j* in Figures 3.1 and 3.2 is derived from (3.17b), and
shows the combinations of a and S which are needed to keep j at its target value,
J*. It may be noted that, while the j* contour slopes upwards in Figure 3.1 in the S-
a plane, the J-contour slopes downwards in Chapter 2 in the S—R plane, as can be
seen from the negative value of oy. These two results are in no way in conflict. In
fact in Chapter 2 the J-contour would also slope upwards if it had been drawn in

the S—a plane instead of in the S-R plane.*
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Figure 3.1 A supply-side shift

In Figure 3.1 we consider four cases, showing the long-term policy response
which is necessary to achieve both the price target and the investment target in
the face of a worsening of the supply side, or an increase in exogenous demand

pressure (an increase in E).S In Figures 3.1(a) and 3.1(b), the demand-pull effect of
taxes in the wage equation exceeds the cost-push effect. In Figure 3.1(a) the
downward slope of the B-contour exceeds the upward slope of the j*-contour, and

so the comparative advantage lies with fiscal policy in responding to the increased
inflationary pressure represented by the shift in B In Figure 3.1(b) the cost-push

term is stronger, and so the comparative advantage now lies with the real
exchange rate. But in both cases the policy response is to appreciate the real
exchange rate and to raise taxes. Controllability would be described as good.
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Figure 3.2 An investment target shift

In Figure 3.1(c) we move on to the case in which the cost-push term in the wage
equation exceeds the demand-pull term. The upward slope of the B line is less

than that of the j* line, and so once again we find an increase in taxes and an
appreciation of the real exchange rate. Comparative advantage still lies with the
real exchange rate in suppressing the inflationary disturbance, but controllability
must be described as poor. Large movements in a and S are required.

In Figure 3.1(d) the whole pattern is changed. The cost-push term is now so
powerful that the slope of the j*-contour is less than that of the E line. The

response to a worsened supply condition, or to an increase in exogenous public or
private demand, is to reduce taxes (so as to generate extra output) and depreciate
the real exchange rate (so as to offset the effect of the expansion on the import
bill). In this very cost-push case the controllability is poor and the pattern of
control is reversed as compared with the other three cases.

An increase in the target rate of investment is shown in Figure 3.2. It is
represented by a rightward shift in the j-contour. It can be seen that in cases (a)

and (b) this will be associated with a higher tax rate and a lower real exchange



rate. In cases (c) and (d) the real exchange rate will still be reduced, but the tax
rate will also be lower.
_ Finally we note that a reduction in the foreign interest rate will affect both the
- and j*-contours. The B-contour will be moved in the direction of £ and the j*-

contour will also move to the right. In cases (a), (b) and (c) the new equilibrium
will have a higher real exchange rate, although whether the tax rate is increased
or reduced depends on the magnitudes of the various parameters. In case (d) the
tax rate will undoubtedly fall, and the issue of whether the exchange rate is
increased or reduced depends on the magnitude of the model parameters.

3.4 REGIME 1: THE UNCONTROLLED ECONOMY
We now present standard results (see, for example, Adams and Gros, 1986) about
the dynamic behaviour of an economy in which no active policy rule is used. We

define this to be one in which the nominal interest rate is held constant, at a value
N, and the tax rate is held at ¢

We then find from (3.13) and (3.14a), with model-consistent expectations,

F=8-81 wi'R~(Biue’ + Bsn’da = (Bipxr — Bs)S = Ban'd + Bap* (3.19a)
é=R'-R+p (3.19b)

From these we may solve for ﬁ and a" as

18— Bued R = (e’ + By’ Ja — (Bupxa — 8BS — By (R — R) + 3up” |
I+ 3’

p=

(3.20a)

G=R'_ R+ (8- 3R - (Bipe’ +3W'}(-’—]t3:;kf — )5 - 3 (R - RY+35%)
ht/]

{3.20b)

This system has one zero root, since p does not feature in either equation. This
zero root means that the price level is indeterminate. The dynamic behaviour of
the system does not depend on the price level. The second root is given by the
coefficient of a in (3.20b). Using the values of f;, f, and f5 from (3.13), this can be
expanded as

—{(Bpe’ +Bsn')= —(onpe’ + asam')
(1 +32m") (1 —o>— o’ + azn')

This root is negative if ax1-n’) + ' < 1, a condition which must be fulfilled if



instantaneous price instability of the type mentioned in section 3.2 is to be
avoided. This stability condition is weaker than that in section 3.2 (a, + aut’ < 1)
because we see in (3.19b) that the real exchange rate is now endogenous. Rising
prices lead to a rising real exchange rate. This exerts a downward pressure on
prices; it can stabilize the instantaneous wage — price loop even if the condition of
section 3.2 does not hold. However, a negative root means that the model has no
unstable root associated with the real exchange rate. The uncontrolled economy is
overstable when expectations are model-consistent.

When expectations are adaptive, p is once again given by (3.19a), while ais

now given by (3.14b). We now find, after substituting, that

b—
18— Bupe R — (e’ + Ben")a — Wiaxi — BaIS + B2 (R - R)for + (s + o [1 + 1o )"
L+ 3m’

(3.212)

¢= —(R' - Rifo +

(8- B 'R =~ Bipe’ + 31 da = (Biens - BaS + By (RY — Ryfor + s — [1+ 1o ] ")
1+ d2n"

(3.21b}

The model now has roots of 0 and

—(Bpe’ +8sn") _ —(aupe’ +asaiy’)
1+ By’ | —al = 9n') — aqpui’

The condition for instantaneous price stability is the same as it was when
expectations were model-consistent and, when prices are instantaneously stable,
the root is negative. This negative root means that the real exchange rate is stable.

The root has the same sign independently of the way in which expectations are
formed, because a high real exchange rate has both cost-push and demand-pull
effects which lead to falling prices. Other things being equal, these falling prices
have the effect of reducing the real exchange rate. This is a stabilizing influence.
This effect, which is overstabilizing with model-consistent expectations, arises
from the use of the nominal interest rate as the exogenous instrument of monetary
policy.

This model allows at best a partial analysis. It is possible to argue that it
neglects possible stabilizing features such as the Pigou effect whereby a rise in the
price level would damp demand because of the fall in the value of cash balances.
Nevertheless the results are very clear. The price level is indeterminate. With
model-consistent expectations the real exchange rate is overstable. These facts
create a clear need for some sort of active policy rule.

3.5 THE POLICY FRAMEWORK



3.5.1 Four types of inflation control

Having considered the comparative statics of the steady state and looked at the
behaviour of the uncontrolled economy, we now investigate policy rules which
could be used to control inflation. In each exercise we assume that only one policy
instrument is used to control inflation at any one time. This means that our results
can be used to illustrate the proposals of McKinnon (1986) who advocates the use
of monetary policy to fight inflation, and Williamson and Miller (1987) who
advocate the use of fiscal policy to fight inflation. Our results also indicate the sort
of pitfalls which might be encountered in setting up cross-linked rules of the type
which we use in Chapter 6.

We assume that if fiscal policy is used to control inflation, then the monetary
control ‘instrument’, the target real exchange rate, is held constant at its steady-
state value, while if monetary policy is used to control inflation, the fiscal policy
instrument (the tax rate) is held at its steady-state value. This means that we do
not consider the dynamic problems in attaining the investment target. That will be
investigated in Chapter 4. But our assumption does imply that in any steady state
which is achieved by our control of inflation, the wealth target will also be
achieved.

The model allows us to consider four possible types of counter-inflationary
policy. The first policy is that of monetary targets. The nominal money stock is
allowed to grow at the target rate of inflation and the interest rate is determined
by inverting (3.12i). The second approach also uses monetary policy as the route to
keeping prices on their target path. However, as discussed in the introduction, an
intermediate target is established for the exchange rate, with reference to the level
of prices. The home interest rate is then set with reference to the gap between the
actual and target exchange rates. The remaining approaches to maintaining price
stability rely on fiscal policy; either government spending or the tax rate is varied
so as to stabilize inflation. In this section we discuss some of these alternative
methods of disinflation.

A monetary target

The use of monetary targets in an open economy results in a system very similar
to that described by Dornbusch (1976). It is now well documented that
disturbances to international capital markets or shifts in the velocity of circulation
will, in a regime with a fixed money stock, lead to fluctuations in the real
exchange rate and disturbances to output even though there may be no
inflationary pressure (Artis and Currie, 1981). We can see no advantages in such a
system compared with one in which the interest rate is used explicitly for counter-
inflationary purposes. It has been much discussed elsewhere and we do not
consider it further.

An exchange-rate target

The main route by which monetary policy achieves inflation control in an open
economy is through the exchange rate. We may therefore set out an anti-
inflationary policy in which (i) a target exchange rate is set at a level which



depends on the deviation of actual prices from their target value and (ii) an
interest-rate policy (specified below) shows how the interest rate is used to steer
the exchange rate to that target. This is monetary control of inflation, although by
rather different means from those presented by Dornbusch (1976) and Buiter and
Miller (1982). In our analytic model we write

a*=act+xilp-p") x1>0 (3.22)

This implies that the real exchange-rate target is appreciated above its steady-state
level if prices are above their target level. (Note that the special case of X; = 1
corresponds to a fixed nominal exchange rate target.) Interest-rate policy now
becomes subordinated to the attainment of this target exchange rate in a manner
discussed below. This formulation assumes that the authorities know a,, and can

use this information in the setting of a*. We do not assume this in our empirical

work, but to do so here greatly simplifies our analytic investigation.®

There are a number of reasons why it might be desirable to adopt a target real
exchange rate as a focus for counter-inflationary monetary policy, rather than
relying on the money stock as an intermediate target or letting the interest rate
respond directly to the price level. It is often argued that exchange-rate
stabilization, such as would be expected to follow from exchange-rate targeting, is
desirable per se. Or it may be that, without any exchange-rate target, there will be
bubbles in the exchange rate which may have a disruptive effect on the other
variables in the economy. We discussed some of these in more detail in Chapter 1.
We do not now add to this normative case for the use of the exchange rate as an
intermediate target. To do so would inevitably extend our material to an
unreasonable degree. What we do offer is a positive demonstration of the way in
which such a target works, and a solid demonstration that it can replace the
money stock as an intermediate target on which a counter-inflationary policy can

be based.

A tax-rate rule

A third approach is to set the tax rate with reference to the deviation of prices
from their desired level. In our analytic model we write

5=5S<+x20p—p*) (3.23)

This implies that taxes are set above their steady-state level whenever prices are
above target.
This formulation assumes for simplicity that the authorities know S.; we do

not assume this in our empirical work.”

A public expenditure rule

Public expenditure could be used as an alternative fiscal instrument, giving the



fourth means of price stabilization. We use it in this way in Chapter 4, so as to
simplify our exposition. For the purposes of this chapter it can be treated in the
same way as the tax rate. The only major difference is that we assume that the
cost-push effects of both the level and rate of change of public expenditure (5 and

B) are zero.

3.5.2 The fiscal-monetary mix

None of the options outlined above is sufficient to close the system. If monetary
policy is used for counter-inflationary purposes, some principle is needed for the
setting of fiscal policy. If, on the other hand, fiscal policy is used to suppress
inflation, some guidance is needed to indicate an appropriate monetary stance.

We assume in our analytical model that the ‘spare’ policy instrument is set in a
manner which ensures that the investment target is achieved in the steady state.
In fact it may be desirable to use this missing policy instrument actively in order
to damp down disturbances; indeed in our empirical work discussed below this is
done. However, the dynamic model presented here would become intractable if
any attempt were made to extend it in this way, and we do not make any such
attempt.

Thus, if the real exchange rate intermediate target is used for disinflation, and if
it is assumed that the level of real government spending is exogenous, then the tax
rate is set to ensure that the investment target is met. The appropriate tax rate is
given by equation (3.24)

S =S« (3.24)

If fiscal policy is used for disinflation, then we assume that a target real exchange
rate, consistent with the desired investment target, is adopted. The required target
value is given by equation (3.25)

a” = tx (3.25)

3.5.3 Specification of interest-rate policy

Target values for the real exchange rate have been specified in three of the four
‘policy rules’: it is now necessary to indicate how monetary policy should respond
when the actual real exchange rate is away from its target. There might in reality
be two arms to monetary policy, foreign-exchange intervention and interest-rate
setting. However, by making the simplifying assumption that there is perfect
substitutability between home and foreign assets, any role for intervention is lost.
And so it remains to consider only the setting of the interest rate. An obvious
suggestion in the context of our model is to adopt a high real interest rate when
the real exchange rate is below its target, and a low real rate when the real
exchange rate is above its target. If the domestic interest rate is also set with
reference to world interest rates then an appropriate simple rule is, with no
inflation abroad,



R=RF+ys@*—a)+p x>0 (3.26)

We use just such a rule in our analytical model. In our empirical work, the use of
integral control means that it is possible to specify a control rule without explicit
reference to the foreign rate of interest or the domestic rate of inflation and so the
structure is slightly different.

3.5.4 Why investigate decoupled control rules?

In order to investigate stability with our simple analytic model it is necessary to
restrict the system to be second-order. As a consequence we make the following
assumptions which have already been noted. When the active exchange-rate
target rule is used to stabilize prices, the tax rate is assumed to be set permanently
to S, On the other hand, if an active fiscal rule is used to stabilize prices, the

target real exchange rate is assumed to be set to a. In both cases interest-rate
policy is used as in (3.26). In neither case is there any dynamic feedback from the
level of investment to the policy instruments.

We are now equipped to compare the dynamics of two more regimes:

(a) Regime 2: monetary disinflation using a target exchange rate (with S constant
at S,),
(b) Regime 3: fiscal disinflation (during which a* is constant at a).

The reader may doubt the relevance of such ‘decoupled’ regimes in which one
instrument is exclusively assigned to the control of one target. We perform these
investigations for two reasons.

(1) Other people propose assignments. It is apparently a UK Treasury view (see
also Boughton, 1988) that inflation control should take place as in Regime 2, with
the fiscal instrument only being adjusted for ‘longer-term structural reasons’ (i.e.
in pursuit of a wealth target?). By contrast Edison et al. (1987) have advocated
Regime 3, with the real exchange rate being kept at or near a,. Our approach
means that we can compare the dynamics of their proposed assignments.

(2) This investigation also gives preliminary indications concerning the
appropriate instrument-target emphasis for our more complex empirical
investigations (where we do not confine ourselves to decoupled designs).

3.6 REGIME 2: MONETARY CONTROL OF INFLATION BY AN
EXCHANGE RATE TARGET

In Chapter 2 we looked at the way in which policy instruments could be used to
change the short-term rate of inflation, which raised the same problems as those
which arise in coping with the inflationary pressures resulting from an adverse
change in supply-side conditions. The exercises were equivalent. However, in this
chapter the real economy is homogeneous of degree zero in prices in the long run,
which makes them different. In section 3.3 we were able to look at the effect of a



permanent supply-side shift, and we noted that a permanent change in the core-
target rate of inflation does not require any permanent instrument movement.

Now we study the dynamic convergence properties of the system, showing
how, if we start off with the price level displaced from its target value for any
reason, active policy rules can be used to bring it towards its target value. We
assume that the core-target inflation rate, '*, and the values of a,, and S,
consistent with the model parameters are known.

The dynamic system into which we insert our control rules for the purpose of
this dynamic analysis is a subset of the full system described in equations (3.13) to
(3.15). We need only consider the evolution of prices (3.13) and of the real
exchange rate (3.14a or 3.14b). The investment equation (3.15) can be ignored.?
Our aim is to investigate whether this system will converge to the steady-state
trajectory. Substituting R from (3.26) into (3.13) we obtain

p=B8-Bu' R +xala*~al +p)— (Bipe’ + Bsy")a. \
~(Bux1" —Be)S—-Ban'd+ S+ Bsp  (3.27)
Model-consistent expectations

Taking first the case of model-consistent expectations and substituting for R from
(3.26) into (3.14a), we obtain

d=—xia*—a) (3.28)

It remains to substitute for the exchange-rate target, a*, and the tax rate, S, in
equations (3.27) and (3.28). We substitute for a* from (3.22) and for S from (3.24)
and so obtain in matrix form

b =G v By e e o — (B’ + 8a’) — B xy p
= I+ 8’ I+ B
d -~ X3iX1 X1 a
+ constants (3.29)

Using the values of the S from (3.13), the determinant can be expressed as

—xaxuBipe’ + Bsn M + Bpe' ) = —xixalape” + ason’ (1 — )

In order to avoid instantaneous price instability, we require @, < 1. This says
simply that wages must not be fully and instantaneously indexed to prices. We
assume that this condition is met. The determinant is then negative provided that
X1 is chosen to be positive, and the system then has the one unstable root” which
we require for saddlepath stability. We assume that this unstable root is removed



by a ‘jump’ in the nominal exchange rate which sets the system on a saddlepath to
the steady state. The condition x; > 0 implies that, although the nominal

exchange-rate target need not rise in order to rein in prices, the real exchange rate
must be allowed to rise. The case of a fixed nominal exchange rate (x; = 1) is

obviously consistent with stable adjustment.
Figure 3.3 illustrates this. From (3.29) the ﬂ: — 0 line, along which a = g, has
a positive slope. The p = 3¥ line is flatter, and may have a negative slope

(although for sufficiently high x; the slope is certainly positive). SS is the
saddlepath. When p is higher than p*, at p; then the following happens: a* is
raised, so R is raised, a is then assumed to jump upwards (but not by as much as
the change in a*) and we can converge back to p* along SS.

1

Figure 3.3 The price/real exchange rate phase diagram

Adaptive expectations

With adaptive expectations we substitute for R from (3.26) into (3.14b) and obtain

d={x3(@” - alo+ @ - p")(1 + 1/¢) (3.30)



We also substitute in (3.27) and (3.30) for a" and S from (3.22) and (3.24) and the
system becomes in matrix form

P

d~(1+1/¢)p

—xaBi xi = B xaxufo By xs—Biee’ —Bsy’ +Ba'xsfe || p

L+ 8o’ (0 + 1{¢) + Brpe” L+ B’ (1 + 1) + B’
| X1/ - x3l¢ a
+ constants (3.31a)
or
p ~xaBi 1 ~ Ban'xax o

P4 B (1 + 1fé) + B’

(1 + U)o x1 + B xax)[6)
1+ 82" (1 + 1))+ B’

Bip’ x3 — Brue’ — Bap' + B2y’ x3/9 7
I+ 8" (1 + 1)+ B

~xal LB xs = Bipe” — By’ + B xafd)(1 + 1/8)
’ 1+ Ban'(L+ 1) + g’

d xaxife —

+ constants (3.31b)

With model-consistent expectations we required there to be one unstable root
which would be cleared by a jump in the exchange rate. With adaptive
expectations it is assumed that variables do not jump and so there should be no
unstable roots. This is assured if the trace is negative and the determinant is
positive.

The determinant is

xaxt(Brpe’ + Bsn ) {1+ Ban'(1 + 1fb) + B’ )@ =
xaxiloape’ + ason’){l — o2+ am'(1 + 1/d))e

With ¢ > 0, the condition for instantaneous stability is now

o (l — f [ 1 + lld) ]) & |- This is weaker than the condition, a, < 1,

which we met with model-consistent expectations. The reason for this is that we
have assumed expectations about the nominal exchange rate to be adaptive. This
means that rising prices raise the real exchange rate, thereby damping the wage-
price spiral. Provided that this condition holds, positive values of x; and x5 will



ensure that the determinant is positive. The trace is

it (1 + Lo —x1) + x38m (1 — x1 + Do — (Bipe’ + fs3") (1 + “m—xlf‘?}
L+ (1+ lf(h}-i-ﬁml' ’

It is increasingly negative in x; and so, by choosing a value of x; (the coefficient
of the target real exchange rate on the price level) large enough, it is always
possible to ensure stable control. This condition is tighter than when expectations
were model-consistent. A policy rule which is stable when expectations are
adaptive will be saddlepath stable when expectations are model-consistent, but the
converse is not necessarily true.

Thus our analytical investigation has shown in a stylized way how such a
policy regime would work, and has not revealed any difficulties concerning
potential instabilities.

3.7 REGIME 3: FISCAL CONTROL OF INFLATION BY A TAX RULE

Model-consistent expectations

With fiscal control of inflation, and a fixed real exchange-rate target, we
substitute for S from (3.23) and for a* from (3.25) into (3.27); (3.28) completes the
system to give

D —Buxi" —Be)x2 B’ x3—Fpe’ -8sq’ = Bm'xs || P
=1 1-fBaxz+ Bt 1 = Bsxz + Bt
d 1] X3 a
+ constants (3.32a)

This has determinant

—xax2Bpxy” = Be) _ —xaxalaupxy” — o)
1 - Baxa+ B’ 1 — o2 — a3xz

We first note that the condition for instantaneous price stability has been
modified. It is now a, + as), < 1. This condition sets an immediate upper limit to
the value of y,. The reason for this is very simple. If a3 > 0, so that an increase in
taxes has an immediate cost-push effect on wages, then any policy of raising taxes
in response to inflation will aggravate the instantaneous wage-price spiral. A
sufficiently powerful positive response will lead to instantaneous instability. y,
must be small enough to ensure that this does not happen.

We now consider the (unlikely) case in which the positive long-run cost-push
effects of a higher level of taxes dominate the negative demand-pull effects (i.e. S



< fie1’). Then inspection of equation (3.32) shows that stable control is possible

with a ‘perverse’ signed fiscal controller (i.e. with y, < 0).1° In this case if p begins
above p*, then taxes are cut and we converge stably to the lower price level p*.
But our empirical work suggests that this case is not a relevant one. The relevant
case is Sy, > Pg: ie. positive long-run cost-push effects of a high level of taxes
are less strong than the negative demand-pull effects. In this case the requirement
of instantaneous price stability discussed above sets an upper limit to the value of
Xo- This important result means that, with cost-push pressures in the wage

equation, there are limits to the use of fiscal policy in controlling price evolution.
We now check to see if our results survive the translation to adaptive
expectations.

Adaptive expectations

With fiscal stabilization the system is

p

| -+ el

—x2(fauxs " — Bs) Buut'xy - B’ — Bsy" + B afé | | P
L+ Biue” + Ban'(1 + 1) — Baxa 1+ B’ + 8’ (L + 1)} — Baxz
K 0 —xif¢ a
+ constants (3.33a3)
or
or
p = x2{Buixn 1" — Be)

1+ B’ + Ban' (L+ 1{é} — Baxa
—x20Buoa’ — Be)(1 + 1)
L+ B’ + 8an' () + 1) - Bixz
Bt x3 — B’ — Bsn’ + Ban’ xafe P
U+ B’ + By’ (1 + L) - Binz

(Bupd X3 — Bpe" — Ban" + Ban’ xaf@) (1 + L)
1+ By’ + B {1+ o) — 32

—-xife+

+ constanis (3.33



We require no unstable roots (i.e. negative trace and positive determinant).
The problems previously found with fiscal management recur. The determinant
is now

axa(Bipxy’ — Bl (1 + B’ + Bay’ (1 + 1/e) — Baxz2i¢ =
xaxloapr” —anar ) {1 — a2+ can’ (1 + 1jé) - asxa 1@,

The determinant condition for instantaneous price stability is now, with
¢ >0, I —az+am'(l+ 1f¢)—azx2 > 0 Once again
it sets an upper limit to . If this condition does hold, then we require x, > 0 if the
economy is long-run demand-pull (65 < f11x1’) and ¥, < 0 in the empirically less
relevant case where the economy is long-run cost-push (8¢ < fy3¢;).

The trace is

—xalBurr’ = Bo) + (Bupe’ x3 — Bupe’ — Bsn’ + Bag xsfe)) + Lo}

1481’ + 8 (1+ 1) = By xle

Provided that prices are instantaneously stable, a sufficiently large value of x,
will, with B¢ < Bpx;’, ensure that the trace is negative. However, if the degree of
wage indexation (ay) is close to 1, and if the economy is long-run demand-pull, so
that we need y, > 0, then it may not be possible to find a value of x, large enough
to deliver a negative numerator without, at the same time, leading to
instantaneous price instability.

We may summarize these results by concluding that the use of fiscal policy to
stabilize prices may face problems if the fiscal controller has a cost-push effect on
wages. If the long-run demand-pull effects of fiscal policy dominate the cost-push
effects, and this is believed to be the empirically relevant case, then there is an
upper limit to the value which the control parameter, x,, can take. With adaptive
expectations there is also a lower limit to y,, and so there may be no value of ¥,
which yields a stable solution. More generally, as with monetary control of prices,
it seems that a value of the control parameter which yields a stable solution with
adaptive expectations will yield a saddlepath solution with model-consistent
expectations, but that the converse is not the case.

3.8 THE COMPARATIVE ADVANTAGE OF FISCAL AND MONETARY
POLICY

3.8.1 The relevance of comparative advantage for policy design

We now turn away from simple policy regimes in which particular instruments
are assigned to the control of particular targets. Instead we ask the following more

complex question: in cross-coupled regimes'! which instrument should be mainly
relied upon to control which target?

In order to consider the question of whether reliance should be placed mainly
on fiscal or mainly on monetary policy in order to damp inflation, it is helpful to



use the concept of the comparative advantage or comparative weighting index, cw,
which we introduced in Chapter 2. This was defined as follows. If we consider the
problem of controlling two variables, y; and y,, by means of the instruments x;

and x; in the system

y1 = x11X1 + x12X2 + other terms
(3.34)
¥2 = x21X1 + x22X2 + other terms

we may define a comparative advantage index as

w= (x:ll}az)f()(zl{)(zz) (3.35)

Then as in Chapter 2 we may say that x; has a comparative advantage in
controlling y; if |w| > 1.

In a dynamic framework this index will probably change over time. By short-
term comparative advantage we summarize the relative impact effects of the two
policy instruments on our target variables. By long-term comparative advantage
we summarize the steady-state effects of step changes in the instrument variables.
The medium term relates to effects between these two extremes.

The pattern of long-term comparative advantage indicates the relative
magnitude of changes in the policy instruments which will have to be made in
order to achieve particular target values in the steady state. It is an indication, but
not always a very good indication, of the structure of the integral components
needed for well-behaved policy rules. We have found that short- to medium-term
comparative advantage provides a good indication of the structure of the

proportional component of control rules.!? If x; has a comparative advantage in
controllings y;, then the proportional component of a control rule designed to
damp a disturbance in y; should rely mainly on x;. Indeed relative instrument
movements can differ from what is indicated by the parameter co only to the

extent that one or both of the targets are allowed to slip. We express these ideas in
more detail in section 3.8.5.

3.8.2 Long-term comparative advantage

We consider first the question of long-term comparative advantage. This is simple,
in that it is independent of the way in which expectations are formed (because
with both our expectational rules, expectations are fulfilled in the long run).

However a complication arises in the long run. The tax rate is one policy
instrument, but the long-term real rate of interest is, at least in this model,
constrained to equal that of the rest of the world. In studying long-term
comparative advantage it is necessary to regard the real exchange-rate target as
the instrument of monetary policy. This in fact follows naturally from our
analysis in section 3.3.



With this in mind we can use equations (3.17) to write

_p - 5|88 / 9j[aS _ _ (Bawx1' — Be)dpxs (3.36)
Ap — p*)fda| djfda  (Bipe’ +Bsn') e’ (1 - bp) '

This represents the long-run (i.e. steady-state) comparative advantage of fiscal
policy relative to exchange-rate policy in influencing the inflation target as
compared with the investment target. Notice that, since always in the long run

3 ¥ _ 0 the effects of policy instruments on the inflation target need to

be thought of as relating to ability to remove an inflationary disturbance caused
by, say, a change in 3.

With the cost-push parameter, 4 equal to 0, w will be negative; depending on
the parameters of the model, we may find w > -1, giving a comparative advantage
to a demand-pull fiscal policy in fighting inflation.

It can be seen that as ¢ increases from zero the value of w rises towards zero. It
becomes more likely that the monetary policy will have a long-run advantage in
fighting inflation. As PB4 increases further @ will exceed 0 and eventually the
pattern of comparative advantage will lie with a cost-push fiscal policy in fighting
inflation; the long-term target-instrument emphasis of the policy rules may need
to reflect this.

3.8.3 Short-term comparative advantage

The evaluation of short-term comparative advantage is more complicated. We
take as our starting point equations (3.13) and (3.15). In order to consider short-
term comparative advantage, we work in discrete time and consider the one-
period effect of a change in the real exchange rate and the tax rate. It is necessary
to specify how the real exchange rate is affected by change in the interest rate in
the short term. The real exchange rate may be assumed to respond to a change in
the real interest rate; but this response depends on the way in which expectations
are formed and, if expectations are forward-looking, on the expected future level
of the real interest rate. However, we shall see that it is possible to come to
reasonably firm qualitative conclusions about the pattern of short-term
comparative advantage merely by assuming that an increase in the real interest
rate causes some increase in the real exchange rate in the short term. The
magnitude of this increase turns out to be relatively unimportant. Thus we put

Aa=0AR (3.37)

where the real interest rate is represented by

R=R-p (3.38)

Substituting é for @ — p in (3.13) and (3.15) and taking discrete differences in



the variables we obtain

Ap(L+ B’y = — B’ AR — (Bipe’ + Bsn'YAa
— (Bapx’ — BOAS — B’ Aa + B34S (3.39)

and
Aj= ~1'(1 — WA R — &' (1 = bp)Aa + buxy' AS (3.40)

Then, using (3.37) to replace Aﬁ by Aa/o we obtain

_ 8Ap[BAS[8Aj{5AS
Y bApfonaloajisaa
=[33+}36—B|[,m1' . (1 -8 fa+¢€') (3.41)
Sux1’ Bip(i'fo +€') + (Bs + By’ '

__1-dp  Buw' — (B3 +8)
6“‘ ' (Bs +BZ)1]'X|!
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We may analyse this expression in stages.

First ignore all cost-push effects of taxes, i.e. set f3 = s = 0 and ignore the
effects of the interest rate on the exchange rate. Then the interest rate affects
investment directly, but there is an offsetting effect arising from the fact that an
interest rate increase reduces demand. This second-round effect offsets the initial
fall in investment, because the reduction in imports (net foreign investment) is
larger than the accelerator effect (§ = n’-v > 0). The combined effect on
investment is therefore —(1-8p), while the effect on inflation, which is not shown
in the expression, is simply —f. A tax increase, which reduces inflation by an
amount —f, will raise investment by an amount y because, once again, the
effect of the fall in imports dominates the accelerator effect. The ratio of these two
effects is therefore the value of the comparative advantage index. High values of
both § and p reduce the comparative advantage of monetary policy in affecting
investment because they enhance the effect of demand on investment.

With o > 0 the effects of monetary policy on both investment and on inflation
are augmented since an increase in interest rates reduces net exports (¢’ > 0). But
the relative influence on inflation is strengthened because costs and prices fall
directly (8, + S5 > 0). This lowers w.

Thus the effects of high import leakages (high 6) and strong effects of interest
rates on the exchange rate point in the same direction; the one reduces the ability



of high interest rates to restrict investment and the other raises the ability of high
interests rates to damp inflation. Both lower . Thus there is some presumption
that, in an open economy, monetary policy will have a comparative advantage in
fighting inflation. '3

The presumption is strengthened given non-zero but moderate sizes of the cost-
push effects, 5 + S of taxes on inflation. Their effect is to counteract the demand-
pull effects of tax increases in damping inflation and so to strengthen the
comparative advantage of monetary policy in dealing with inflation. These
moderate effects raise w towards zero. As they increase further they make w
positive and possibly even greater than one, giving cost-push fiscal policy the
comparative advantage in fighting inflation.

3.8.4 A graphical representation of comparative advantage

We may plot w against fi5 + s in Figure 3.4. This shows that the pattern of
comparative advantages is indeed sensitive to the parameters of the wage
equation. It is an empirical question of how much w increases as ff5 and f rise to
values consistent with our unreformed wage equation of Chapter 6 (equation 6.2).
Our results of Chapter 6 suggest that, at least in the short term, with full wage
indexation and the estimated value of f, w may be greater than 1. The
implication of this is that we should not expect to be able to find policy rules
which work successfully in economies both with unindexed and with fully
indexed wages.

W oA

Ba+Bs

Comparative advantage index

Figure 3.4 Comparative advantage index in our analytical model



3.8.5 Comparative advantage and the structure of policy rules

The structure of comparative advantage may be used as a guide in the design of
economic policy rules. We do this in Chapter 6.

Long-term comparative advantage and integral components of policy rules

Long-term comparative advantage was discussed in section 3.8.2. As already noted
we would expect this to be a guide to the choice of the integral components of
policy rules. The former shows the relative emphasis which should be put on each
of the policy instruments in removing completely disturbances to each of the
policy targets. The latter show that direction and size of movements in the policy
instruments which continue whenever the targets of policy are not attained: it is
these components of the rules which ensure that the disturbances are in fact
completely removed.

The first and obvious implication is that the relative sizes of the movements of
each policy instrument dictated by the relative sizes of the integral components of
the control rules should reflect the (absolute) magnitude, |w|, of the comparative
advantage index. The signs, as well as the sizes of the instrument movements are
problematic, because the size and sign of the effects of taxes on inflation cannot be
specified a priori; it all depends on the size of the cost-push effects of tax
increases.

In Figures 3.1 and 3.2 we identified four cases. Case (a) corresponded to w > —1.

Case (b) represented -1 < @ < 0. In case (¢) 0 < w < 1 and in case (d) w > 1. In
Figures 3.1 and 3.2 we were discussing the long-term adjustments to S and a
which were needed in response to a change in supply-side conditions or a change
in the investment target. We may read off from the two sets of graphs the signs of
changes in S and a which are needed in response to these disturbances. For
example with w < -1, we see from Figure 3.1(a), that taxes rise and the exchange
rate is reduced in response to a worsening of supply condltlons leading to
inflationary pressure. We read off, in the shift from B to ﬁ f the policy response

to an adverse supply shift. In Figure 3.2 the response to investment being above
target is represented by the shift from j*' to j*. In order to bring down investment
Figure 3.2(a) shows us that taxes are reduced and the real exchange rate must be
raised. On the other hand, with w > 1, we see, in Figure 3.1(d) that both taxes and
the real exchange rate are reduced in response to inflationary pressure. A
reduction in the investment target (Figure 3.2(d)) requires higher taxes; the
inflationary effects of these must be offset by a higher real exchange rate. These
two cases, and the two intervening ones, with -1 < w < 0 and 0 < w < 1, can be
summarized in Table 3.2, which shows the signs of the adjustments in each case.
We have represented the inflationary shock in Table 3.2 by 66 Changes to

investment are shown as . A positive value of §* represents an excess of
investment over its target value. In cases (a) and (b) Table 3.2 shows us that this is
brought back to zero by means of tax cuts and an exchange-rate appreciation; in
the other cases, however, the required adjustments change sign. A positive value



of S B, however, indicates the signs of the adjustments which would be needed to

offset the consequences of an inflationary supply-side shift. The required
adjustments change sign between cases (c) and (d).

Table 3.2 Comparative advantage and instrument adjustment

58] [+  -][%] as} [+ -1[38
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Short-term comparative advantage and the proportional components of
policy rules

Short-term comparative advantage was discussed in section 3.8.3. As already
noted, we would expect this short-term comparative advantage to be a good guide
to the choice of proportional components of policy rules. The former shows the
relative emphasis which should be put on each of the policy instruments if it were
desired to remove disturbances in a short period of time. The latter show the
immediate movements in the policy instruments which the policy rules will cause
as a result of such disturbances to the policy targets. It is these components of the
rules which ensure that disturbances can be removed reasonably promptly, and
we have found that the structure of short- to medium-term comparative
advantage does help us to choose the structure of the proportional components of
our policy rules.

As with our integral rules, the relative sizes of the proportional components of
our policy rules should reflect the absolute magnitude of the comparative
advantage index in the short to medium term. But we also need to determine the
appropriate signs of the proportional components of the policy rules. An
argument, analogous to that applied to Table 3.2, can be constructed. (Now the
table is re-interpreted as showing the desired short- to medium-term adjustments
in the policy targets, and the signs in the matrices show the required signs of the
proportional components of the policy rules.) Depending on the size and sign of w
we can find exactly the same implications for the signs of the proportional
components of the policy rules.

We return to this issue in Chapter 6, where we show empirically the connection
between the pattern of comparative advantage and the structure of effective policy
rules.

3.9 CONCLUSION



This chapter has allowed us to consider some aspects of economic policy in a
dynamic context. The model which we have used has allowed us to emphasize the
link between labour-market behaviour and the structure of economic policy rules
which are dynamically stable. We have demonstrated that the long-run
adjustments to taxes and the real exchange rate, which are needed after a
permanent supply-side shock or a change in the investment target, depend
crucially on the strength of cost-push relative to demand-pull terms in the wage
equation. Looking at dynamic stability we conclude further that, once cost-push
elements are present in the wage equation, there is an upper limit to the extent to
which fiscal policy can be used to regulate inflation.

Our dynamic analysis indicated limits to the feasibility of fiscal control of
inflation. We then looked at the pattern of comparative advantage and showed
how, in both the short and the long term, this too depended on the magnitude of
the cost-push terms. We studied the comparative advantage index, and found we
were able to identify a link between this and the structure of policy rules. This is
particularly helpful in assessing the proportional component of our policy rules
and proves to be of empirical relevance in Chapter 6.

This chapter has not addressed the question of whether the wealth target poses
problems of its own. Our IS-LM model was not capable of capturing any stock
effects, but their absence from that model does not mean that they are
unimportant. In the next two chapters we study the role of stock effects in the
economy and the impact that they have on the stability of policy rules and on the
effect of policy instruments on the economy.



Chapter Four

Wealth targets, stock instability and
macroeconomic policy

4.1 INTRODUCTION

The previous chapter carried forward discussion of the linkages between the
targets (inflation and national wealth) and the instruments (fiscal and monetary)
of financial policy. In the context of a dynamic model we showed how the use of
policy instruments was constrained by the balance between cost-push and
demand-pull effects in wage determination. We also described the working of an
exchange-rate intermediate target and investigated whether the way in which
expectations were formed had an important bearing on our results.

This chapter continues our discussion of the working of policy rules in a
dynamic context and introduces a new theme. We show that, if the accumulation
of wealth is correctly modelled (which it was not in Chapter 3), a source of
potential instability is introduced. Unless the policy rules take explicit account of
the wealth target, the cumulation of property income is likely to make the
economy completely unstable. We demonstrate that the pursuit of a target real
exchange rate, as advocated by Williamson and Miller (1987), suffers from this
fault, unless that target exchange rate is sufficiently flexible. We also demonstrate
that control of inflation by monetary means will be unstable unless a suitable
fiscal policy rule is adopted.

This so-called stock instability arises in the following way. Suppose that
initially a country’s budget is balanced at a rate of tax which covers all
expenditure including the interest on the national debt; there is some exogenous
rise in, say, government consumption of goods and services, but the tax rate is not
changed. The resulting deficit adds to the national debt; the interest on the
additional debt causes a further rise in expenditure which adds further to the
national debt. In the absence of some offsetting stabilizing change a vicious spiral
of debt accumulation may be triggered off. Another example is provided by the
accumulation of foreign assets as a consequence of some exogenous rise in the
demand for a country’s exports. The resulting surplus on the current account leads
to an increase in the country’s foreign assets and so to receipts of interest. The
interest receipts add to the surplus on the current account and so the holding of
foreign assets builds up further. The process can continue ad infinitum. The
possible resulting instability, and associated stabilizing factors, have been
extensively investigated in closed economies (Blinder and Solow, 1973, Tobin and
Buiter, 1976). For the open economy, Whittaker et al. (1986) present some



computer simulations of an open-economy model which explores these effects;
Obstfeld (1980) has also looked at some aspects of the problem, although in a
model which neglects some crucial property income flows and valuation effects.
Our model is most closely related to that presented by Sachs and Wyplosz (1984).

The purpose of this chapter is to illustrate stock instability by means of a simple
analytical model. The construction of a model which is sufficiently simplified to
investigate these issues analytically necessitates, as with the model used in the
previous chapter, an heroic degree of simplification of a vast range of many other
important dynamic relationships. The extent to which the results of this chapter
are general rather than model-specific can be inferred only from a numerical
analysis of an empirical model. Such an investigation is an essential part of our
later work on policy design.

Accordingly, for this chapter, we make the following basic assumptions. First,
we assume that there are no cost-push elements in the wage equation; the wage
equation then simplifies to an expression showing that there is simply a ‘full
employment’ level of real output and employment at which the rate of inflation of
money wages is equal to the core rate of inflation.

Secondly, we assume, as in Chapters 2 and 3, in the control exercises discussed
in this chapter, that the inflation control objective is to keep the rate of price
inflation, rather than the level or rate of growth of Money GDP, stable. Thirdly,
we assume that this objective is achieved continuously and instantaneously
without any time lag.

The implication of these three assumptions about the workings of the wage-
fixing mechanism and the control-of-inflation mechanism is that, by fiscal policy
or by monetary policy, output and inflation are maintained at the ‘full
employment’ level. This ensures that, in our controlled economy, money wages,
money labour costs and so money prices all rise at the core rate of inflation.

The result is that in the control exercises in this chapter the spare limb of
financial policy (i.e. monetary policy if fiscal policy is used to control inflation,
and vice versa) can be freely used to achieve a wealth target. We assume that this
target is to keep the stock of real national wealth (or in our last exercise in this
chapter, the real national debt) at some prescribed target level. As a result of the
above assumptions a much simplified analysis of the control of national wealth
can be carried out against a background of a constant level of real output and a
fixed rate of inflation.

4.2 A STOCK-FLOW MODEL
Our basic model differs from that of the previous chapter in that it is additive
rather than logarithmic. We make such a jump because we require additive

properties in order properly to account for the cumulation of debt interest. The
basic model is as follows:

4.2.1 Output, imports and exports

Y=C+G+X-M+K 4.1)



Net domestic product (Y) is the sum of private consumption, government
consumption, exports and domestic investment, less the real value in terms of
home products of expenditures on imports. It is assumed that there are no
imported raw materials but that a constant proportion (7°) of total domestic

expenditure on finished products (C 4+ G + I{') is spent on the import of
such goods (M). Thus

M=9'(C+G+K)=9'(Y - X +M)=9(Y - X)
where % = 9" f(1 — 4’} so that
X-M=(1+7X-7Y (4.2)

The assumption that 5’ is constant implies that both the income and the price
elasticities of demand for imports are unity. This assumption greatly simplifies
that analysis since it implies that the proportion 7, and thus the parameter 7, is
independent of the real terms of trade between the country’s imports and exports

X=X-¢gA (4.3)

The real rate of exchange is measured as A — EPI ﬁ F, where E is the

nominal exchange rate, P is the price of domestic output and ﬁF is the price of
foreign output, which is assumed to be constant. It determines the volume of
exports (X), a rise in E representing an appreciation of the domestic currency.
There is no lag between a change in E and its effect on X i.e. there is no J-curve
effect.

4.2.2 Tax revenue

T=S(Y+ [R- P/PIU+ RYH) (4.4)

Total tax revenue (T) depends upon a rate of tax (S) levied on private incomes,
which are the sum of income earned on home production, plus the interest yield
on national debt and foreign assets held by the private sector. Since we are
assuming perfect substitutability between home and foreign assets, there is no
purpose to be served by intervention in the foreign exchange markets.
Accordingly we assume that all foreign assets (H) are held by the private sector of
the economy. We assume also that there are no foreign holdings of domestic
assets, so that the whole of the national debt (U) is held in the private sector of the
economy. H is a net figure of foreign assets less foreign liabilities. Both H and U

are valued in real terms in units of home products, but it is assumed that H is



denominated in foreign currency. At any given real terms of trade, the real return
on H is the foreign rate of interest (since we assume that foreign prices measured
in foreign currency are constant over time). The real rate of return on the national
debt is, however, the domestic money rate of interest (R) less the rate of domestic

price inflation ( Pl P} We assume that the tax authorities allow an inflation

offset, so that they only tax the real yield on the national debt, and thereby treat it
in the same way as foreign assets.

4.2.3 Consumption

C=x1'"(1— SAY + 52l + U+ K) (4.5)

We use a consumption function which distinguishes between consumption
financed from wage-earned income and that financed from the enjoyment of
capital assets. If a constant proportion (A) of income from domestic production
accrues to wages which are taxed at a rate (S) and if a constant proportion (1-s;’)
of this net earned income is saved, then #;” (1-S)AY measures consumption out of
earnings. If an appropriate assumption is made about the spenders’ utility
function,’ consumption out of unearned income can be treated as a constant
proportion (x,) of the current value of the private sector’s holding of assets (H + U
+ K) regardless of the level of the rate of yield on the assets. This consumption

function has the property that the national debt is regarded as net wealth. The
model would be more complex if a rational expectations consumption function
were used. However, unless agents were also assumed to have infinite horizons,
the national debt would continue to influence net wealth (Blanchard, 1985), and
we do not expect that the results would be much affected.

4.2.4 Investment

K=Y -K) (4.6)

Fixed investment depends positively on output but negatively on the existing
stock of capital. This equation can be regarded as a continuous time expression of
an accelerator relationship. It does not prove possible, in the simple model which
we use in this chapter, to take account of forward-looking investment behaviour.
We defer a discussion of the effects of this to the next chapter.

4.2.5 The output equation
From equations (4.1), (4.2), (4.3), (4.5) and (4.6) we can eliminate C, M, X, and I&r

to obtain



Y=wmxH+ U+ K)— 24+ G+ (1 + 5) X — K| 4.7
where

2= (1 +n)e; and g = 1/(1 = My’ [1 = §)+ 5 — y2)

Thus p; measures the open-economy Kahn-Keynes multiplier which, with our
assumptions about the demand for imports, is independent of the rate of exchange
and of the real terms of trade. For the multiplier to be positive we require that 1 +
n - yov-Ax; (1-S) > 0. Provided that the propensity to save is positive, this

condition can only fail to hold if the accelerator coefficient is too large. In such
circumstances the multiplier process would fail to converge and the economy
would be unstable.

We add to equations (4.6) and (4.7) the following nine equations (4.8-4.16) to
represent the other behavioural relationships and identities of the economy.

4.2.6 Net external wealth
H=RTH+X-M- HA|A
=(RF-AlAH-eA - Y +(1+m X (4.8)

An increase in the real value of the country’s assets arises either from a
revaluation of existing assets due to a change in the rate of exchange

( -H /_i l A) or from any surplus on the country’s balance of payments
(RTH— 624 —qY + [1 + 1] X).

4.2.7 Financial markets

EJE=RF-R 4.9)

We assume that there is perfect substitutability between domestic and foreign

assets. As a consequence the expected change in the nominal exchange rate, E/E,

is equal to the difference between the domestic and foreign interest rates.
We assume that all the national debt is interest-bearing, and as a consequence
our model, unlike that of Chapter 3, does not have an LM curve.

4.2.8 The national debt

U=(R-PIPU+GCG-S(Y+ [R-PIPIU+ R'H)  (4.10)

The increase in national debt is the excess of real expenditure



( [ R — }5 I P] U + G) over the sum of tax revenue. We assume that, since

home and foreign assets are perfect substitutes, the government does not hold any
foreign-exchange reserves; as a consequence the government receives no interest
income.

4.2.9 The production function

L=Y (4.11)

The amount of labour employed is proportional to the level of output, and we
measure units of labour so that the constant of proportionality is unity. The
supply of labour is taken as independent of the consumption wages, and so there
is a recognizable level of output, }_f, at which the labour requirement, E , is equal

to full employment.

4.2.10 The labour market

The working of the labour market is assumed to be represented by a wage
equation simpler than that used in Chapter 3. The equation is expressed with all
variables in terms of levels rather than logarithms.

WiW = 62"(L — D)L + (P|P)* 4.12)

Wages are shown as responding to excess demand, ( L - E ) / _[: and the
core-target rate of increase in the cost of living, ( }E)I P)*

4.2.11 Domestic prices

P=(1+mW (4.13)

Prices are set by a constant mark-up on costs. Since we have assumed that there
are no intermediate imports, wages are the only component of domestic costs.

PiP=8sY - ¥)+(PP)* (4.14)
where .39 — 62"I ?

An equation linking changes in the price level to the deviation of output (Y)

from its full employment level (}_f) can be found by using (4.11) to eliminate L and
(4.13) to eliminate W from (4.12).



4.2.12 The terms of trade

AJA=E|E + P|P (4.15)

With the real exchange rate given as 4 = F P! ﬁF and foreign prices

constant, the proportional change in the real terms of trade is the sum of the
proportional changes in the exchange rate and in domestic prices.

4.2.13 Policy instruments
R=1 (4.16)
G=" (4.17)

Out of equilibrium, the home rate of interest and the rate of government spending
depend upon the nature of the ruling policy regime. In this chapter we treat the
level of government expenditure (G), rather than the rate of tax, as the fiscal
control variable. This choice of fiscal variable has no basic economic significance
in our present model in which the wage equation does not contain any cost-push

factors.? But it eases the exposition and in particular avoids one problem of
linearization in the use of the models.

4.2.14 Expectations

In this chapter we continue to consider two types of expectational mechanism for
the nominal exchange rate. The first is that of model-consistent expectations:

E‘=FE (4.18a)

The second type is the regressive mechanism which we have considered in
Chapter 3:

E°|E= - $(E|E + [P|P)*) - (P[P)* (4.18b)

Equation (4.18a) implies that real exchange rate expectations are also model-
consistent. On the other hand, (4.18b) implies that the foreign exchange market
has adaptive expectations of a regressive type about the nominal exchange rate.
The adjustment for the core-target rate of inflation ensures that, when this
inflation rate is achieved, the nominal exchange rate is expected to depreciate at
this rate. If the core-target inflation rate is achieved in a steady state, expectations
will be model-consistent.



4.2.15 The model as a whole

Using (4.11) and (4.13) to eliminate L and W from equations (4.6)—(4.10), (4.12) and

(4.15)—(4.18), we are left with ten equations which describe our basic model as
summarized in Table 4.1:

Table 4.1 A simple stock-flow model

Y =wmbaH+U+K) -4+ G+ (1 + )X - 1K) (4.192)

where g = M1 =2 [V = S+ 9 — y20)

K =yrY-K) {4.19b)
H =R -AJAH-8A- Y+ +pX {4.19)
EYE =RF-R (4.19d)
U =(R-PIPX1-5W+G-5Y-SR'H {4.19%¢)
PIP =84(Y- ¥)+(PIP)Y (4.19F)
ESJE < E|E (4.19ga)
E*|E = - o(EJE + PP} - (PIPY (4.19gb)
AJA =EIE+ PjP {4.19h)
R =7 (4.19i)
G =7 (4.19))
Where necessary, we linearize

AIA by A}Am, AH}A by AleAw, RU
by RUc+RAU-Uxs), and UPP by Ud(P{P—[P[Plx)

are steady-state values of these variables.
These ten equations in the ten variables, Y, A, E, E%, U, H, K, l:.) / P G, and R
;]

constitute the framework within which everything that follows is constructed.

4.3 POLICY REGIMES

In Chapter 3 we looked at three policy regimes. The first was a laissez-faire policy
or an uncontrolled economy. We then looked at the role of either fiscal or
monetary policy as a means of ensuring that a particular price target was
achieved. We looked at a one-target-one-instrument problem, contenting
ourselves with setting the spare policy instrument so as to achieve the investment
target in the steady state.

In this chapter we conduct similar exercises. We first look at an uncontrolled
economy. In our second and third regimes we distinguish between two cases
where fiscal policy is used to control inflation. In our second regime the real
exchange-rate target is held constant. We demonstrate that this is unstable, even if



the level chosen for the fixed real exchange rate could deliver the desired wealth
target in the steady state. In our third regime a target real exchange rate is so set
as to achieve the desired wealth target in a manner which is stable.

We find in our fourth regime that the use of monetary policy to control
inflation, while fiscal policy is inactive, is unstable. We describe a fifth regime in
which fiscal policy is used to achieve the wealth target while monetary policy
controls inflation. Our final regime has no real parallel with those of the previous
chapter. We present a simple-minded regime in which monetary policy is used to
control inflation, while fiscal policy is used to balance the budget. We do not
study this sixth regime in our later investigation; it is included as a representation
of a popular view of economic policy.

As in Chapter 3, we limit ourselves to simple proportional policy rules, and we
assign each instrument to only one target. This framework is much simpler than
the policy regimes which we adopt in practice, but it has two advantages. First, as
we noted in Chapter 3, policy issues are often popularly debated on the
assumption that only one instrument is assigned to a particular target. And
secondly it does allow us to identify potential instability and to suggest certain
minimum conditions which are necessary to remove that instability.

In summary, our six regimes are:

1. First we consider an uncontrolled economy, in which the nominal rate of
interest and the level of government spending are fixed (

R=R G=0

2. We now assume that fiscal policy is used to stabilize the rate of growth of
Money GDP, and thus to hold the rate of inflation at the core rate

( P I P= ( I:.) l P)*) Monetary policy is used to hold the real exchange

rate constant (A = A%).

3. We retain the assumptions that fiscal policy is used to keep inflation at the core
rate. However, we now assume that monetary policy (through the medium of a
target real exchange rate) is used to bring national wealth (N = H + K) to a

target value N*.
4. Here we consider the use of monetary policy, again expressed through a target

exchange rate, to keep inflation at its core rate ( F.}I P= [ P/ P] JI‘). We
take the level of government spending to be exogenous (G — G)

5. The previou.s regime is e)ftended. Monetary policy is once again used to control
inflation ( PI P= [ P/ P] JI‘). Fiscal policy is now used to bring national
wealth to a target value (H + K = N = N").

6. Finally we assume that the budget is balanced, so that the national debt is

always held to its initial value (U = Up), by suitable use of fiscal policy.
Monetary policy is used to keep inflation at its core rate

(P{P= [P|P]*)

In the next section we compare the steady states generated by these six policy



regimes. We then continue to explore the stability properties of each successive
regime.

4.4 THE STEADY STATES

A steady state is defined as one in which the rate of change of each real variable is
zero, so that R'lr — H — 0 — A — 0‘ We shall also assume that in any
steady state the rate of inflation ( }5 I P)m must be equal to the core-target rate
of inflation ( P/ P)* If this were not the case, the economy would be in a

situation in which the actual rate of inflation remained constant at a rate different
from the expected core-target rate of inflation. Such a steady state would not be
expected to persist, since in the end agents would alter their expectations to reflect
reality.

With fi =0 and (P/P)m — U'D/P)*, we obtain from (4.19g) and
(4.19h) ( Ee I E}m - — ( PI P)* Substituting this value of (E/E) in (4.19d)
and writing K - H — Ur =A4=0 obtain from (4.19a) to (4.19f)

Yo= FI*XZ(H«; + Uee) + (HZ - TI)K»‘ 0AL + G +(l + ﬂ}f]
Ke=»Ya

£2de=R Ho—pYu+(1+ X (4.20
Ro =R+ (P|P)*

SYu = (Ra— [PIP1*)(1 — S)Ux - SR Ho + G

Y«: = }_’

These equations can be rearranged as

Yo=Y (4.20a)
Ko=1vY (4.20b)
R.=R" + (P/P)* (4.20¢)
tAw= R Ho—q Y+ (1 + DX (4.20d)
Y u - [xz2 = y2lv — ) = (2 = R Hw + n2Un + Ga (4.20e)
SY=RY(1 - S}w+ Gu— SR Hx (4.20f)

The six equations (4.20a—f) must all be satisfied in the steady state of our model,



whether or not it is being controlled and irrespective of the regime with which it
is being controlled. They describe the relationships between seven unknowns,
namely Yo, Koo, Roos Acos Hoos U and G, There is one missing equation which

will, in each case, be provided by the specification of each particular regime as we
come to discuss it.

But before any discussion of individual regimes, it is interesting to consider the
general steady-state properties which, as described in (4.20a-f), are common to all
the regimes of control or lack of control. There are three variables, namely Y, Ko

and R, which will have the same value in all regimes. Somehow or other Y,
must be kept to ]7' (i-e. the level which brings the demand for labour into equality
with its supply) if the rate of inflation of money costs and prices is to be kept
equal to its expected rate, ( P i P)* Equation (4.19b), in which investment is

determined solely by an accelerator effect, shows that the capital stock, K, will
remain unchanged only if it is equal to a fixed value, v, of the level of output, ]_/

This is expressed in (4.20b). With perfect substitutability between home and
foreign assets, and with a constant unchanging expectation of change in the

money exchange rate of _ ( P! P)*, the home rate of interest, R,,, must be

equalto FF ( Pf P)*, giving (4.20c).

Equation (4.20d) expresses the relation between A, and H,, which is necessary
to keep the balance of payments in equilibrium in the steady state. If H is to be
zero, the current account must balance. With Y constant at Y‘, the volume of

imports is determined. There remains only the balance between exports
(determined by the real rate of exchange, p12A,) and the interest earned on foreign
assets (é F Hw )

Equation (4.20e) is obtained by substituting for p,A., and Y in the first
equation of (4.20)’. It expresses the combination between the three variables, H,
Ux and G, which somehow or another must be brought about in order to keep
the demand for home-produced goods equal to the supply, }_f

Equation (4.20f), which is obtained by substitution of the value of R,, into the

last equation of (4.20), expresses the combination between the three variables,
H,,, Uy and G, which is necessary in order to keep government revenue equal to

government expenditure, since a balanced budget in current account is needed if
It is interesting to examine the relationship between equations (4.20e) and
(4.20f). Equation (4.20e) shows the combinations of G, H,, and U,, which ensure

that demand is equal to supply in the goods market. Higher values of H,, and U,
require a lower value of G, because they raise the private demand for
consumption goods. The effect of U, is larger than that of H,, because a holding
of foreign assets raises the steady-state exchange rate (4.20d) and so exerts a



depressing effect on demand which goes some way to offsetting any stimulus
from G,,. However, provided that Xy > R F the stimulus is positive.

This condition states that the propensity to consume out of wealth should be
larger than the steady-state (foreign) rate of interest. Since, in our model,
consumers spend out of their wealth, but not out of the income earned on their
wealth, it is, from the point of view of the nation as a whole, likely to be an
important stability condition. If the propensity to consume out of wealth is larger
than the rate of interest, then the wealth-consumption interaction, taken on its
own, will be stable. If on the other hand the propensity to spend is below the rate
of interest, then wealth will be accumulated faster than it is spent, and the wealth-
consumption interaction, taken on its own, will be unstable. The precise 1 nature of

the condition (i.e. whether, as here, it is the interest rate gross, Wy > R or, as
later in the chapter, net of tax, Hy > R (l — S), which is relevant)

depends on the configuration of the model, but the general importance of
conditions of this type was first identified by Blinder and Solow (1973).
Furthermore the condition identified here relates to a static economy. In a
growing economy (Chapter 5) the condition relates to the interest rate net of the
growth rate, and we then find that, empirically, the condition is met. Throughout
this chapter we make the assumption that this condition holds, noting that, if

H2 =~ R then it follows that X ~> Rr(‘l — ) We refer to the
condition as the Blinder-Solow condition. With Hy > RF and for given

values of G,, we may plot the line of this equation in H,,, Uy, space. It is shown as

AA’ in Figure 4.1.
Secondly we may consider the condition for budget balance as expressed in
(4.20f). This suggests that, for a given value of G, a high value of U,, will require

a high value of H,, The reason for this is that a high national debt requires service

payments. If output and government consumption are fixed, then the only other
source of revenue is tax on property income from abroad. A high level of foreign
investment is required to produce the tax revenue needed to service the national
debt. For a given value of G, we may plot the line BB’ on Figure 4.1.
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Figure 4.1 The steady state of our model

The intersection of these two lines determines the steady-state values of H,,

and U,. While we defer the question of dynamic analysis until later, it is worth
noting that, to the right of the AA’ line, demand for goods exceeds supply and so

there will be inflation, while to the left supply exceeds demand and so there is
deflation. Above the BB’ line there is a budget deficit, while below the line there is

a budget surplus. However, these observations only hold for a given value of G,

and they do not form the basis of any policy prescriptions.
We may also calculate the combinations of H, and U, which ensure

equilibrium for different values of G,. We are allowing G, to vary, and

calculating the set or locus of points (Ux(Gw), Hoo(Gwo)) to which this gives rise.
We simply eliminate G, between (4.20e) and (4.20f) to find that

He(Gw) + UnkGe) = Yuollfuy + [y2 — x2]v — 0 = 8} (32~ [1 ~ S]RT)
{4.20g)

This locus of steady states, represented as CC’ on the diagram, illustrates that, for
a given value of Y, there is one-for-one crowding out between foreign assets and
the national debt. Since N, = H,, + K, there is also one-for-one crowding out
between national wealth and the national debt. The point at which the economy



actually settles on the CC locus can be determined by choice of (i) G, (ii) Hy, or

(iii) Uy, but once one of these three variables is fixed, the other two are
determined.
Using (4.20e) and (4.20f) we may solve for H,, and U, in terms of ]_/ and G,

Ho=GuofRF + Y1 (M + [y2 = x2]v = )1 = SRF — x,S)f
R¥0x - [1-SIRF) (4.21a)

Uo= ~GofR"+ Y[SRT(1 1 + [y2— 32y = 5= 1) + x2S}
Rf(x2-[1-SIRT) (4.21b)

so that, as noted in (4.20g),

Ho+ Us= Y(lu+ [y2— x2lv — 5= S}(x2a— [1 — SIRY) (4.21¢)

and finally we note that N, = H,, + K, and use (4.20b) to find national wealth:

No = GofRY + Y[(Up1 + [y2~ x2)v = 0)(1 - SYRT — 28 +
v(xz— [l = SIRFIRF)R (%2 — [1 — SIRF) (4.21d)

These expressions give Hy,, U, and N, in terms of G, but they may of course be
easily reversed so as to find the value of G, which is permitted by a given value
of Hy,, Uy or N, It is also interesting to note that in all steady states, U,, + Hy
has the same value, given in (4.20g) regardless of the value of G,

It should be stressed once again that these equations show steady-state
relationships only. For example, from (4.21b) we see that a high level of
government spending is associated with a low national debt. This is a necessary
equilibrium condition because, other things being equal, a high debt-service
burden competes with government spending for tax revenues. It does not mean
that high government spending will necessarily cause a low national debt. An
attempt to set out policy in that way might well be unstable.

The six policy regimes imply different ways of providing the missing equations
discussed above. In all these regimes, as noted above, we assume that

Ym — ?and (PIP)@ = (ﬁlp)* Otherwise there would have to be

permanent money illusion in the labour market. This assumption has already
provided one basic restriction. The other restriction depends very much on the
regime in force. Table 4.2 shows the additional equation needed together with the
six equations of (4.20)" to determine the steady state for each regime.

Table 4.2 The policy regimes

Regime 1 Goo = 6



2 A=A

3 Ho+ Koo =N
4 Goo=6

5 H+Kpo=N
6 Uoo=U0

4.4.1 Regimes 1 and 4: exogenous government spending

Regimes 1 and 4 will deliver the same steady state, though the dynamics of the
regimes will be very different. In Regime 1 the rate of interest is set at the constant

rate of R)m = R F + ( p] P)*, since, as we have seen, this is the only rate

consistent with an ultimate steady state. There is no assumption in Regime 1 that

Pf P remains constant at its steady-state value, during the process of dynamic
adjustment. In Regime 4, on the other hand, it is assumed that, by means of a
flexible monetary policy, [_")f Pis kept constant and equal to ( }_:)l P)* In both
cases, however, Gis set at an arbitrary value, é, so that the steady-state values of
H,, Uy and N, are found very simply by replacing G, by (_} in (4.21a, b and d).
The steady-state real exchange rate is found by substituting for H,, in (4.20d). In

these two regimes the equilibrium position on the CC line of Figure 4.1 is
determined by the choice of (_} Everything else follows from this.

4.4.2 Regime 2: a target real exchange rate
For Regime 2, with A set at an arbitrary value of A*, it follows from (4.20d) that

H, = {n l—/_ (l + n)f_}_ €24 *”RF. We put this value for H,,

into (4.21c) so as to find

Ueo= Y(lfur + [y2 - x2)v = 7 = S)(x2 ~ [1 - S)RT)
—p Y- [1+7X+e24A"RY (4.22a)

and use this value of U, in (4.21b) to solve for G,

Go=B24"—(1+ DX+ Y-
Y1 e + (v2~ x2lv — m{t — SIRT — x28)f(x2 - RF[1 - S}  (4.22b)

This result indicates that a high target real exchange rate will be associated with a
high level of foreign assets, a low national debt and high government spending.
Once again we stress that this comparative static result does not mean that the
fixing of a high target real exchange rate will automatically lead to these desirable
outcomes. The regime may not be stable.



4.4.3 Regimes 3 and 5: a wealth target and controlled inflation

In both Regimes 3 and 5 the target for national wealth (N* = H,, + K,) is assumed
to be met, and we can derlve the steady-state holding of foreign assets as

He=N'-Ko=N*-,Y

The steady-state exchange rate is then given by substituting for H,, into (4.20d)

as

Aw= [RTN* =D =27+ (1 + D XYe2 (4.23a)

We now have to find the values of G, and U,, We may take (4.22a and b) and

replace A* by the value given in (4.23a) so as to find the steady-state values of G
and Uwhich are produced by cases 3 and 5.

This gives
Y u =S+ vy2—n—RFp[1-8)) *
U= = -N 4.23b
w2 —RF[1 - 5] ( )
o = Y(»BF(RF[1-3] —szS)+JuFS (1 = SR (N fpy + vy2— N, N*RE
x:—R'(1-8)
{4.23¢)

The main difference between these and Regime 2 is that there the steady-state real
exchange rate determined the level of national wealth, whereas now the level of
national wealth determines the steady-state real exchange rate.

These results also illustrate points which can be seen in (4.21a-d). In particular
we observe once again crowding out between the steady-state national debt and
steady-state national wealth (4.23b). We also see that the property income earned
on incremental national wealth (4.23c) is entirely used for public sector
consumption. The reason for this is quite straightforward. The private sector is
indifferent between national debt and national wealth. Private consumption will
not be affected if one unit of national wealth displaces one unit of national debt.

The government will save a service charge net of tax of (l — S)EF But in
addition it earns incremental tax revenue of S R ¥ on the incremental national
wealth. So net government income rises by an amount B F per unit of

incremental national wealth. For the budget to be balanced at a constant tax rate,
this must all be spent on consumption goods.

4.4.4 Regime 6: a balanced budget and controlled inflation

Finally we may investigate the steady state which is generated by a policy of
balancing the budget. We define a balanced budget to be a situation in which the



national debt is always equal to its initial value, U = Uj. In the steady state this
implies that Uy, = Uy. We may insert the exogenous value of U, U, into (4.21b, c)
to find the resulting values of G, and H,:

Ge= (Y800 + R [ pr + (va— x2dr — 9 — 12— RF[1 - S - RTUp
(4.24a)

Ho= | Y(1/p + [y2 = s2lv =9 = 8)/(x2 - R¥[1 - S])) - Up  (4.24b)

with

Ne=He + P? (4.24C)

This result shows, once more, one-for-one crowding out between the national debt
and net foreign assets (and therefore between the national debt and national
wealth). It also illustrates that, once the crowding out effects are taken into
account, the burden of the national debt (as a constraint on the level of
government spending) depends on the interest rate gross rather than net of tax.
The reason for this is very simple. It is exactly analogous to the result of the
previous section. One-for-one crowding out means that the tax earned on interest
payments on the national debt is exactly offset by tax receipts lost on the foreign
wealth which has been crowded out. When this is taken into account, the overall
tax burden is measured by the interest burden gross of tax.

4.4.5 A summary of the steady states

These results illustrate, yet again, that, in an economy with two instruments,
monetary and fiscal policy, and two targets, inflation and a wealth target, the
steady states do not depend on the routes adopted so as to reach those targets, and
therefore do not depend on the policy rules.

In cases 1 and 4 we had an exogenous level of government spending rather than
a wealth target. These two regimes gave the same steady state with the same rate
of interest. The regime with an exogenous real exchange rate again had to take the
level of national wealth as endogenous. The other three regimes all used wealth
targets. In 3 and 5 these were targets for national wealth, while in 6 there was a
target value for the national debt. However, since there is one-for-one crowding
out between the national debt and national wealth, a target could be adopted
expressed in terms of either variable.

We turn next to an examination of the dynamic properties of these various
regimes.

4.5 REGIME 1: THE UNCONTROLLED ECONOMY

We note from (4.20c) that a steady state with

Y = f and p/P — (ﬁIP)* can be reached only ifé has been set at



R —_ E F + ( p{ P)* We now assume that é has been set at this level and

that G has been set at an arbitrary constant level, (_} We then test whether the

system will converge to the steady state. This gives the following dynamic
equations for the uncontrolled economy. From (4.19d) with

E= EF_‘_ (P,P)* we ‘obtain E"CIE:__ - (}.:}/P)*, so from
(4.19ga) or (4.19gb) we obtain Ee [ EF= — ( PI P)* Using this value of
(E/E) in (4.19h), we obtain

AlA = p|P - (P|P)* (4.252)

From (4.19a) we obtain

Y =ux2(H + UY + pux2 — v2)K — p1824 + constants  (4.25b)

From (4.19b), using (4.25b) to eliminate Y, we obtain

K=-— vl = pwinz — v2))K + mavpina(H + U) — yavp1624 + constants
(4.25¢)

From (4.19f) using linearized (4.25a) and (4.25b) to eliminate ( [_‘}l P) and Y, we

obtain

A = BolpxalH + U) + pilx2 — v2)K — p1£24) A« + constants  (4.25d)

From linearized (4.19c), using (4.25b) and (4.25d) to eliminate Y and f-i / 4 we

obtain

H=—pi0ez — v2)(n + BsHIK + (RY — pyxzln + BoH=))H
—pixan + BoHo YU — £2(1 — pi[9 + Boflx])A + constants {4.25¢)

From linearized (4.19¢), using (4.25b) and (4.19f) to eliminate Y and }.)i P we

obtain

U= [(1- $HRF — pixaS + [1 - S)BsUx}U
— (SR + pixxS + |1 = S1BeU )V H

=2 = 7S + [1 = §]BsUx)K + mi£2(S + [1 — S]BeUx)A + constants
(4.250)

These equations (4.25¢c-f) can be set out in matrix form, in order to allow us to



investigate the stability of the system.

K —yAl —miv[xz2 —v2]) I 71 1L P
H] = | =il = y2)(n + fof) RT — pixaly + Bofi])
Y - p1{x2 = 12)8e = (SR" + p1x2S2)
A BoAapi(x2 — y2) BoAxpixz
YarpIx2 —Yzvpi€2 K| (4.26)
= noex{n + BoFlz) el iy + Befla]) | | H
11— SR — pyx2Sa) #1€292 U
Bodwpix2 = BoAopi€2 A

-+ constants

where S‘m — S + [l - S} B 0 Uuo' It is to be noted that since (4.25a) is

valid whether expectations are model-consistent or adaptive, these equations
remain unchanged however expectations are formed.

If expectations were model-consistent, we would expect there to be one
unstable root in the above matrix. We would then be able to make the
conventional assumption that the real exchange rate jumps’ so as to clear that
unstable root, with the implication that the model then converges along a
saddlepath to the equilibrium values found above.

It is not easy to find analytically the roots of the matrix. However, the product
of the roots is equal to the determinant. A negative determinant indicates that
there are either one or three unstable roots, and so a necessary condition for there
to be the one unstable root is that the determinant of the matrix is negative.

The determinant of the matrix turns out to be

v2BsAxpi{e2RF([1 = SIRF ~ x2)}

This is unambiguously negative, provided that the post-tax home real rate of
interest, ﬁ F(l _ S), is smaller than the propensity to consume out of wealth,

#y. We have already noted the importance of this ‘Blinder-Solow’ condition, and
note that we expect it to be fulfilled in practice.

Even if our model is saddlepath stable with model-consistent expectations (and
we have just demonstrated that a necessary condition for this is accepted), it
remains the case that the price level is, as in section 3.4, indeterminate. This
indeterminacy raises one objection to an attempt at laissez-faire economic policy.

As already noted, the model will also be described by equations (4.25a—f) when
expectations are adaptive. The dynamic properties do not depend on the way in
which expectations are formed. The determinant is still negative, indicating that
there are either one or three unstable roots. With model-consistent expectations
this did not exclude the possibility that the economy could be saddlepath stable,



but with adaptive expectations we must reject saddlepath stability as a
satisfactory solution. The economy is then unstable.

We may draw useful comparisons between these results and our study of the
behaviour of the uncontrolled economy in section 3.4, where we neglected stock
effects. In both cases we found that the number of unstable roots in the system did
not depend on the way in which expectations were assumed to be formed. In
Chapter 3 there were no unstable roots; the economy was overstable with model-
consistent expectations and stable with adaptive expectations. Our model in this
chapter serves to demonstrate that stock effects can introduce instability, giving us
either one or three extra unstable roots. With model-consistent expectations the
economy could now be saddlepath stable, and with adaptive expectations it will
not be stable. In any case an attempt to analyse policy on a model which neglected
stock effects could be very misleading.

In the remainder of this chapter we look at the question of stability on the
assumption that the authorities pursue active control of Money GDP. Having
investigated the uncontrolled economy, we move on to investigate the remaining
regimes of section 4.3, beginning with the fiscal control of inflation and a target
real exchange rate.

4.6 REGIME 2: FISCAL CONTROL OF INFLATION AND A FIXED REAL
EXCHANGE RATE

In this section we investigate a form of control similar to the Williamson-Miller
(1987) proposal, in which fiscal policy is used to control inflation and monetary
policy to maintain the real exchange rate at a predetermined target level.

From (4.19f) it can be seen that stabilization of price inflation at the target-core

rate, ( Pl P)*, involves keeping Y — ?, and from (4.19a) it can be seen that

this implies adjusting government expenditure (G) so as to maintain

G=Ym—x:(H+ N =(Ga-y)K+eA-(1+pX (4.27)

where A” is the chosen level of the fixed real exchange rate.

The real exchange rate is assumed to be maintained at this given target level in
the following way. The money rate of interest is raised or lowered by means of
the rule (4.28) according to whether the real exchange rate is below or above its
target value.

R = x4o(A" - A) (4.28)
If we let the control parameter, ¥, tend to infinity, we then find that A = A*, so
that A -0 With A -0 and }5’ P= ( PI P)* we obtain from (4.1%h)
E-‘IE = — (F.PIP)*, so that from (4.19g) E"CIE‘ - (PIP)* Thus

from (4.19d) the rate of interest which delivers A = A* is in fact



— L *

R =RT + (P[P)*
With Y maintained at }—f through fiscal policy and A at A* through monetary
policy, and with the value of G as given in (4.27), we can use (4.19b), (4.19c) and
(4.19d) to derive the following equations for l&, H and U in this partially

controlled economy.
K=yrY-K) (4.29a)
H=RTH-A*—9Y+(1+nX (4.29b)

U= —(a— (1 - SIRM U - (o + SRNH B
-+ Y- +eA* -1+ X (4.29¢)

The roots of these three equations can be observed directly. (4.29a) implies that
there is a root of-y, since no endogenous variable except K enters the equation.
For the same reason we can observe, from (4.29b) a root of E F. The third root of
the model is then given as the coefficient of the term in Uin equation (4.29c); this
third root is therefore — ( X3 — [ 1 — S] E F) This system is much simpler
than that describing the uncontrolled economy because output is held constant.
This means both that the rate of inflation is constant, so that price dynamics can
be neglected, and that the rate of change of the capital stock depends only on its
existing level. It greatly simplifies the structure of the dynamic system. A great
deal of complexity would be introduced if either H or K" depended on the
domestic real interest rate.

We can immediately deduce that the first root is unambiguously stable, while
the second root is unambiguously unstable. The third root is stable provided that
the propensity to consume out of wealth, x,, is larger than the real post-tax rate of

interest on the national debt, (1 — S) E F. We have already, in section 4.4,

assumed this to be the case.
It also follows from (4.29b) that the unstable root, E F, can be removed if A* is

equal to ( ﬁ F Hﬂ -7 I_/- + [l + 1?] X_) £y Unless the exchange rate is

initially at a level at which the current account deficit is zero, foreign assets, and
so national wealth, will either decline or grow without limit and the current
account will also be cumulatively unstable.

It is worth noting that if we combine (4.29b) and (4.29¢) to give an equation in
H + Uwe can find a stable solution for H + U. For

H+U=—(a—[1-SIRIYH+U) - (xa—vD)K + Y(1 1~ 9 - §)
{4.30a)



The term in K can be neglected, since neither H nor U enter into (4.29a), and so the
root can be identified as __ ( xy — [ 1 _ S] E F } , which we take to be
negative. The steady-state value for K, is Ko=1vY and so

Ho+ Ue= Y(jp1 =1 =S = vDa - v21))2 — [1 - SIRF) (4.30b)

as already noted in (4.21c). We infer from this that the private sector can happily
settle at an equilibrium in which its wealth, K, + Hy, + Uy, is stable, although the

wealth of the nation, K, + Hy, is unstable.

This paradoxical result can be understood in the following way. Suppose we
start in a steady state with the real exchange rate set at a level at which the
country’s international payments are in balance on current account. Suppose that
the real exchange rate is then fixed at a somewhat higher level so that the
country’s trade balance is worsened, leading to a deficit in the international
current account, which starts to grow at a cumulative rate because of the loss of
foreign assets. A demand-pull deflation will threaten. Government spending will
be raised to the rate needed to offset the fall in private expenditure. Rising
government spending will lead to a rising budget deficit, and thus to a rising rate
of increase in the national debt. A point will come at which government
expenditure is at a sufficiently high level for the budget deficit, and thus the rate
of rise in the national debt, to be as high as the rate of fall in the private sector’s
holding of foreign assets. At this point the private sector’s holding of all assets,
and thus its expenditure out of capital wealth, will be constant. The government
will have a budget deficit leading to the issue of additional national debt which is
just as great as the private sector’s loss of foreign assets. U will be rising as rapidly
as H is falling, with G at a constant level. With home and foreign assets perfect
substitutes for each other, the government is now producing more assets (national
debt) and the foreigners are providing fewer assets for the private sector to hold.

A depreciation of the real exchange rate would reduce the deficit in the
country’s balance of payments on current account, by improving the trade
balance. The government would then need to reduce its real consumption of goods
(G) (or to restrict the private sector’s real consumption by a rise in taxation) in
order to offset the demand-pull inflationary effect of the improvement in the trade
balance. To this extent the country would be stopping the loss of its foreign capital
wealth by a restriction of either private or government consumption.

But unless the real rate of exchange is set at the level which will reduce the
current account surplus to zero, there will be an unstable cumulative effect on the
government’s holding of assets, and on the composition of the private sector’s
holding of assets. Even if the real exchange rate has originally been set at this
equilibrium level, any accidental change in H or in the trade balance will set in
motion this cumulative instability. We conclude from this that a partial control of
the Williamson — Miller type, with fiscal policy devoted to the control of inflation
and monetary policy to the maintenance of a given real exchange rate, is likely to
be unstable. This is true for any target real exchange rate, including what
Williamson calls the ‘Fundamental Equilibrium Exchange Rate’.



There are a number of ways in which the instability could be removed. One
would be to abandon all hope of using fiscal policy in the manner suggested by
Williamson and Miller, using it instead to ensure that the stock instability is
suppressed. We consider this in section 4.9 of this chapter. An alternative, closer to
the spirit of exchange-rate stabilization, is to investigate whether there may be
some stabilizing rule by which the real exchange rate could be set. This would still
be in keeping with the spirit of real exchange-rate stabilization but would also
succeed in removing the instability to national wealth arising from interest
payments on foreign assets. We investigate this in the next section.

4.7 REGIME 3: FISCAL CONTROL OF INFLATION AND MONETARY
CONTROL OF NATIONAL WEALTH

In the previous section we have shown that a policy of stabilizing the real
exchange rate at a constant level is not stable and therefore not sustainable. In this
section we investigate the active use of a policy rule for the real exchange rate as a
means of removing stock instability. This rule is run in tandem with the same
fiscal policy as that considered in the previous section, namely, one designed to
hold the rate of price inflation to its core-target value, as described in the previous
section.
First, as in the previous section,

G=Y[p—-xfH+U)-a-v)K+e0d-(1+nX (4.31)
provides a rule for government spending which keeps Y = ? and so

- - *
Plp=(P|P)*

Now we set a target exchange rate with reference to the deviation of national
wealth (H + K = N) from its target value (N*)

A" =xs(H+ K- N") + Ao (4.32)

and we assume, for simplicity, that the interest rate rule, (4.28), is used with
infinite gain, so as to keep A = A*. We then find, by differentiating the equation
for A%, that

A=ys(H + K) (4.33)

Substituting for A = A* from (4.32) and for /_i from (4.33) into linearized (4.19c)
we obtain

H=R H - xsHolH + K)|Au -3V + (1 + M X
— eaxslH + K= N") - 0240



or

= R —ex)H — 0¥ + (1 + ) X - eaxs(K ~ N*) — xsHaK[Aw — 224

(4.34)

We also have equation (4.19b) for I&r, which is unchanged:

K =v(Y-K) (4.35)

Two of the roots of the system may be determined from the two equations (4.34)
and (4.35). The root, —y,, is unchanged from the previous section, since H and U

do not enter into the equation for Iir It is also true that U does not enter into the

equation for H, because the policy of stabilizing Y at }—f offsets the accelerator
and wealth effects which were present in the uncontrolled economy. It then
follows that a second root of the system is identified as the coefficient of the term
in H in the equation for H This root is

(RF — e2x5){(1 + xsHofA)

and for the controlled economy to be stable it must be negative. A, is
undoubtedly positive. With H,, > 0, the root is negative provided that
X5 ~ E F I £y If the target real exchange rate is held constant, then the effect

of property income means that, if H > (F then H is rising because H is

increasing. With our proportional control rule, the exchange rate is rising if
H ~ 0 This rising exchange rate has the effect of reducing H Our condition
for a negative root says that the rule must be sufficiently powerful for the effect of
the rising exchange rate to dominate that of the property income. If it is large
enough for H to be negative when H is above H,, then the stock instability will
be removed. This will be true provided that the rate of adjustment of the
exchange-rate target is correcting the balance of payments at a rate faster than
interest payments are worsening it. As a corollary, if x5 = 0, which was the case
considered in the previous section, the economy is unstable.

These conclusions appear to be reversed if H,, < 0 and x5 is sufficiently large to

result in 1 + y5H./Ao being negative. This reversal happens because the valuation
effect of a change in the exchange rate on interest payments is sufficiently large to
result in a depreciation worsening the current balance of payments, despite the
fact that it improves the balance of trade. The issue is discussed in more detail by
Christodoulakis, Meade and Weale (1987), and we merely note here that we regard
it as unlikely that a sufficiently negative value of H,, would be found in practice.



We have shown that the stock instability of the previous section can be cured if
a flexible rather than a rigid target exchange rate is adopted, and have identified a
sufficient condition for that flexibility. These results hold independently of the
way in which expectations are formed. The reason for this is that the exchange
rate target rule defines the actual movement of the real exchange rate and, in our
simple model, the home interest rate needed to ensure this movement enters into
neither the equation for I&r nor that for H However, the home interest rate

inevitably enters into the equation for U, since interest payments on the national
debt depend on this home rate of interest. The equation for U will therefore

depend on the way in which expectations are formed.
When expectations are model-consistent, we have from (4.19ga, h) and (4.19d)

(R~ P[Py=RF - AjA (4.36)

If we substitute for ( R — j)’ P) from (4.36), and for G from (4.31) into

linearized equation (4.19¢), and then substitute for A = A* and for /_i from (4.32)
and (4.33), we obtain

G= —(Xz— [1 —S]EF)U'— (H’z +S§F- Esz}H— (Xz - yz- sz;)K

— xs(1 = SYUuel H + K)Aw + (Y111 = 8) = &2xsN* = (1 + ) X + €24
(4.37)

If expectations are adaptive (4.36) is replaced by

(R~ P|P)=RF + $A[A (since P[P = [P[P)*) T

only change to (4.37) is that the term

—xs(1 = SYUn(H + K)jAw

is replaced by the term

¢xs(1 — YUl H + K)|Aw.

In both these cases the fact that U does not enter into the equations for Iir and

‘r means that the third root can be identified from the coefficient of U alone.
This root can therefore be read off as

—(x2~— [1- S]RF)

and is also independent of the way in which expectations are formed. We have
already noted that we expect the propensity to consume out of wealth to be larger



than the real post-tax rate of interest in the steady state, and that this root, which
is minus the difference between the two, will therefore normally be negative.

We therefore conclude that the problem of stock instability, encountered in an
economy with a fixed real rate of exchange and a fiscal policy used to control
Money GDP, can be avoided if the fixed real rate of exchange is replaced by a real
exchange rate which is adjusted rapidly enough in response to a deviation in
wealth from its target value. This demonstrates one of the main issues considered
in this chapter. A regime with fiscal control of Money GDP and a real exchange-
rate target will be unstable unless that target is flexible enough.

4.8 REGIME 4: MONETARY CONTROL OF INFLATION

So far we have assumed that fiscal policy is used to control price inflation. We
now assume that monetary policy rather than fiscal policy is used to control
inflation. We do not, at this stage, attempt to use fiscal policy for any defined
control purpose. Instead government expenditure is held at a constant value (—}

No attempt is made to regulate national wealth.

The absence of any restriction on fiscal policy places this exercise in the
tradition of the analysis of monetary policy in an open economy (Dornbusch,
1976, Buiter and Miller, 1982). The fact that here monetary policy works through
the exchange rate and the exchange rate is used to manipulate inflation is in one
sense a detail. Like our study in section 3.6, this is part of the family of analyses in
which monetary policy controls inflation and fiscal policy is not used.

Monetary policy takes the following form. The rate of interest is adjusted in the
manner described by (4.27) so as to keep the real exchange rate, A, at a given
target level, A*. This target level is adjusted so as to control the rate of price
inflation, being raised or lowered according to whether the rate of price inflation
exceeds or falls short of its target-core level. With A = A* we can express this
monetary control rule as follows:

. . . *
A =x'(BIP~ B[P
From (4.19f) it can be seen that this implies

A=xa'BslY - Y) (4.38)

since the only reason price inflation is different from its core rate is as a result of
the demand-pull factor in the wage equation. We assume that y4° — oo so that the

monetary control in fact keeps Y = }_/ and thus p , P= ( P I P) ¥

The modus operandi of this monetary rule can be explained as follows. From
(4.19a) we can see that to keep Y = }_/ implies keeping

A== Yim+ o H+ U+ 00— y)K + G+ (1 +9) Xifes (4.39)



In fact, the real exchange rate is so adjusted as to cause the balance of trade to be
at such a level as to exert the degree of demand-pull required to keep Y = }_/

and thus f)’ P= ( Pl P) * This amounts to using the rate of interest as the

means of control of inflation. It is simply that, in our model in which domestic
expenditure is interest-insensitive, the interest rate affects demand through its
impact on the exchange rate. Notice that, because we are controlling inflation of
the output price index, not the consumer price index, and because there are no
imported inputs into production, the interest rate must here work through the
effects of the exchange rate on demand, rather than through the effects of the
exchange rate on costs. These more immediate effects will be important in our
empirical work.

We obtain the dynamic properties of the system in the following way. From
(4.39) we obtain

A= {2H + U + (x2 - 'yz)K]sz (4.40)

Substituting in linearized (4.19c) the values of A and /_i given in (4.39) and (4.40),
we obtain

H=R H = Holx2(H + U) + (32 = v2)K}| At
+ Y =)= saH+ U= (= y)K— G (4.41)

The determination of H in this equation depends upon the foreign rate of
interest ( EF) and is not affected by the domestic rate (R). However, the

determination of U depends upon the real domestic rate of interest

(R - ﬁlp), as can be seen from (4.19c).
From (4.19g, h) and (4.19d) we see that R- i)’P — E F _ A IA in the
case of model-consistent expectations, and that ¥ _ ( F') I P) - E F +

& -‘:i i A _|: d’ ( [ ﬁl .P] * [ 15; P].) in the case of adaptive expectations.

However, is controlled to equal ( ) and so using (4.40) to substitute
B|P PP

. .
for A these expressions become

R—PIP=R" — [xa(H + U) + (32 — v2)K)[e240 (4.42a)

or

R—PIP=RF+ ¢p{xs(H + U) + (x2 — v2)K}/e24  (4.42b)

in the cases of model-consistent or adaptive expectations respectively. With



f)f P kept equal to ( PI P)* these two equations show the way in which R
must be adjusted so as to keep A = A™.
In the case of model-consistent expectations, substituting for ( R- PI P)

from (4.42a) into linearized (4.19¢) gives

U=(1= SR~ (1 - SYUn{x2(H + U} + (52 = v2)K)]e2A
+ G-SY-SRTH (4.43)

From (4.19b) we have

K=v(v¥Y-K) (4.44)

The three equations (4.41), (4.43) and (4.44) then describe the dynamic evolution of
the system.

The assumption that investment is insensitive to the domestic interest rate
means that one root, —y,, can be identified immediately from (4.44). This root,

arising from the adjustment of the domestic capital stock, is negative. We can now
consider (4.41) and (4.43) so as to determine whether these remaining equations
induce any instability. For the purpose of 1dent1fy1ng stability it is only necessary

to consider terms in H U H and U Since terms in H and U do not

affect domestic capital accumulatlon there is no risk that terms in K and K could

induce instability, given the negative root of (4.44) which we have already noted.
We may therefore summarize the equations as

l+f’?oo ﬁm H _ EI:_XZ - X2 H
[ U i+ &Hc’x]'l—sﬁ EF(l—S)HU] (4-43)

+terms in K and constants

where ﬁw = HZHNIEZAW and Um = IZUun{] - S)IEzAm-

This may be rearranged as

where Ha = x2Ho[6240 and Un = x3Ux(1 - 8)/e24.
This may be rearranged as

H
HRE
[(1 + UMRT = x2) + HoSRT = (1 + Ua)xz + HRT( —S)l] [H]

(xs— RN U, — SRF(1 + H.) Rf1-50+ Ho) + x:Us

+ constanis and terms in K (4.46)



where A=1+ Hao + Uuu. A study of the determinant and trace of the

matrix in this equation allows us to determine whether the system is stable. The
determinant of this matrix turns out to be

RY +(RF(1 - S) - x24)

This is negative, implying one unstable root unless either
—F - -
R(1-8)>x0rA=14+ U+ Ho < 0.

The trace of the matrix is E F + (E F(] — S) - HZA)' If A is positive
and E F(l _ S) > xy both trace and determinant are positive and so
there are two unstable roots. _

A high propensity to consume out of wealth (Jf 3 > R F [l —_ S] ) will
remove the source of stock instability identified by Blinder and Solow. But if A is

still positive the determinant is now negative; there remains another source of
instability arising from the cumulation of interest receipts on external assets. If,
however, X3 > R F(l _ S} so that the system is Blinder-Solow stable, and
also A < 0, then there are two stable roots. For A < 0 we require that there is a
large external debt combined with a large negative national debt (national
surolus). The combination of these two is highly unlikely to be observed (Figure
4.1) and we shall normally find that the monetary stabilization of price inflation
results in a system with one extra unstable root. This unstable root cannot be
removed by a jump in the exchange rate since that is stabilized by means of the
policy rule.

The model is not changed very greatly when expectations are assumed to be
adaptive. The movement of the real exchange rate is determined as before. For it
has to be used to ensure price stability, whatever expectations may be. The
equations for Iir and H are unchanged and shown below as (4.48a, b). However,

the value for R, the rate of interest, is now given by (4.42b). This means that the
equation for U is modified. U, is replaced by —¢U,, giving (4.48c) to replace
(4.43).

K=Y — vk (4.482)

H=R'H-G-xiH+U+K)+ 1K+ fu-n)Y
—Holxo(H + U+ K)— 12K} 824w (4.48b)

U= [R¥ + ¢{x2(H + U+ K) - v:2K)[e240) (1 = S)Us
+RY1 - SYU-Ux)+ G- SRTH-SY (4.48¢)



The stability of the root, —y,, is not affected. (4.48b) and (4.48c) may be set out as

l+ﬁn H EF_XI -2
[—dbﬁ., 1—¢U,,][ ] [_SEF R¥Q - S)][ } (4.49)

+ constants and terms in X

with Gm and ﬁw denned as before.

This gives

£
(1 - ¢ THRF — x2) + H.SRF — (1 - ¢ Tz + HaR (1 = sn] [H]
~d{x2— Ry U — SR¥(1 + H.) RF(l = SY(1 + Aoy = ¢z U

+ constants and terms in K (4.50)

where A’ =1 + Ho ~ ¢ Us.
The determinant of this matrix is found to be

RF|RT(1-8)- x21fA’

and the trace is EF + (EF(I _ S) —_ J’t}&')' For the system to be

stable we require that the determinant is positive and that the trace is negatlve
Since now a negative value for A’ will arise if a negative value of H

combined with a positive value of U , there is a greater chance of this

happening. But the values of Huc- and U required for this are still fairly
large (particularly if expectations are not very regressive and so ¢ is small).
Outside this perverse case we note that for the determinant to be positive we need
EF (1 _ S) — %3 > 0 In this circumstance, however, the trace is

certainly positive, and there will be two unstable roots. The most that we can hope
. . _ aps — F
for is that the Blinder-Solow condition, R (1 S) X3 < 0, holds. In

this case the determinant is negative and there remains one unstable root.

We find that, when monetary policy is used to stabilize the level of Money
GDP, the accumulation of interest on debt normally makes the system unstable.
This result is independent of whether expectations are model-consistent or
adaptive, although it does not necessarily hold when H,, and U, take very
extreme values. The reason for this instability may be explained as follows.
Suppose that the demand for goods tends to be higher than their supply. Then
there would be inflationary pressure. Our monetary rule suppresses this by
appreciating the exchange rate. But as a consequence a current account deficit is
generated. There is no self-correcting process, since the exchange rate has to
remain appreciated so as to suppress the inflation. The deficit leads to an increase
in debt, on which interest payments cumulate in an unstable manner. In the next



section we demonstrate that fiscal policy can be used to control this instability.

4.9 REGIME 5: MONETARY CONTROL OF INFLATION AND FISCAL
CONTROL OF NATIONAL WEALTH

If monetary policy is used as above in conjunction with the workings of the labour
market to stabilize in prices, it cannot also be used to stabilize national wealth.
However, it is possible to use fiscal policy for this purpose. Thus we now assume
that G is set to control national wealth. Ideally an integral rule would be adopted.

This would be guaranteed to bring national wealth to any desired value. But the
stabilizing role of the fiscal instrument can be demonstrated by means of a simpler
proportional rule.

G=ys(H+K—N*+ Gu (4.51)

where N* is the target value for national wealth and G, is the value of

government spending consistent with N* (section 4.4).

The value at which the real exchange rate must be set in order to keep
Y = }_/ is given in the previous section by (4.39), since monetary policy is being

used in the same way as in the previous section. If we substitute the value of G
from (4.51) into (4.39) we obtain

A== Ylu + O+ x)H + 02U + (a2 + x6 - v2)K — xeN*
+ Gt (1 +) X)[e2 (4.52)

so that

fi ={{(x2+ x6)f:f+ JQU + (x2+ x6 — Tz)K}[Ez (4.53)

We can now examine the dynamic properties of the system. Substituting in
linearized (4.19¢) the values of A and /_i given in (4.52) and (4.53) we obtain

H=RYH — Hol(x2 + x6)H + x2U + (x2 + X6 ~ Tz)I&IfAeoEz
+ ¥(Upi — ) = Oz + x)H — x2U ~ (a2 + x6 — v2)K + x6N"* — x6G
(4.54)

Using the expression for 4 in (4.53), the equations (4.42) of the previous section,
g P A q P

which ensure that A is kept at the level needed to keep prices on target, are
replaced by

(R~ BIPY=R* - (2 + x6)H + 52U + (x2+ x6 — y2)K } {24  (4.553)



with model-consistent expectations and

{R— PIP) =R¥ +pf({xz+ X¢)f.{+ xz{} +(x2+ x6 — "Yz)K.' ”EzAa (4.55]3)
with adaptive expectations. These show the rate of interest which must be set so
as to maintain A = A*.

In the case of model-consistent expectations, substituting for ( R _ ﬁl P)
from (4.55b) and for G from (4.51) into linearized (4.19c) now gives

U=RE1 - YU — (1 = SYUni(32 + xa)H + 52U + (32 + x6 — y2)K)/ €24
+xs(H+ K—N")+ G- SY-SRTH (4.56)

From (4.19b) we have as before

K=v:(rY-K) (4.57)

Equations (4.54), (4.56) and (4.57) now describe the dynamic evolution of the
system.

Once again equation (4.57) gives a stable root of —y,, and in deriving the two
remaining roots from (4.54) and (4.56) we can therefore neglect not only the
constants but also all the terms in K and Iir These two equations can then be

expressed in the form

1+ Ha(l + xef2) H, H _ RY — x; —X6 _ —Xx ] [H]
Ucll + xefx2) 1+ Uu] U xs—SRY  R'u-%)||Uu
+ terms in X and constants (4.58)

where Hm and Uua have the same values as those given in (4.45) in the

previous section. This can be rearranged to give
[f?] Cya| L~ Felxe—SRT) + (1 + DR - 51 - x0)
U {1+ Haoll + xefx2B(x6 — SRTY + Tl + xo/52) (%2 + xs — RF)

- HoRT( — 8) — (1 + G) ][H
{1+ Ha(l + xs/x2)IR(1 = 8) + Tz + x0)) | U

+ conslants and terms in K {4.59)

with A=1+ ﬁm(l + X6 Ix 2) + gm. The trace of the transition

matrix can be rearranged as

RF(1-5)-x2-x6 + RFA + Huxe(RF(1 — S)[x2 - 1)



and the determinant is

pF F
(R" - xe)(R"[1 - §] — x2){A
For the system to be stable we require that the trace should be negative and that

the determinant should be positive. If ﬁm( E F [ ] — S] I Hy — 1) < |
a sufficiently positive value of xg will ensure that the trace is negative. The

determinant is made increasingly positive by an increase in xg, provided that
( EF [] _ S] ___ 31'2} l A remains negative. Since our Blinder-Solow
condition is assumed to hold, giving R (1 _ S) I X2 — 1 <0 these

conditions will only break down if H (l + ¥xe I I 2) + U is sufficiently

negative.-We regard this as unlikely. Outside this case fiscal policy can be used to
remove the unstable root in national wealth.
The role of the parameter x¢ can be easily understood. We note that, except

when very negative values for H,, and U, (and therefore 000 lead to perverse

results, the determinant will be positive and the trace negative when the Blinder-
Solow condition holds and when X6 = R F. This condition simply states that

the rate of adjustment of government spending must be sufficiently rapid to offset
the effects of interest payments cumulating on the foreign debt. Otherwise the
determinant will be negative and the system will be unstable. A direct comparison
may be made with the results of section 4.6.

It is again the case that, when expectations are adaptive, the only terms directly
affected are those in U_ua' We use (4.55b) instead of (4.55a) as the equation for the

domestic interest rate. Equations (4.54) and (4.57) are unchanged, while 0 is
@
replaced by __ ¢ Cp‘m in (4.56).

U=R(1 = SYU+ &1 — S)We[(x2 + xe)H + x2U + (n2 + x5 — 72)K) fe24
+xH+K—-N"Y+Ga—~SY-SR'H (4.60)

In matrix form (4.54) and (4.60) may be rearranged as
H] - [ = Helxs = SR + (1~ 6 DR — 2= xs)  _
U+ Hull = xsfx2)xs — SRT) — & Tl + xs/x2}(x2 + x6 = R¥)
~ HoR(1 - 8) - a1 - 6 Us) ] [H]
f1+ Hull + x/x)IRT(1 = §) — ¢ Ul x2 + xe)
+ constants and terms in X (4.61)

where A' =] 4 ﬁm(l+x6/sz)—-¢[7m' The trace and

determinant of this differ from the previous case only in that A is replaced by A’.



With y’ > 0, the stability condition is found to be X6 > E F as in the previous

case. The only distinction lies in that a negative value of A’ is more likely than a
negative value of A. This has already been discussed in section 4.5. Outside these
extreme cases we may conclude that, for both types of expectations, a sufficiently
powerful fiscal rule will remove stock instability.

4.10 REGIME 6: A BALANCED BUDGET

We have seen in section 4.4 that it makes no real difference, at least as far as the
steady state is concerned, whether the wealth target is set out in terms of national
wealth or the national debt. It would be possible to investigate the stability of
rules similar to those of Regimes 3 and 5 depending on whether fiscal or monetary
policy was used to deliver the target value for U,

However, we think it of greater interest to investigate the stability properties of
a more simple-minded approach to maintaining a particular value for the national
debt. In this section we look at the stability of an economy in which monetary
policy is used to control inflation, and fiscal policy is adjusted so as to ensure that
the budget is always balanced. This could be interpreted as a simple
representation of a popular view of economic policy.

As in the previous section, we set monetary policy so as to keep Y = }_/,

giving
A== Yur+ x20H+ Uo) + (x2 = y2)K + G + (1 + 9) X}[ez (4.62)

The value of G which maintains budget balance is found from (4.19) as

G=SY+SRFH (R - [P[P1*)(1 - S)Us (4.63)

since, with Y — }_/, the rate of inflation is always ( P [ P} *
We now substitute for G in (4.62) finding

A=f{=-Yiu+:(H+ U+ 2 —v)K+ (L + X+ SY
+ SRTH— (R - [PIP)*)(1 - S)Uslje:  (4.64)

This shows that, in order to maintain Y = }_/ with Uy > 0 a low interest rate

must be associated with a high real exchange rate. The reason for this is that, with
budget balance, a low interest rate will be associated with high government
spending. The inflationary effects of this have to be offset by the deflationary
effects of a high real exchange rate.

We now differentiate (4.64)

A= ((x2+SRT)H + (x2 - v2)K — R(1 - S)Uo}fez (4.65)



From (4.19ga, h) and (4.19d) we obtain with model-consistent expectations

R=RT+(P/P)* - A]A. (4.66a)

and with adaptive expectations

R=RF+(PIP)* + pA|Au (4.66b)

Taking first the model-consistent case, after substituting for A { A - from (4.64)

R = R-F + (IE')'P)* - l(}fz + SEF)H'}' (Jtz - ‘Yz}K"- E(i - S)Un]fltzAa
(4.67)

We note that there is a positive feedback between .R. and R (provided that U, > 0).

We have already seen that a low value of R is associated with a high value of G
and a high value of A (4.63 and 4.64). But, from (4.66a), a low value of R also
implies an appreciating value of A. This appreciating value of A means that
government spending must be rising, in order to avoid a domestic deflation.
Budget balance can then only be maintained by a falling value of R. This positive

feedback is a possible source of instability.
We also have, from (4.19c),

H=R'H - AHo/Aw—8A — Y +(1+) X (4.68)
After substituting for /_i and A from (4.64) and (4.65) this becomes
H=RTH - (x:H + (x2 — v2)K + SR*H — R(1 — SYo)Huft24

+ Yfp1 — x2(H + Us) ~ (x2— 1)K ~ SY - SR'H
+(R— (BIPYY(1 - S)Us ~ 1Y (4.69)

The equations (4.67) and (4.69) can be set out as

[1 + Heo(xz + SRM )24 — Huo(1 — S)Uc.fazA,.,] [H]
R

(x2 + SR")|e2Aa ~(1 - S)Upfe2Aw
_[R¥-x2—-SRY (1 -S)W|[H
-7 S(R] e

+ terms in X and constants
or, with Up # 0,



—(xz2— [1—SIRF)(x2 + SRF)
(1-S)h

[H] —(x2— [1- S)R")

(1 -S}p+ He H
32+SR'TF+(E2/409+H9&[12+SEF]) [RJ (471)
(1 -85l

+ terms in K and constants

For the purpose of stability analysis, the terms in Iir may be neglected, because,
with Y = }_/, H and R do not feature in the equation for Iir (4.19b). We then

require that the subsystem for H and R should be stable. This means that the trace

of the above matrix must be negative, and its determinant positive.
The trace turns out to be

RF + (€240 + Ho[x2+ SRF1J(1 - SYWs

One can substitute for H,, and A, in terms of (4.24b) and (4.20d). With Uy > 0, the

trace will be positive unless H,,, is sufficiently negative. The determinant is

—(x2— [1 = SIR)e24{(1 - SHUo

We continue to assume that the Blinder-Solow condition holds ( X3 > ‘E F },
and therefore this determinant is only positive if Uj, the national debt, is negative.
We note that a negative U, turns the positive feedback of g on R into a negative
feedback and conclude that the economy cannot be stable unless this source of
instability is removed.* Even then stability requires a very negative value of H,,

With adaptive expectations we use (4.66b) as our equation for R, giving after
substituting for H,

R=R"+(P[P)" + ¢[(x2 + SROH + (x2— v2)K — R(l — S)Uo)je2A40
{4.72)

We have to solve this equation jointly with the equation for H (4.69). Taken
together we have



[1 + Holxz + SRV )04 — Hall - S)Un[ezAn] [H} _
~¢lx2+ SR04 (1 - S)Usft2A= || R

RF—x;-S5R" (-5 H]
[ 5 - ][R (4.73)

+ terms in X and constants

or
or
P -0 - (1 -SIRF)
[R] = —(xz—[l—S]RF)(xz+SRF)
(1-35p

(1= 8YUs - Hufd H
x2+ SRF — (824w + Hu[x2 + SRF)) [R] 4.74)
(1-8)Yae

+ terms in X and constants

The trace becomes

RY ~(~ ¢34 + Hu[xs + SRF ) [e24)](1 - S)Use

and the determinant is

(x2 = [1 = SIRTYe24f(1 — S)Uos

We observe that, since A, > 0, the trace is more likely to be negative, and so this

stability condition is more likely to be met. But the change in expectations
formation changes the sign of the determinant. The reason for this is that the sign
of the feedback of .R. on R is reversed by the change in expectational behaviour.

With adaptive expectations the determinant is positive if Uy > 0 and not if U < 0.

These results illustrate two fatal flaws with a policy of using monetary policy to
fight inflation, and using fiscal policy to pursue a simple-minded policy of budget
balance. First, the stability of the system is sensitive to steady states. This was also
true in Regimes 3 and 5, but in those cases we were able to find a minimum value
for a control parameter which could offset the model instability. Here, since the
policy is to balance the budget, there is no control parameter which can be used to
offset natural instability. There is a second fundamental fault. The stability of the
regime depends crucially on the initial conditions, as indicated by the sign of U,
and the regime is not stable with both types of expectations formation.



4.11 CONCLUSION

In the previous chapter we demonstrated that an IS-LM model can be used to
analyse the effects of monetary and fiscal approaches to the maintenance of price
stability. In this chapter we have demonstrated that such an approach cannot be
regarded as fully comprehensive. From the examples we have presented here we
may infer that an economy is likely to be subject to stock instability, and that
some sort of policy must be adopted to cure the stock instability. If monetary
policy is used to stabilize prices, then fiscal policy can be used to cure stock
instability and ensure that national wealth reaches a target value. Alternatively, if
fiscal policy is used to stabilize prices, monetary policy can be used to stabilize
national wealth.

In this chapter we have identified conditions which have to be be met for stock
instability to be removed by active financial policy. This adds to our analysis of
wage — price instability in Chapter 3. It indicates a second set of difficulties with
which financial policy rules must cope, and marks the end of Part I of our book. In
Part II we turn our attention to the problems raised by the empirical application of
our New Keynesian policy framework. Chapter 5 begins this by a description of
the stock effects found in a comprehensive economic model and gives an account
of the interplay between these and expectational effects.



Part 11
Application



Chapter Five

A stock-flow model with model-consistent or
adaptive expectations

5.1 INTRODUCTION

In Chapter 1 of this book we presented our New Keynesian policy proposals. In
Chapter 2 we used a static model to analyse the appropriate instrument-target
emphasis of fiscal and monetary policies in the pursuit of policy objectives, and
we showed how this was influenced by cost-push pressures in the wage equation
and by the openness of the economy. This static model was clearly inadequate to
study dynamic aspects of policy rules; we developed models to look at these in the
next two chapters. In Chapter 3 we used a dynamic model to examine the wage-
price spiral and to show how economic policy could be used to control inflation at
the same time as wealth accumulation was being regulated. We also investigated,
for the first time, the issue of exchange-rate targeting within our policy
framework. In Chapter 4 we presented a more complex dynamic model which
allowed us to look at the control of national wealth. We showed how this was
complicated by the cumulation of debt on foreign assets.

These two sudies give important indications of the sort of problems that
economic policy rules have to face. But they are incomplete as a guide to the
practical operation of economic policy for three main reasons. First of all, they
illustrate two distinct points, the stabilization of the wage-price spiral and the
stabilization and control of national wealth. In Chapter 3 we used a detailed model
of the wage-price spiral, and gave only rudimentary considerations to questions of
control of national wealth. In Chapter 4 we looked at the control of national
wealth in more detail, but the cost of this was a simplification of the wage-price
spiral. However, the two issues of price stabilization and wealth control have to be
considered jointly for an overall assessment of economic policy. Secondly, the
models which we have used so far do not take account of possible lags in the
major economic relationships. Yet these lags cannot be ignored, since they can
easily make rules unstable, which would be stable in their absence. The third
defect of the previous two chapters is that, while they have taken account of
expectational effects in the foreign-exchange markets and implicitly, through the
various specifications of the wage equation, in the labour market, expectational
effects have otherwise been ignored. In particular we have neglected the facts that
consumption is likely to depend on expected future income as well as current
income, and investment is likely to depend on expected future profit. Also the
market value of wealth, which was an influence on consumption in Chapter 4,



will depend on the market value of long-term government debt and on the market
value of the private capital stock; these asset values are likely to depend on
expectations of future short-term interest rates and of future profits. Now the
Lucas critique suggests that, particularly when studying economic policy, it is
important to model the expectations process explicitly. This is because the way in
which an economy evolves over time depends on the policy regime in force; and
that is likely to make expectations of future events also sensitive to the policy
regime. In order to take account of these points and of course of many other
economic effects which we have left out of our analytical models, we share the
view that it is necessary to use an econometric model to simulate the behaviour of
the economy. Otherwise it is not possible to evaluate and test economic policy
proposals properly.!

The basic quarterly models of the United Kingdom economy are the Bank of
England model, the London Business School model, the National Institute of
Economic and Social Research (NIESR) model and HM Treasury model. These are
of course being continuously revised and updated but, as we engaged in our work,
they were all basically income-expenditure models of a form similar to the
theoretical models of Chapter 3. This had two consequences:

i)  The effects of asset stock accumulation on the key behavioural variables
were incorporated only in an ad hoc and rudimentary manner rather
than in any sort of optimizing framework;

ii)  The forward-looking variables were given at best limited roles.

Recent changes to the models have given greater emphasis to forward-looking
variables, but they are generally introduced in a fashion which has no obvious
link to intertemporal optimization, and therefore does not really meet the Lucas
critique. Rather they are introduced on the basis of freely specified econometric
equations. The resulting coefficients of the models reflect the economic policy
regime in force during the estimation period and cannot therefore be used to
investigate the effects of differing economic policy regimes on the assumption that
these policies are properly understood.

It would have been possible for us to build a full computer model of the
economy from scratch, so as to ensure that it reflected the basic issues with which
we are concerned. But this would have been a time-consuming and unnecessary
labour, given the macroeconomic models of the UK economy which already exist.
We have therefore taken as our starting point version 7 of the NIESR model, and
have modified the consumption and investment functions and the model of the
foreign-exchange markets so as to embody expectational effects (and, in the case
of the foreign-exchange markets, imperfect substitution between home and
foreign assets) in the manner which we thought to be appropriate. As we
demonstrate in this chapter, the consumption and investment functions which we
adopt give an important role to stock variables. In order to keep track of these
stock variables, we find it necessary to impose a consistent stock-flow accounting
framework on our model; we have also developed this as required.

In this chapter we therefore present the modifications necessary to introduce
consumption, investment and foreign-exchange market models which are robust
to the Lucas critique, and we set these changes in the context of a consistent



stock-flow accounting framework. There are of course many other areas of the
model, such as stockbuilding, in which we have done nothing to represent the
behaviour of forward-looking optimizing agents. But we claim that the major
changes to the important parts of the model which we have made provide a basis
for the thorough examination in Chapters 6 to 9 of the issues raised in the earlier
chapters of this book.

Our model of stock-flow interactions is, in effect, a pathbreaking but simple
application to the UK economy of the ideas expressed in Tobin’s Nobel Prize
Lecture (1982). (See also Tobin, 1969 and 1980.) The structure which we have
adopted is less detailed than that described by Davis (1987a, b). But this simple
structure has enabled us to avoid many of the pitfalls in this area of applied
economics (Courakis, 1988) and allowed us to introduce model-consistent
expectations in a much more satisfactory manner than has been done before. This
goes far beyond Tobin’s work. It has been made possible by the technical advances
of the so-called ‘rational expectations revolution’. The techniques which we have
developed for the solution and simulation of this model can, indeed, be seen as a
further contribution to this revolution.

We set out the rest of this chapter as follows. First, we give a very brief sketch
of the NIESR Model 7, which we have used as our starting point. Next we present
the balance-sheet structure which is needed to underpin our macroeconomic
model. We then identify the roles of stock variables and asset prices as
determinants of property income flows and of capital gains. The next section looks
at the determination of asset prices, showing the role of stocks in this. The final
section discusses the components of aggregate demand, consumption, investment
and net foreign investment, which are affected by the changes we have made.
There is one appendix to this chapter. It presents the numerical parameters which
we have used.

5.2 THE NIESR MODEL: VERSION 7

This section gives a very brief summary of the version 7 of the National Institute
model as made available to us by the National Institute of Economic and Social
Research. For a fuller account of the underlying methodology the reader is
referred to Britton (1983): he in fact describes an earlier version of the model
(version 5); the equations in version 7 were re-estimated but there was no
fundamental change in the underlying philosophy during that updating process. A
full listing of the original model is available in the technical manual which the
National Institute produced at the time (NIESR, 1984). The reader should note that
the National Institute model has changed very substantially since 1984.

5.2.1 Components of demand

The model is essentially Keynesian in character. Consumer demand, split between
non-durable and durable consumption, depends on current and lagged values of
real disposable income and on the stock of financial assets held by the personal
sector. The equations are essentially descendants of the consumption function
produced by Davidson et al. (1978). Public sector consumption is exogenous. Fixed



investment (excluding most public sector investment) is modelled in four distinct
categories using accelerator equations. Only investment in dwellings is found to
be interest-sensitive. Public sector investment is, apart from some nationalized
industry investment, exogenous. Stockbuilding is represented, this time in three
categories, again by accelerator equations. Exports depend on the level of world
trade and on competitiveness, while imports depend on the level of demand and
level of output of the home economy as well as on relative prices. Both exports
and imports are disaggregated into a small number of broad categories.

5.2.2 Output and employment

Output is assumed to meet the difference between demand and imports. It is
broken down into a number of component parts, but no use is made of an input-
output table, and the economic interpretation of the decomposition is obscure.
Employment is then determined from output, generally with a lag and with the
assumption that there are economies of scale in some industries.

5.2.3 Factor incomes, wage rates and prices

Nominal factor incomes arise from three main sources. Labour income depends on
employment and on the ruling wage rate. This in turn is determined by a wage
equation which relates the change in the wage rate to expected inflation, the state
of the labour market, the deviation of real wages from their target value and to
terms indicating overtime activity. We discuss the wage equation at greater length
in Chapter 6. Domestic prices are set by a mark-up on labour and import costs.
Import and export prices depend on both world and domestic prices. Again lags
are present in all price equations. For a given level of output, wage rate and
employment, this means that profits can be calculated. These accrue to companies
and to the self-employed, but do not feed through into personal sector property
income.

5.2.4 Transfer income and taxes

Real grant income depends on the number of unemployed, and is paid by the
government to the personal sector. Net property income flows are calculated for
the personal, company and public sectors, on the basis of cumulated financial
balances and interest rates. The net property income flow paid overseas is then
calculated as a residual. Direct tax payments are calculated from tax functions
applied to the incomes of the sectors concerned. Indirect taxes are calculated by
rules of thumb. Personal disposable income is, of course, calculated from personal
sector factor and grant income receipts less personal sector direct taxes. This then
feeds back into the consumption function.

5.2.5 The real exchange rate

The real exchange rate is calculated from real interest-rate differentials, the trade
balance and the value of oil reserves. The underlying model is one of relative
capital immobility without forward-looking expectations. (This is one area which



has been changed substantially since 1984.)

5.2.6 The financial sector

The financial sector is essentially an appendage to the model. Sectoral net stocks
of financial asset holdings are calculated as the cumulated residual of income over
consumption, investment and transfer expenditure. Changes in specific financial
aggregates are determined by econometric equations including interest rates and a
number of macroeconomic variables as well as net asset stocks. Short-term
interest rates are treated as moving one for one with the Treasury bill rate, which
is exogenous. The consol rate adapts gradually to changes in the Treasury bill rate.
No other security prices are modelled.

5.2.7 Summary

The model is thus driven by the real demand for goods and services. Supply
constraints are implicitly present in the specification of the employment and wage
equations, but there is no clear production function, and no obvious role given to
the capital stock in the productive process. There is no obvious role for asset
stocks in expenditure decisions. Expectational effects are, throughout the model,
implicit and backward-looking. We seek to remedy the last two points, but we
have not had the resources available to investigate ways of introducing an explicit
production function.

5.3 ASSET STOCKS IN A MACROECONOMETRIC MODEL

5.3.1 Balance sheet structure

To allow comprehensive modelling of stock and asset price effects it is, in fact,
found to be necessary to maintain an inventory of seven assets in total. There are
four key financial assets: foreign assets, private sector capital as valued by the
stock market, long-term government bonds (consols) and short-term paper
(Treasury bills). The stock of durable goods is an important component of
domestic wealth which cannot be ignored. A sixth asset, the monetary base, has to
be introduced to take account of the fact that base money does not bear interest
while the other types of government debt do. This has implications for the amount
of debt interest the public sector has to pay, but is otherwise of no other
importance to our policy framework. Finally a seventh ‘asset’, human capital,
must be explicitly identified so as to model satisfactorily the effects of current and
expected future fiscal policy on consumption.

The simplest possible model would assume that the first five assets were perfect
substitutes, in the sense that their current prices adjusted so that the expected
short-period return on each of them was equalized. However, given that we are
particularly interested in the behaviour of the exchange rate, it seemed sensible to
allow for a high, but finite, degree of substitution between home and foreign

assets.> We have therefore constructed a model in which all home assets except
currency are perfect substitutes® but in which home and foreign assets are not:



portfolio allocation between home and foreign assets depends on existing holdings
as well as on the expected yields of the home and foreign assets adjusted for
expected exchange-rate changes.

Table 5.1 Balance sheet structure

Asset Sector
Private Public Foreign
Home HAP Home assets HAG Home assets HAF Home
Assels of the of the assets of
private government foreigners
seclor {= - sterling
nationa! debt)
af which
Interesi- HAP—- D Lond HAG + D Interest- HAF
bearing Capital Stock bearing asseis
inferesi- = — Steritng
beoaring interest-
sterfing bearing
national debt nariong! debi}
durable goods
stocks, work
in progress
Non- D Moneiary -D Monetary
interesi- Bose Baye
bearing
PLUS
Foreign FAP Foreign asscts FAG Foreign FAF Foreign
ASSCLS of the TESErves wealth
private sector
Total NWPR  Net wealth NWG Net wealth WWw World
Weallh of private of government wealth
sector

Note: HAG is normally negative and thus HAG + D is smaller than HAG in absolute magnitude.

This aggregation of assets is accompanied by an aggregation of institutional
sectors into the private sector, the government and the rest of the world. The
resulting asset classification, omitting human capital, is as set out in Table 5.1.
This table shows the net asset position of each sector, and it neglects capital assets

(such as roads and hospitals) which are owned by the public sector.>

5.3.2 Asset accumulation

There are two fundamental dynamic identities which link asset stocks in one
period to those in the next. These, therefore, drive the components of the balance
sheet, Table 5.1, through time.

i) The supply of home assets, adjusted for capital gains and purchases of



durable goods, increases by the sum of private investment (at market
prices) and the increase in the sterling national debt. This identity is shown
in equation (5.1).

ii) Private sector saving equals private sector investment plus the budget deficit
plus any current account balance-of-payments surplus. This identity is
shown in equation (5.2).

These two key identities are used to maintain inventories of the stock of home
assets. They allow the construction of a model in which the stock effects on
expenditures can be considered.

The two identities are algebraically:

HAP,+ HAF, = (HAP-, + HAF,-, ~ SDUR,-\} X DP,
+ {(INV,— DEP x K- + SBi) X PDK; X
+ SDUR, + BD, - ZOF; {5.1)

and

HAP; + FAP, = (HAP,_, ~ SDUR,_ 1) x DP: + FAP,_,
X DFy X EXi-\{EX, + SDUR, + (INV, = DEP x K; -\

+ SB,) x Q: x PDK, + BD, + BPS, (5.2)
Here HAP - home assets of private sector (£ million)

FAP - foreign assets of private sector (£ million)

HAF - net home assets of foreigners (£ million)

DEP - depreciation rate of fixed capital (1.2% per quarter derived
from the National Accounts)

DP - 1+ fractional capital gain on home assets (excluding
consumer durables)

DF - 1+ fractional capital gain on foreign assets in foreign
currency (exogenous)

INV - gross fixed investment (1980 prices)

K - capital stock (1980 prices)

SB - private sector stock-building (1980 prices)

PDK - price of capital goods (1980 prices)

ZOF - official intervention (£ million)

BD - budget deficit (£ million)

BPS - balance of payments surplus (£ million)

SDUR - stock of consumer durable goods (£ million)

0 - ratio of stock exchange valuation of capital goods to
replacement cost

EX - exchange rate index (foreign currency/%)

with all stocks indexed at end of period.

Three further identities, necessary for describing the evolution of components of



the balance sheet, show the accumulation of stocks of fixed capital (K), consumer
durables (SDUR) and foreign-exchange reserves (FAG). These are

K,=(1 - DEPYK,_1 + INV, {5.3)

SDUR; = (1 - DEPC)x SDUR, . x CPL|CPI,_ + CPDUR, (5.9)

FAG, = FAG,_ | X EX,_\[EX, - ZOF; (5.9)
where

CPDUR - purchases of consumer durables (£ million)

CPI - consumer price index

DEPC - rate of depreciation of consumer durables (4% per quarter)

FAG - foreign exchange reserves (£ million)

It can be seen that the current price value of the stock of durable goods is adjusted
with changes in the consumer price index, and the value of the foreign-exchange
reserves reflects changes in the nominal exchange rate as well as official
intervention.

We note one additional simple identity which shows the cumulation of stocks
and work in progress (S) by the private sector.

Se= 8-1+ 8B, (5.6)

where
S — private sector stocks and work in progress (1980 prices).

The quantity of stocks and work in progress proves important in sections 5.3.5 and
5.4.2. A similar stock-flow identity could be constructed for world wealth, but we
choose to treat this as exogenous.

This balance-sheet structure provides the simplest possible means we have been
able to devise of keeping track of stock variables in an economic model so as to
allow an analysis of the effects of capital gains and interest payments together
with other aspects of the role of stock variables in economic behaviour.

5.3.3 Property income and asset accumulation

One motive behind the maintenance of asset inventories is that this allows the
calculation of property income flows. The crucial importance of these flows in
exchange-rate determination was indicated in Chapter 4. Furthermore, Easton
(1985) demonstrates that abbreviated treatment of this issue can lead to a perverse
response of property flows to interest-rate changes. In any policy study it is
extremely important that the model used should not incorporate such perverse



effects. Otherwise highly misleading conclusions might be reached about the
feasibility of particular policies. We have therefore decided to impose the
following property income equations, so as to maintain a satisfactory relationship

between stock variables and property income payments.®

The overseas sector

Payments of property income abroad (PAYF) depend on the home short-term
(Treasury bill) rate (RTB) and on the long-term (consol) rate (RCNS). 95 per cent of
the home assets of foreigners (HAF) are assumed to be fixed rate, with the
remaining 5 per cent floating rate. Capital inflows (FIN) enter into the equation

because the interest earned on fixed rate assets depends on the ruling interest rate
at the time the foreigners acquire home assets. Property income payments are
given as

PAYF, = PAYF,_, + 0.05(RTB;-1 — RTB;_;)
X HAF{-Z[“OO'!‘ 0.05x RTB,., x FIN,_ |[400
+0.95 x RCNS, -\ x FIN,_ {400 (5.7)

Receipts (RECF) are earned on both private (FAP) and public (FAG) sector holdings
of foreign assets. Private sector receipts are assumed to be 95 per cent fixed rate
and 5 per cent floating rate, but we do not distinguish short from long foreign
interest rates; instead we use the short rate (RUS) to represent both. The interest
stream is therefore mainly determined as the cumulated product of the interest
rate and capital outflow (HOUT). Income flows are revalued in the light of

exchange-rate (EX) changes. Public sector foreign assets (FAG) are assumed to be

entirely floating rate. Since the asset stock is revalued when the exchange rate
changes, explicit flow revaluation is needed.

RECF, = RECF,_\ X EX,-\|EX, + RUS,-1 x HOUT,.,]400

+ 0,05 x (RUS;. | — RUS,_2) % FAP, 2 x EX,_[(400 x EX,)

+ RUS:-] x FAG:—[F‘QO (58]
Other variables are as defined in previous sections. The total net payment abroad

is PAYF; - RECF,.

The public sector

The property income of the government on its foreign-exchange reserves is shown
on the last line of (5.8). It is in fact

NPIGF, = RUS:_\ x FAG,_,{400 {5.9)



The interest on the home debt, NPIGH, is’

NPIGH, = NPIGH,_, — 0.7 X RCNS,.1(BD,_\ ~ ZOF,_; — AD,-,){400
-0.3x RTB;-I(BD.--I - ZOEI - ﬂ-Dr—I}M‘m
+0.3 X ARTB;-\ X (HAG:-2 + D:-1){400 (3.10)

It reflects the fact that the change in interest receipts depends negatively on new
interest-bearing sterling borrowing (BD;_; — ZOF;_; - ADy_;) and on the change

in interest payments on the outstanding interest-bearing assets. This component is
assumed to be 30 per cent of the total interest-bearing debt.

The private sector

The property income of the private sector (NPIP) is then found by adding up. It is

NPIP, = RECF, — PAYF, — NPIGF, - NPIGH, (5.11)

The links to the rest of the model

These property income flows feed into the income-outlay accounts of each sector.
In particular they affect the asset accumulation identities (5.1) and (5.2) in the
following way. The budget deficit, which appears in both equations, depends on
the excess of government expenditure over income (inclusive of government net
property income). And the balance-of-payments surplus which appears in the
second equation includes net property income receipts from abroad as well as the
balance of trade on goods and non-factor services. There is feedback into both
identities.

Property income flows are important from a policy point of view because (i)
they influence private-sector income and wealth, thus driving consumption and
(ii) they affect the current account of the balance of payments, and thus the
exchange rate, with consequent impact on prices and expenditures in the
economy. Neglect of these flows may lead to a mistaken treatment of both
private-sector wealth and consumption, and the current balance of payments and
the exchange rate. This can then lead to mistaken conclusions about the dynamics
of the economy; indeed the effect of property income flows on the current balance
was shown, in Chapter 4, to be destabilizing. This needs to be allowed for in
policy design.

5.3.4 Capital gains and asset accumulation

The revaluation term applied to home assets of the government is calculated from
the change in the price of consolidated loan stock. The change in the aggregate
price index takes into account the fact that only 70 per cent of the interest-bearing
debt (HAG + D) is assumed to be fixed-rate.



DG, =0.7x (HAG: -\ + Di_1) x RCNS,- \(RCNS: x HAG:.,) (5.12)

The private sector owns both government debt and private sector assets. There are
two types of private-sector assets (consumer durables and investment goods; the
latter are broadly defined to include stocks, work in progress and privately owned
land as well as other capital goods). Consumer durables are not owned by
foreigners investing in the UK. Revaluations to the stock of durable goods were
dealt with in (5.1) and (5.2). The revaluation of other private-sector assets has to
reflect both changes in the replacement cost of capital goods and changes in the
valuation ratio.

DP": Q; X PDK{[(Q:—I x PDKF—I) (5':3}

The revaluation index to private and foreign sector home assets, excluding
consumer durables (HAP-SDUR and HAF), is calculated by weighting together

these two price indices, using weights (o; and o,) which reflect the relative
supplies of these assets:

o= —HAG;-J(Q;-l X PDKr-I[Kr-I + Sr-l + LANDI - HAG:-I)

(5.14a)
o2 =(Q-1 X PDK;-t[Ki-1 + §i-1 + LAND))f
(Q:i-1 X PDK,-1[Kiw1 + Sioy + LAND) = HAG, ) (5.14b)
where
LAND - value of private sector land holdings (measured at 1980

‘replacement cost’ and treated as constant).3

The capital gains index applied to home assets (HAP-SDUR and HAF) is now given
as

DP, = 0'|DG; + o DPy, (515}

The capital gains index for foreign assets in foreign currency, DF;, is exogenous.

Their value in home currency also reflects the effects of exchange-rate changes.
This can be seen in (5.2).

Correct monitoring of capital gains is important because they affect the asset
accumulation equations (5.1) to (5.5) and so can have an influence on economic
behaviour. The most important link to the rest of the economy is to be found in
the consumption function (section 5.4.1), but capital gains also make their
presence felt in the capital flow equations (section 5.3.5), since they lead to
rebalancing of portfolios.

5.3.5 Asset prices and portfolio allocation



The previous two sections have discussed the evolution of quantities of asset
stocks. We now turn to their pricing. The basic idea is very simple: given the
supply of assets arising from the processes just described, and given the demands
for them arising from portfolio allocation decisions, we solve for the prices at
which the stocks of assets are willingly held.

The valuation ratio and the consol yield

The home asset groups include private-sector capital and the sterling national
debt. The ‘price’ of private-sector capital is represented by the product of the
replacement cost of capital goods and the ratio of the market value to replacement
value of capital goods (the valuation ratio). Fluctuations in the price of the sterling
national debt are tracked by means of variations in the price of consolidated loan
stock. However, part of the debt is assumed to be floating-rate, and so the
aggregate value fluctuates less than the consol rate (section 5.3.4).

As noted above, for the purpose of asset price determination, the assumption is
made that all home assets are perfect substitutes (except currency and durable
goods). This has the necessary implication that the expected return on any asset,
inclusive of capital gains, is equal to the yield on Treasury bills which, as noted in
the next section, is treated as administered by the authorities. For the purposes of
simplicity it has been assumed that the major agents active in these markets pay
tax at the same rates on income and on capital gains, so that taxes do not enter the
arbitrage equations.

The yield on consolidated loan stock comprises only two components. A fixed
coupon is paid and the expected future price may vary. This second component is
assumed to adjust so that the expected sum of both components is equated to the
bill yield. However, the equation is most conveniently expressed in terms of the
consol yield (which is the reciprocal of the price).

The yield on private-sector capital comprises three components: (i) profits
earned through the use of the capital stock (including stocks and work in progress)
in generating output; (ii) nominal capital gains arising from changes in the
replacement cost of capital goods and (iii) real capital gains arising from changes
in the ratio of the stock exchange valuation of capital to the replacement cost. The
arbitrage equation assumes that the third component is expected to adjust so that
when added to the other two an expected return equal to the known return on
Treasury bills is generated.

The arbitrage equations for the yield on consols and the stock exchange
valuation ratio can therefore be written as

RCNSi = RCNS{I(I + RTB, — RCNS)) (5-i6)
— PROF{{PDK, x (K: + SO} (5.17)

where

RCNS; - yield on consols (% pa)



RTB; - Treasury bill yield (% pa)
PROF; - rent and profit accruing to capital

and other variables are defined above.’

If expectations are assumed to be model-consistent, it is necessary for the
valuation ratio and the consol rate to converge to their respective steady-state
values, on a path along which, at all times in the absence of any shocks,

RCNS .1 = RCNSH d Oy = Qf“. For Q we have taken a

steady-state value of 0.64 (which was the historical mean over the period).}® For
the consol rate, more simply, RCNS = RTB defines the steady state. That is, that
the yield gap between RCNS and RTB is entirely due to changes in expected future
short rates of interest. These disappear in the steady state. The convergence
trajectory to the steady state will normally be saddlepath stable. In the case of the
consol rate, the saddlepath is degenerate, in that a permanent step change in RTB
leads to an equal permanent step change in RCNS. For Q, however, any change in
the expected future path of the right-hand side variables in (5.17) may lead to a
change in the capital gains required in each future period if expectations are to be
fulfilled.!* A ‘jump’ in Q is assumed to take place as a consequence of such a
shock, leading to the establishment of a new asymptotic saddlepath. The
determination of the jump in Q and the link with domestic investment is described
in section 5.4.2.

If expectations are adaptive the solution technique is in one sense similar, in
that the initial price settles at a level such that the expected value from the
arbitrage equation equals the expected value generated by the expectations
formation process. However, now we must substitute in the explicit adaptive
process for expectations formation. We adopted the following simple form for Q.

Qi1 =1 Qr + 2

Given this, Q can be eliminated by the use of the arbitrage equation to yield

€
r+1

Ql' = (sz + PROF:I [Kt + Srl PDK;}!

(2 - a1y + RTB,f400 — PDK,[PDK,_|) (5.18)
Thus with this particular regressive form of adaptive expectations, the valuation
ratio depends only on the current rate of profit and the real rate of interest.

We tried to estimate a similar adaptive expectations equation for the consol rate
of the form

RCNS?. =81 RCNS; + 8; + terms in RTB

but were unable to find a satisfactory result. We therefore simply adopted a form
of an explicit equation for RCNS which has been in use in the Treasury model



(HM Treasury, 1985). This represents the current consol rate directly as a function
of the current Treasury bill rate and the past consol rate.

RCNSf_—',B[RCNSr—l +BZRTB; (5.19)

With f; + B, = 1 the consol rate and Treasury bill rate are brought into equality in
the long run. This restriction in turn means, then, that expectations are fulfilled in
the steady state (see (5.16)), and we impose it in our model. Our procedure implies
after substituting (5.19) into (5.16) that, as we move along any path to a steady
state,

RCNS? 1= (BIRCNS -1 + [1 = B1]RTB){(1 + RTB: - RCNS;) (5.20)

Figure 5.1 shows the effect of a permanent 0.2 point reduction in the domestic
short-term interest rate on the long rate, with both model-consistent and adaptive
expectations. It can be seen that the effects are very much more powerful if
expectations are model-consistent, because in this case the market knows that the
arbitrage equations will have to be satisfied in future periods as well as in the
present period. The consol rate moves to its steady-state value immediately if
expectations are model-consistent, but only falls there gradually if they are
adaptive.

The effects of an interest-rate change on the valuation ratio are not illustrated
here but are described in section 5.4.2.
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Figure 5.1 The effect of a 0.2 point interest-rate decrease on the consol rate

The exchange rate, international portfolio allocation and capital flows

As noted above, the assumption of perfect substitutability between home and
foreign assets is not maintained. This implies that the joint determination of the



exchange rate and of exchange-rate expectations is somewhat different from that
of the other asset prices, and that the outcomes are in turn jointly endogenous
with international portfolio allocation and capital flows.

The basic model is one in which each of the foreign and home private sectors
adjusts gradually to a target portfolio allocation. The target depends on the
expected yield differential between home and foreign assets. Since we have
assumed perfect substitutability within those two groups this yield differential is
the gap between home and foreign bill rates adjusted for expected exchange-rate
appreciation.

The basic equations are:

HAP[NWPR; = M[HAP:-\ = SDUR,_\) X DP, + [INV, -
DEPx K1 + SBr] x Qr X PDK; + SDUR;
+ BPS, + BD)INWPR; + (1 = \)(0) + 62 Z1) (5.21)

HAF, x EX\{WW, = \ x DP, x HAF,_, X EX|WW,
+ (1= N3 + 842Z,) (5.22)

NWPER, = HAP, + FAP, (5.23)

Z; = (RTB; - RUS:}IM + ﬁlﬂg EX?+1 (5.24)
Here
ﬁlﬂg EX5. - expected exchange-rate appreciation
Z; - excess yield on home assets

and the other variables are as defined above.!?

In these equations A represents an auto-regressive component of portfolio
demand, so that 1-A can be interpreted as a speed of adjustment. 6; and 65 are the
steady-state portfolio shares of home asset holdings in the portfolios of the
domestic private sector and the foreign sector respectively, calculated on the
assumption that the expected yields on home and foreign assets are equal. 8, and
0, represent the long-run sensitivity of these portfolio shares to an excess yield on
home assets.

The model is one in which, for a given expected excess yield between home and
foreign assets, the exchange rate adjusts so as to bring the supply and demand of
home assets into balance. The constraint which must be met is (5.1).

HAP, + HAF, = (HAP,_\ + HAF,_, — SDUR,_ 1) x DP,
+ (INV; — DEP)( K;—] + SB;) = PDKf x Q;
+ SDUR, + BD, - ZOF,



Using this with (5.2) and (5.23), the reduced form for the exchange rate, EX; is as
follows. (Recall that a rise in EX denotes an appreciation and that expectations
enter through the variable Z.)

EX, = ((0 = M(DF 6 + 1 Z ) FAP -y X EX_y + (614 0sZ,) WW)) ]|
[(1—X)(1— 6, —6:)X[INV, - DEPX K._\ + $B,] PDK, x O,
+ SDUR, + BD, + DP,[HAP, .\ — SDUR,_ 1) - ZOF,
+ HAF, (1 = N)DP,—(AN+ [1 =X} (6, +0:Z,))BPS,) (5.25)

It is clear that the exchange rate is increasing in both excess yield, Z; and in
intervention, ZOF,, as would be expected. The larger the capital substitution

parameters, &, and 8, the less powerful is intervention, as a policy to influence the
exchange rate, relative to changes in the excess yield, brought about by changes in
the interest rate.

Hicks (1939) pointed out that a necessary condition for market stability is that
the response to an excess demand should be stabilizing. In this case a fall in the
exchange rate should reduce the excess supply of the currency. Since the short-
term trade elasticities incorporate the well-known J-curve effect, a fall in the
exchange rate should generate a capital inflow more than large enough to offset
the current account outflow it causes.

There are two mechanisms by which a fall in the exchange rate can generate a
capital inflow. The first is a valuation effect. A fall in the rate leads to capital gains
on foreign assets. These begin to take up a disproportionate amount of the
portfolio, and so a ‘reflux’ of foreign investment takes place, reducing the excess

supply of currency as required. This is often known as portfolio rebalancing.!® The
second mechanism, which is potentially much more powerful, is that a fall in the
exchange rate may generate expectations of a rise. Then the further the fall the
greater the capital inflow which can be so generated. It is now apparent that the
sensitivity of the spot exchange rate to shocks in the capital account will depend
on both the degree of capital mobility (the parameters 6, and 6,) and the way in
which expectations are formed.

Hicks’ condition is met provided that a depreciation of the exchange rate leads
to an expected appreciation of the exchange rate. This need not be the case with
model-consistent expectations and imperfect substitutability (Christodoulakis,
Meade and Weale, 1987), although in practice we find that it is (section 5.4.3).
With adaptive expectations, Hicks’ condition would not be met if the adaptive
process were extrapolative. It must in fact be sufficiently regressive to offset the J-
curve effect of the current balance.

If the adaptive function for A Iog EX? is  written as

A Iog EX?_'_ | = — A tﬂg EX, 1414 then, provided ¢ is large enough,
one obtains the regressive expectations formation as required. Using this one can
eliminate A o g EX5, | toobtain an equation in EX;. However, the expression

is somewhat complex analytically and in our model we find it more convenient to



solve iteratively for EX; without ever performing this substitution. The effects of

an interest-rate change on the exchange rate and on portfolio allocation are shown
empirically in section 5.4.3.

As noted above, the exchange rate is jointly determined with international
portfolio holdings, as shown in equations (5.21)—(5.25). Private-sector capital flows
are, in turn, calculated from the changes in asset stocks given by these equations
after suitable adjustment for revaluations.

The foreign capital inflow (FIN) is given as

FIN = HAF, - HAF,_\ x DP,_, (5.26)

and the outflow of domestic private sector capital (HOUT) is given as

HOUT, = FAP, - FAP,_\ x DF,_ X EX;_\[|EX, (5.27)

Official intervention (ZOF) is exogenous.

5.3.6 The rate of interest and the monetary base

The previous section discussed the determination of three key asset prices: the
valuation ratio, the yield on consols and the exchange rate. All these asset prices
are market determined: the asset prices adjust to bring supply and demand into
balance. It is common (e.g. Tobin, 1969, 1982) to treat the determination of the
short-term interest rate in the same market-determined way. The short-term
interest rate is supposed to adjust to bring the demand for base money into
balance with the supply.

This is not our approach. Rather we treat the short-term rate of interest as
administered by the authorities. It is not exogenous but instead is driven by the
control rules which we display in this book. This then means that the stock of
non-interest-bearing money is demand-determined according to the portfolio
preferences of the private sector and the interest rate which the authorities have
fixed.

Modelling the demand for currency is straightforward. It is assumed to be a
function of private sector home assets, money income, interest rates and capital
gains. The function adopted is similar to that used by Weale (1986):

D:I‘HAP: =¥+ ¥V RTL, + ¥, |03(HAP;[GDP;)
+ ¥4, I’(HAPhI x DP,y (5.28)

where

D - private sector holding of currency and banking department deposits

DP - 1+ % capital gain on home assets relative to previous period and
other variables are defined as before

GDP - gross domestic product (current market prices)

RTL = (RTB, + RTB;_,)/2



The sole role of this variable is, as noted above, in calculating the interest on the
national debt. This was explained in section 5.3.3.

5.3.7 Taking stock

Asset prices are a key link in the mechanism by which monetary and fiscal policy
affect economic activity. The determination of these prices has been the subject of
section 5.3. As determinants of the value of wealth, these prices are an important
influence on consumption; there are also good reasons to believe that the stock
exchange valuation ratio drives domestic investment (Hayashi, 1982a), and of
course the exchange rate is universally regarded as a major determinant of net
foreign investment. These links in our model are considered in the next section.

5.4 STOCK EFFECTS AND AGGREGATE DEMAND

This section describes the ways in which the stock effects discussed above
influence the various components of aggregate demand. Models are presented
with the assumptions of both model-consistent and adaptive (regressive)
expectations. When expectations are model-consistent, the text illustrates how
unstable roots can be cleared by jumps in appropriate variables.

5.4.1 The consumption function

Theoretical models of consumers’ expenditure tend to explain pure consumption
(CZ). This differs from measured consumption because purchases of durable goods
are replaced by income imputed from and depreciation of the stock of durable
goods. The property income (gross of depreciation) generated by the stock of
durable goods is also added on to disposable income where relevant. The
calculations are described by Weale (1987).

Our basic consumption model is one in which consumers spend out of their
current wealth and out of their expected future income over their lifetime. A
particular problem, which arises in such a modelling of consumer behaviour, is
made clear by any overlapping generations model. If the economy consists of a
number of overlapping generations, any solution of the dynamics of income and
wealth has as many roots as there are generations. It is not possible to estimate
such a model empirically. Hall (1978) adopted the simplification that agents are
effectively infinitely-lived. Such an assumption has the implication that each
agent is at the same point in his life-cycle and thus aggregation poses no
problems. The simplification of infinite life has to be justified by means of a
bequest motive (Barro, 1974), whereby each agent shows the same concern for his
descendants’ welfare as he does for his own. However, Blanchard (1985) suggested
a more satisfactory model, which does not run into aggregation problems. He
assumed that each agent has a probability of death independent of age. This
retains the feature that each agent is at the same point in the life-cycle but also
preserves some of the Keynesian properties (non-neutrality of fiscal policy) which
are lost in the case of infinite horizons. Weale (1987) finds that Blanchard’s model
is preferred to Hall’s.



Blanchard’s life-cycle model has sound origins based in micro-economic
behaviour. The form used in our work assumes that consumption is derived from
intertemporal optimization subject to a lifetime budget constraint. The consumer
solves for the path implied by the Lagrangian

MAX 3 (1 —a) "U(CZy) +
T=i

NNWPS,_\+ Hi_y+ Ni_y - ;-E CZe( + )" (5.29)
-t

where

CZ, = pure consumption (adjusted to reflect consumption from the stock
of durable goods)

NWPS; = real value of physical and net financial assets of personal sector at
market prices = NWPR,/CPI,

H; = capitalized expected future labour income (end period)

N; = capitalized expected future grant income (end period)

a = rate of discount of utility

U = rate of discount of consumption and income

H; + = human capital

Nt

A = Lagrange multiplier

If the utility function is assumed to be logarithmic, U{CZ;) = log(CZ), the
consumption rule is

CZ, = a{NWPS,_1 + Hi_1 + N,_ ) (5.30)

In order to solve this model with model-consistent expectations, the method
proposed by Hayashi (1982b) can be used. For

H/= 2 YLi (1 +p)* and Ny= 3, YGEf(l+p)!
k=1 k=1

where YL is labour income and YG is grant income. It now follows that

Hioo=(1+p)(Hi-2— YL y)and N7 = {1 + p){(M-2 - YGioy)

One may now use expected values to substitute out for Hy_; and Ny in (5.30) to

obtain



CZi=aNWPS, . + (Il +MHCZ:-|-— af YL,
+ YG!—II - ﬂ'NWPSr—!) + & (53])

where the error term ¢; includes the effects of errors in expectations of non-
property income.

The econometric study in which the function was actually estimated (Weale,
1987) suggested that this function should be modified. The assumption that all
households discount future utility at the same rate may be unrealistic. In
particular, a slightly more general specification could be adopted in which there
are two groups of households. The first group are assumed to discount their utility
at the rate & < p. The second group are assumed to discount their utility at a rate

higher than p. These households will try to own negative net wealth. If capital

market imperfections imply that it is impossible to become a steady-state net
debtor, such households will own no net wealth and spend all their income
immediately. The aggregate consumption function, including the effects generated
by the presence of such spendthrift households, is therefore

CZ, = a{NWPS;_\ + MHi .+ N+ = M) YL + (L - M) YG
(5.32)

where (1 — A,) and (1 — A3) are the fractions of labour and grant income accruing
to spendthrift housholds. Hy_; and Ny_; can be eliminated as before, yielding

CZi=aNWPS,_1+{(1 - M) YL+ (1 - M) YG,
+ (1 + 1) {CZ;_1 —ah2 Yo 1= ahi YGi
-aNWPS, _;— (1 —N)}YYL,.1— (1 - \3)YGiy) (5.33)

The properties of this function are most simply illustrated by examining them in a
framework in which the rate of return and both types of non-property income are
constant. The equation for the evolution of wealth is then given, with interest rate
RTB and prices fixed (so that RTB represents the real interest rate), as

NWPS_1=(1 + RTBY(NWPS; .2+ M YL+ M YGioy — CZ,2y)
(5.34)

Substituting for NWPS,_; in the consumption function yields

CZ, _1+ea—all+RTB) of(RTB-) CZ;1
NWPS; .. —-1-RTB 1+ RTHB NWPS, _;

+ constants (5.35)

The eigenvalues of the matrix are approximately



1+ RTB-«+aRTB(u— RTB)f(a + 4 — RTB) and
1+ - aRTB(— RTB)(c + u~ RTB)

The last term of each eigenvalue is very small (and would be zero if it were
assumed that no property income was forgone on current consumption). The
second eigenvalue is therefore greater than 1 provided p is positive. The first is less
than 1 if RTB < a, which we assume.

Even if the propensity to consume out of wealth exceeds the long-run real rate
of return, there is an unstable root. This has the implication that a disturbance
would be cumulatively unstable. If labour or grant income rose, but no sudden
change took place to consumption, savings would initially rise. The extra spending
out of these savings is not, in itself, sufficient to stabilize the system. The feedback
of consumption on itself means that consumption would remain too low to
stabilize the system. It is as though unspent ‘human capital’ were accumulating
without limit.

The instability can be removed by a jump in consumption. The single unstable
root creates a stable saddlepath. If consumption is allowed to jump after some
external disturbance, so as to alight on the new saddlepath, then the instability
can be avoided. The assumption that such a jump takes place provides a useful
means of modelling the behaviour of consumers as a response to changes in
expectations about their future income.

For a growing economy, the condition for one stable root is that « > RTB - g.
The rate of discount must exceed the real rate of interest less the growth rate. It is
also necessary that y > g Otherwise capitalised labour income will have an
infinite value.

The impact of an unanticipated shock to labour income, such as would arise

from an unanticipated tax change,'® can be shown diagrammatically. In Figure 5.2
we demonstrate the partial effects of a joint 2 point increase in the VAT rate and
in the rate of employees’ national insurance contributions. We choose these fiscal
instruments because the composite fiscal instrument which we subsequently use
in our control exercises is represented by equal changes in VAT and in employees’
contributions. We take wages, the valuation ratio and the exchange rate as
exogenous. A rise in taxes means that consumption will fall since the rate of
discount of future income and consumption is higher than the real return on the
national debt (Weale, 1987). It can be seen that, with model-consistent
expectations, consumption reacts almost immediately to the tax change, moving
to a value close to its steady-state level almost straightaway. Despite the fact that
consumption does not depend on disposable income (Ando and Modigliani, 1963),
in this case the two move almost exactly in step. The jump in consumption
described above rose from the assumption that households form their behaviour in
a manner consistent with the model and that, in response to a shock, they fix
consumption at a level so that the economy converges to an equilibrium.

It is sometimes argued that fiscal policy is useless as a tool of economic
stabilization. A combination of infinite horizons (with no risk of dying) and
model-consistent expectations leads to such a conclusion. We have demonstrated,
relying on work by Blanchard, that it is possible for fiscal policy to be effective in



a model-consistent expectations world. Such an effect is generated if the
assumption of infinite horizons is dropped. It is augmented by the presence of
spendthrift households. It does not, however, rely on households
misunderstanding the fact that a budget deficit will imply future taxation.
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Figure 5.2 The response of consumption of an increase in tax



If consumers did not form their expectations in the manner so described but
were backward-looking, the consumption function would show spending out of
current and past income and wealth. Logically there ought not to be significant
effects for both wealth and property income, but the statistical evidence suggests
that the most parsimonious representation is of the form

CZ =8,CZ - + ﬁzQRDz.r + 3:CG + 84NWPS;_; +& (5.36)

where

QORDZ; - real disposable income (adjusted for durable good holdings)
CG; - changes to real wealth not arising from current saving (real capital
gains)

Since the saving housholds are now assumed to respond to current and lagged
income it is no longer possible to distinguish them from spendthrift households.

In a steady state the capital gains can be set to zero, so as to allow a study of the
stability of the equation. Once the short-term dynamics have died out, we have

CZ; - (32QRDZf + !34NWPSJ—I)H] - 5t}
Now

NWPS, = QRDZ, - CZ;+ NWPS,_,
={1 =321 = BIORDZ, + (1 - Ba] (1 = B INWPS,. | (53D

Disposable income includes a component arising from property, RTB x NWPS;_;.

With prices stable, the dynamic equation for asset accumulation may therefore be
written as

NWPS, =l - 3f[l -3:1)RTB x NWPS, |
+ (1 = 34f[1 = B YNWPS, -, + other terms  (5.38)

This is stable if (1 - Bo/[1 — B1])RTB - g < B4/[1 - B;]- The requirement is less

strong than the condition for there to be one rather than two unstable roots in the

consistent expectations model,'® because consumption takes place out of property

income. The steady-state properties are similar to those of the consistent
expectations function but, because there is no initial jump, the reaction to an
exogenous change (such as tax increases) is normally slower (Figure 5.2).

5.4.2 Domestic investment

Domestic private investment can be broken down into four categories. First there
is public-sector investment. The second is investment in stocks and work in
progress. The third is investment in durable goods by consumers and fourthly



there are private sector purchases of investment goods. In the model we have
treated public-sector investment as exogenous, and have used the equations for
the second and third as estimated by the National Institute. Stockbuilding is

driven by what are essentially accelerator functions!’ and durable goods
purchases are a dynamic function of personal disposable income. It would have
been possible to modify these functions to represent adaptive or model-consistent
behaviour more fully defined, but the effect on the overall properties of our model
would probably have been small.

The role of clearly modelled expectational effects has therefore been left to the
largest category, private-sector purchases of investment goods. A simple aggregate
equation has been estimated showing how investment, measured as a fraction of
the existing capital stock, depends on the valuation ratio (Tobin’s Q). Similar
models of investment by the manufacturing sector have been studied by Jenkinson
(1981) and Oulton (1981). The practical advantage of aggregating all investment is
that it is only necessary to model the evolution of one valuation ratio, but against
this it is, of course, certain that some detail of the response of the disaggregate
economy will be lost.

The key investment equation is

AKfKic1=M(Q— 0=} + g (5.39)

where g is the trend rate of growth and Q, is the steady-state value of Q (see
section 5.3.5). An investment function of this type can be justified by a quadratic
cost of adjustment function. It is most easily understood in terms of constant
returns to scale (Hayashi, 1982a), since in this case marginal and average Q are the

same.18

The version of the NIESR model we are using does not have a fully articulated
production function. We rely instead on employment functions which show
substantial increasing returns to scale in the short and long run. The implication
of this is that the capital stock plays a role in determining the rate of return
through its influence as a denominator but not through any influence on the total
level of profits. This may be seen below.

The investment equation interacts with the arbitrage equation (5.17)

O%.1 = (2 + RTBJ400 — PDK,| PDK._ }Q: — PROF|(K, + 5)) x PDK,)

to give, with model-consistent expectations, a system which can, if expectations
are fulfilled, be linearized in matrix form

- RTE
K.- _ [+ 4] Otz:| K; ] +l0 0][ ;] (5.40]
Q!+! Xy Qg Q.' Bl —ﬁ_l PROF;
The derivation of this linear form is presented by Christodoulakis and Weale
(1987). They show that a; = 1 and that the system then has one stable and one



unstable root, provided that the condition, aya; > 0, is met, which it is. The
instability generated by this is assumed to be removed by a jump in the valuation
ratio on to a saddlepath so that the economy again converges to equilibrium.

The capital-stock/valuation ratio system is sensitive to both fiscal and monetary
policy. A reduction in the tax rate increases the rate of return on capital. The
arbitrage condition now requires that the valuation ratio should be falling. The
rate of return can be brought back in line with the rate of interest by means of an
increase in the capital stock. An upward jump in Q followed by a gradual fall will
ensure that, except with the initial jump, the arbitrage condition is met and the
capital stock is increased. A reduction in the real rate of interest requires that the
valuation ratio be falling. Equilibrium can only be regained if the rate of return on
capital is increased. These conditions are met by an upward jump in Q followed
by a steady fall. Accumulation of capital takes place and eventually the rate of
return is brought into line. Figure 5.3 shows the effect of a 0.2 point reduction in
the interest rate, on the assumption that wages, human capital and the exchange
rate are constant.

The valuation ratio influences investment directly and, through its effect on
wealth, it also influences consumption. The impact on consumption dwindles over
time for two reasons. First of all, the capital gains are gradually spent. And,
secondly, the fall in the interest rate reduces the property income of the private
sector. Although no consumption takes place out of this income directly, the fall in
property income has an impact on saving and, therefore, in the longer term on
wealth. The effects on consumption arid investment are much more powerful than
those found in other macroeconomic models (Easton, 1985). We attribute this to
the role we have given to the valuation ratio which is, at present, unique to our
model.
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Figure 5.3 The valuation ratio and investment: a 0.2% interest-rate reduction

Although this system provides a coherent modelling of the investment sector
with model-consistent expectations, it is not fully complete. As noted above, the
model does not embody a conventional production function. The share of profit in

national income is independent of the

capital stock, since it is given by, in essence,



a system of mark-up equations. Correction of this omission would probably have
the effect of increasing the unstable root, and ensuring faster convergence of the
system.

With adaptive expectations the investment function is unchanged. However, Q;

is given by adaptive equation (5.18). It can be seen in Figure 5.3 that whenever Q;
> Q (the steady-state value) the capital stock is rising and so Q; > Q is falling. It

is clear from this adaptive equation that, here, too, fiscal and monetary policy will
both influence Q and thus have effects on aggregate demand through their
consequences for fixed investment. The effect is very much smaller than with
model-consistent expectations. The reason for this is that the effect of a permanent
change in the interest rate on Q is very much reduced if expectations are adaptive
rather than model-consistent. This can, in turn, be explained by the fact that Qis
no longer a jumping variable. It is also worth noting that the decline in
consumption appears much sooner than with model-consistent expectations. The
reason for this is that the adaptive consumption function has a larger propensity
to consume out of wealth.

5.4.3 Net foreign investment

The previous section has shown how the valuation ratio interacts with the capital
stock. We set up a partial model which demonstrated how variations in the
valuation ratio can drive the capital stock to an equilibrium in which, down to a
risk-premium, the rate of return on fixed capital is the same as the rate of return
on Treasury bills.

In the same way the real exchange rate interacts with the rate of net foreign
investment. In Chapter 4 we demonstrated that there was an inherent instability
in the stock of net foreign investment; we investigated whether the real exchange
rate could move so as to clear this; in the unregulated economy we suggested that
this was only possible if the real exchange rate was able to jump so as to clear the
instability. On the other hand, in a model which does not have forward-looking
expectations, it is perfectly possible to simulate an unstable model.

The results which we presented there were for an economy with perfect capital
mobility between home and foreign assets, but we would not expect them to be
greatly modified by high, but imperfect, capital mobility. Here we do not add to
the analysis of Chapter 4 by presenting a new algebraic model with imperfect
capital mobility, but we limit ourselves to a simulation of our model. The portfolio
allocation aspect of this (equations (5.21) to (5.24)) is effectively an imperfect
capital mobility variant of equation (4.19d).

The balance sheet structure which we have adopted (section 5.3.1) allows us to
keep track of the stock of foreign investment, and the property income equations
(section 5.3.3) ensure that interest payments and receipts are not neglected. The
implications of changes in the real exchange rate for the value of net foreign
assets in terms of the home product are also taken into account.

Version 7 of the National Institute model, in common with most other
econometric models, shows the effects of the real exchange rate on imports and
exports, identified by several broad sectors. In version 7 the Marshall-Lerner



conditions scarcely hold. We have taken the view that these low elasticities may
be due to aggregation bias, and instead have applied the much larger elasticities
found by the disaggregate analysis of the Cambridge Growth Project model
(Barker and Peterson, 1988; see Appendix to this chapter).

The basic idea of our model, in the absence of exchange-rate targeting and with
model-consistent expectations, is that adjustments in the real exchange rate take
place so as to clear stock instability arising from the cumulation of interest

payments on net foreign assets.!® This simulation corresponds to Regime 1 in
section 4.5. In our simulation with model-consistent expectations, we impose the
jump which is needed to make the model saddlepath stable. With adaptive
expectations (section 4.5) we would expect the model to be unstable because the
exchange rate cannot move to clear the instability due to the cumulation of
foreign assets, but this is not in itself a barrier to simulation.

In Figure 5.4 we present simulations showing the effect of a 0.2 per cent fall in
the home interest rate, holding the wage rate, the valuation ratio and human
capital constant. The interest-rate reduction results in a downward jump in the
exchange rate. This generates capital gains on private sector investment abroad.
Foreign assets in the UK also rise initially because foreigners make gains on their
non-UK assets and invest some of those gains in the United Kingdom. An
adjustment process then takes place whereby each sector adjusts its portfolio
towards the final equilibrium. The exchange rate continues to move so as to
maintain capital account equilibrium, and only reaches its final steady state very
gradually. The lower net property income paid to foreigners, as a result of lower
interest rates and a rearrangement of portfolios, means that the steady-state real
exchange rate is appreciated relative to its reference level. This is visible in Figure
5.4(a) extrapolated.
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Figure 5.4 The exchange rate and foreign investment: a 0.2% point reduction in the
interest rate

When expectations are adaptive, there is no jump in the foreign exchange rate.
Instead it falls steadily, again generating a current account surplus. In the short
term the foreign sector appears to be increasing its holding of sterling assets
despite the fall in the interest rate. This happens because of the valuation effect.
The fall in the sterling exchange rate leads to a fall in the value of sterling assets
measured in foreign currency, and in the short term foreigners top up their
holdings. In the longer term the fall in the interest rate (taking account of the
expected exchange-rate change) has clearly reduced the attraction of domestic
assets, but the model probably does not converge to a stable equilibrium.

5.5 CONCLUSION



This chapter has had two purposes. First, it has examined in detail the evolution of
the supplies of financial assets, the determination of their prices and the resulting
implications for aggregate demand. These are shown to be very important.
Secondly, it has shown the effects of forward-looking, model-consistent,
expectations on aggregate demand. These two issues are of course related, since it
is through their effects on asset quantities and prices that expectations influence
expenditures. Our thorough treatment of asset effects has been an essential
prerequisite to our study of expectational effects, and has demonstrated the means
by which financial policy interacts with expectational effects to affect the real
economy. We find that, when expectations are assumed to be model-consistent,
the effects of changes in policy instruments are much more powerful and more
sudden than when they are adaptive. This suggests that it could prove easier to
regulate an economy in which policy rules are understood and believed, than it
will in an environment in which expectations are formed from simple adaptive

rules.?’ The response of the economy is very different depending on the way in
which expectations are assumed to be formed, and it might seem to be an open
question of whether we can succeed in designing rules which work independently
of whether expectations are assumed to be adaptive or are assumed to be model-
consistent. It is to this question that we now turn.

5.6 APPENDIX-MODEL PARAMETERS

5.6.1 Variable list

This list covers the variables referred to in the Appendix.

BD budget deficit (current prices)

BPS balance of payments surplus (current prices)

CDUR purchases of consumer durables (current prices)

CPI consumer price index

cz pure consumption, adjusted for durable goods (1980 prices)

D monetary base (current prices)

DEP Depreciation rate of fixed capital (1.2% per quarter)

DEPC Depreciation rate of consumer durables (4% per quarter)

DF 1 + fractional capital gain on foreign assets

DP 1 + fractional capital gain on home assets

ECZ stochastic term in consumption

EX nominal exchange rate index (foreign currency/£)

EXA® expected exchange rate appreciation

FAP foreign assets of private sector (current prices)

g long-term real growth rate of the economy (per cent per
quarter)

GDP Money GDP (current market prices)

HAF home assets of foreigners (current prices)



HAP home assets of private sector (current prices)

INV gross fixed investment (1980 prices)

K capital stock (1980 prices)

NWPR personal sector wealth (current prices)

NWPS total personal wealth (1980 prices)

PDK price of capital goods (1980 = 1)

PROF profit and rent on private capital (current prices)

0 valuation ratio

ORDZ personal disposable income adjusted for durable goods (1980
prices)

RCNS consol rate (% pa.)

RTB UK Treasury bill rate (% p.a.)

RTL average of beginning and end period Treasury bill rates

RUS foreign bill rate (% p.a.)

S1, Sy, S3and  seasonal dummies

S

S private sector stocks and work in progress (current prices)

SB private sector stock building (1980 prices)

SDUR stock of consumer durable goods (current prices)

TIME time trend

ww world wealth (current price indicator)

YG grant income (1980 prices)

YL labour income (1980 prices)

5.6.2 Stock and share prices
The dynamic adaptive process for Q is

Qivi=a10: + a;

This equation can be estimated by replacing the expected values by their actual
outturns. On estimation over the period 1973 IV to 1984 II it turned out to be
severely autocorrelated. A model with a longer lag was found to be dynamically
unstable when inserted in the full econometric model; it developed autocorrelation
if restricted to be stable. Instead of introducing a longer lag the equation was
therefore estimated on the assumption that the residuals were autocorrelated. In
an equation of this form no common-factor restriction, of the type discussed by
Hendry and Mizon (1978), is required.

The actual value of Q is determined by the interaction of the arbitrage and

(5.41)

expectational equations, eliminating Qf T The reduced form for Q is therefore
an equation in the rate of profit, the rate of interest and the rate of inflation of



capital goods. No numerical long-run value for Q can be imposed without making

some assumptions about the steady-state values these other variables take. The
reduced form (equation 5.18) is

Qi = {az + PROFJ(PDK, % Ko+ SN2 — e
+ RTB,[400 - PDK,|PDK,_1) (5.42)

If one assumes that in the steady state the rate of interest is 7 per cent, the rate of
inflation of capital goods is 2.8 per cent and the rate of profit 4.2 per cent per
annum (which is broadly consistent with our perception of the long-run steady
state of the model), the condition on ¢; and a, needed to ensure Q takes a steady-
state value of 0.64, its historical mean is

0.64 = (a2 + 0.0105){(1 — a1 + 0.0105) (5.43)
This condition is accepted (;, = 1.30) and the final equation is
051 =0.753 x O, +0.153 (5.44)
(8.3) (8.3}
p =049
(3.5)

R% = 0.60

Test for autocorrelation F(4,34) = 1.83

Test for stability on last 5 observations F(5,41) = 4.4

Estimation period 1973 IV to 1984 II

F-statistics are derived from y? statistics using the small-sample adjustment

suggested by Evans and Savin (1982). The stability test is accepted at a 2.5 per cent
level, but not a 5 per cent level. Had more resources been available this problem
would have been investigated in detail.

The expected future values for Q can now be eliminated and the resulting
equations solved for the current values of Q:

Q= {0.153 + PROF{( PDK, x [K, + S])}/(0.247
+ RTB:{400 — PDK,| PDK,_|) (5.45)

The current price of Q can be interpreted as adjusting so that expectations are
consistent with the arbitrage equations. The expectations thus formed are, of
course, not normally fulfilled.

We attempted to estimate a similar equation for the consol rate. However, the



results implied that the rate moved one for one with the Treasury bill rate. It
seemed to us that this implied excessive volatility of long-run expectations of
future interest rates. We therefore imposed a modified version of an equation
from the Treasury model (HM Treasury, 1985). The modification ensures that, in
the steady state, the long and short interest rates are equal. With our assumption
about perfect capital mobility, this then implies that expectations are fulfilled in
the steady state.

RCNS; =0.831 X RCNS,-1 +0.169 x RTB, (5.46)

It is of course possible to calculate the expectational equation for the consol rate
which, together with the arbitrage equation, implies this relationship for the
actual rate.

5.6.3 The exchange rate

The exchange rate is determined by the capital flow model (section 5.3.5). With
model-consistent expectations the model is solved by, once again, making the
assumption that expectations are fulfilled. When expectations are adaptive, a
suitable model of expectations-determination is needed. Attempts to estimate such
an equation were unsuccessful. They suggested an extrapolative process. A fall in
the exchange rate would lead to expectations of a further fall and the market
would not clear. It has therefore been necessary to impose an adaptive equation

Alog £X7. = -0.3 Alog EX, (5.47)

5.6.4 Portfolio allocation

Considerable resources were devoted to the estimation of a model of portfolio
allocation, defining the choice between home and foreign assets by the private and
foreign sectors. The results implied a degree of capital mobility very significantly
below that generally believed to exist; we have therefore had to use an equation
for private sector portfolio allocation which gives equal weight to the data and a
strongly-held prior belief that there is high substitutability between home and
foreign assets. Since we only use our model for the purposes of rerunning history
and the residuals are therefore added back, it has not been necessary to include a
dummy for the ending of exchange control.

The home assets of the private sector are a weighted average of a component
which is sensitive to expected yield differentials and the sum of home assets in the
previous period, appropriately revalued, and current saving. Saving is measured as
the sum of private sector investment (including stockbuilding and net durable
goods purchases), the budget deficit and the current account surplus. The
weighting indicates a speed of adjustment.



HAP/NWPR, = 0.915([HAP,., — SDUR,-\] x DP,
+ [INV, -~ DEPx K, + SB,] x O: x PDK,
+ SDUR, + BPS, + BD,)] NWPR, + 0.085 x (0.873
+17.34 X (0.0025 [RTB, — RUS/| + EXAS)}  (5.48)

The related stock variables (section 5.3.2) are maintained as:

NWPR, = (HAP...— SDUR,.:)x DP; + FAP, x DF; x EX: 1|EX,
+SDUR, + (INV, - DEP x Ki-1 + S8:)) x
x POK, + BD, + BPS; (5.49)

K,=(1 - DEPYX K,_, + INV, (5.50)
SDUR, = (1 - DEPC) x SDUR,_, x CPL{CPI,_ | + CDUR, (5.51)

FAPE = NWPR;_ HAPr {552)

Coefficients in the foreign sector equation have been imposed so as to lead to the
same absolute average currency flow as the domestic sector shows in response to
an interest-rate change. No easy interpretation can be placed on the coefficients
since WW is not measured in units of its own. The equation is

HAF =0915x HAF,_, x DP, +0.085 x (7.4 -
1000 X (0.0025[ RTB, — RUS,| + EXA{) x WWJEX, (5.53)

The demand for the monetary base is modelled using a form similar to that
adoped by Weale (1986). It is expressed as a fraction of private sector home assets.
This fraction depends on stock of home assets relative to a ‘baseline’ demand
which is a function of Money GDP and the opportunity cost of holding the
monetary base. It also depends on the interest rate and on the lagged ratio of
monetary base to home assets, adjusted for average capital gains on all home
assets. The estimated equation is

Dy HAP, =0.0229 - 0.005 log(HAP,{GDP,} - 0.00005RTL,

(2.85) (2.65) (1.75)
+0.652D_ |f(HAP,_ |, x DP;) - 0.00006 x TIME (5.54)
(5.17) (3.42)

- 0.00078, + 0.00063S; + 0.00025,
(3.52) (3.38) (0.8%)

R% = 0.98
Test for autocorrelation up to four periods F(4,28) = 0.65



Test for stability on last five observations F(5,30) = 1.8
Estimation period 1973 IV to 1984 II

5.6.5 Consumers’ expenditure

The consumption function with rational expectations is an estimated form of
equation (5.33). The estimation technique takes account of the fact that the
consumption function implies that moving average errors are present. The model
is a restricted form of a much more general model. Weale (1987) presents the
results of a full battery of test statistics, showing that the restrictions implied by
the particular form of the consumption function can be accepted by the data. The
model, parameter estimates and basic test statistics are set out below.

CZi=(—-2760% 8 + 606 X S2+ 651 X $3+ 1504 x Se M1 + g)’
(34.3) (8.6) (8.1) {20.4)

+0.060 x NWPS, .1 + (1 + 0.0104)(CZ, ., — 0.006NWPS, _»

(5.4) (1.0) (5.4)
~0.006(0.663[ YL, + YG,_(]) +0.337 x (YL, + YG,)
(5.4) (9.3) 4.7

—(1+0.0104) x 0.337 x (YL, 1+ YGi- 1)+ ECZ,
(7.0) (4.7

— (1 + 0.0108)ECZ, _, (5.55)
(7.0)

The data are detrended before estimation, allowing the seasonal terms to be
treated as constant seasonal dummies. During estimation due account is paid to
the moving average nature of the error term.

Autocorrelation parameter —0.439 (34 = 2.7)
Chow test (last 5 observations) F(5,30) = 0.3
Autocorrelation up to 4th order xi = (.55

S.E. 200

The estimation is carried out using version 4.0 of TSP. The estimation period is

1974 II to 1984 IL The y? statistics show the results of the Wald test.
In a purely adaptive expectation model, with no forward-looking behaviour, the
consumption function is very simple. It is found to be



CZ, =0.108 x QRDZ; + 0.0028 x NWPS,_, + 0.013 x CG,

2.2) (2.7 3.0
+0.740x CZ;_, — 4395 x §, - 1095 x &,
(8.8) (22.5) (7.9)
- 1173 % §; + 4242 {5.56)
(9.0) (3.8)
R% = 0.965

Test of autocorrelation of up to fourth order F(4,26) = 0.22
Chow test with split last five observations F(5,29) = 1.27
Estimation period 1974 I to 1984 II

The equation was estimated after scaling by disposable income.

The original NIESR equation is used to model purchases of durable goods. The
stock of durable goods is maintained by means of a perpetual inventory (section
5.3.2), assuming a rate of depreciation of 4 per cent per quarter. Income is imputed
to the stock of durable goods at a rate of 0.55 per cent per quarter (a rate equal to
the average real return in the economy as a whole from 1974 to 1984).

5.6.6 Fixed investment

In order to produce a simple explanation of fixed investment the disaggregation
present in the NIESR model has been suppressed. Aggregate gross private sector
investment is modelled as a function of the valuation ratio

INV;IK.-~ | = 0.0l l{Q( + Q,l‘-- t)fz + 0.7'3!’NV{- |’K;-2 - (0.00305!
(2.85) (5.65) {7.68)

+ 0.001045; + 0.00109S3) (5.57)
(2.77) (3.07)

R% = 0.61

Chow test with split after 31 observations F(5,31) = 1.36
Test for serial correlation of up to fourth order F(4,28) = 0.64
Estimation period 1974 II to 1984 II

This equation is multiplied up by the lagged capital stock for use in the model. It is
also seasonally adjusted. When Q takes its equilibrium value INV/K;_; will equal

the aggregate rate of depreciation plus the expected (trend) rate of growth in the
economy. The mean value of Q over the estimation period was 0.64. This was
associated with gross investment of 1.9 per cent of the capital stock per quarter.
The national accounts imply a depreciation rate of 1.2 per cent per quarter. The
resulting growth rate in the capital stock is regarded as an equilibrium growth
rate. The behaviour of this function is studied in detail by Christodoulakis and
Weale (1987).



The link with the existing investment functions in the National Institute model
has been made by replacing the existing aggregate, which is the sum of
component parts with the value derived above. The disaggregate estimate for
investment by the service sector is replaced by a balancing item, and the other
parts operate as in the existing model.

5.6.7 Exports and imports

A feature of the National Institute model is that the Marshall — Lerner conditions
hold at best weakly. The trade price elasticities are lower than those suggested by
Barker’s (1988a) survey. To attempt to investigate exchange-rate policies on such a
model is not likely to prove fruitful. In such circumstances it would be necessary
to restrict imports for balance-of-payments adjustment.?!

The low sensitivity of trade flows to exchange-rate movements in the National
Institute model comes about for three reasons. First, the price of exports is more
sensitive to world prices and less sensitive to home prices than the mainstream of
the estimates presented by Barker (1988b). Furthermore the price of manufacturing
output sold domestically itself has a high sensitivity to import prices. The
implication of this is that a 5 per cent depreciation leads to a fall in relative export
prices in the long run of only 0.5 per cent even though the nominal wage is fixed.
Secondly, the price elasticity of demand for exports is not large (see below).
Thirdly, on the import side, again the elasticity of substitution is low. (The import
price is not sensitive to domestic prices and this at least does enhance the effects
of a depreciation compared with a model which attaches some weight to domestic
prices. However, this enhancement is small since the weight on domestic prices is
typically not very large.)

In the modified version of the model it has been decided to impose as long-run
elasticities those offered by Barker (1988a) derived by aggregating disaggregate
trade equations. Table 5.2 summarizes the changes made. The elasticities are
calculated in 1981 for those equations where they are not constant, in order to be
comparable with Barker’s (1988a) results.

Table 5.2 Elasticity of demand with respect to relative prices

NIESR Barker Share in
Total
Exports manufactures 0.90 0.59 0.53
other goods 0.0 ] L1t [ 0.23
service 1.20 ' (1.24
Total 0.59 1.01 1.0
lmports manufactures 0.33 1.48 (3.55
other goods 0,11 } 0.34 0.21
SErVICEs 0.0 ’ Q.24

Total 0.21 0.96 1.0




In order to impose Barker’s price elasticities on the model, the long-term
manufacturing price elasticities are changed. The ‘other goods’ elasticities are kept
as in the original NIESR model. The long-term export service price elasticity is set
at 2.22, while the import service price elasticity is set at 1.29.

Barker’s (1988b) estimates for the long-term sensitivity of export and import
prices to home and foreign prices have also been imposed. The long-term
sensitivity of domestic output prices to import prices and unit labour costs has
been derived from the disaggregate estimate of Weale (1988). The import weight
in this equation does not fall very far but this fall can have a marked impact on
the overall effect of a trade depreciation. The change to price effects are
summarized in Table 5.3. These long-run properties are imposed, where possible,
by modifying ‘catchup’ terms in model equations. Each coefficient on the relevant
variable has been scaled appropriately. In the case of service imports where there
was originally no price effect, the time path of the price response is assumed to be
the same as that of the quantity response. The modified equations are available on
request.

Table 5.3 Relative weights on home prices/costs

NIESR Barkerf  Share in
Weale Total

Exports manufactures 0.41 0.57 0.53

other goods 0.54 } 0.53 0.23

services 0.75 ’ 0.24

Total 0.52 0.55 1.0
imports manufactures 0 0.13 0.55

other goods 0 ] 0.2 [ 0.21

services 0 ’ 0.24

Total 0 0.19 1.0
Home sales manufactures 0.38 0.45

The weights on foreign prices are 1 - those on home prices.



Chapter Six

Macroeconomic policy rules for economic
stabilization

6.1 INTRODUCTION

In this chapter we demonstrate the working of policy rules designed to be capable
of regulating the two policy targets which we use in our empirical study of New
Keynesian economic policy; these targets are the level of nominal GDP and the
level of real national wealth. The case for choosing these two variables as targets
was set out in Chapter 1. Our policy rules are intended to be suitable for use
independently of whether expectations are model-consistent or follow the
adaptive processes described in Chapter 5. We also consider the problem of
stabilizing an economy which suffers from strong cost-push linkages, and
compare this with regulation of an economy in which wages are not linked to
prices but respond only to excess demand and a core rate of inflation.

In our static analytic model in Chapter 2 we argued that the appropriate use of
monetary or fiscal policy as a means of achieving both policy targets, what we
called the appropriate instrument-target emphasis, depends on the relative
strength of the effects of monetary and fiscal policy on each of the targets. We
summarized this idea of relative strength by the concept of comparative
advantage. We went on to argue that, because changes in taxes may influence
wages, the pattern of comparative advantage, and thus the appropriate policy-
target emphasis, was crucially dependent on the structure of the labour market as
represented by the aggregate wage equation. If wages were fixed in terms of real
take-home pay, then it was likely that monetary policy would have a comparative
advantage in fighting inflation, while, if wages were negotiated in nominal terms
in the face of demand pressures, it was more likely that fiscal policy would have a
comparative advantage in fighting inflation. This would have immediate
implications for the appropriate policy-target emphasis.

In Chapter 3 we turned to dynamics. We expressed monetary policy using a
real exchange rate target and retained the use of taxes as a fiscal policy
instrument. We looked at a particularly simple form of instrument-target
emphasis, normally known as policy assignment, since an analytical treatment of
the active use of both instruments to control both targets threatened to get out of
hand. Our investigation of simple ‘decoupled’ policies was useful in indicating
some of the problems faced by the use of fiscal policy to control inflation.

We complemented this dynamic analysis by an investigation of the pattern of
comparative advantage, in both the short and the long term, of our two



instruments, taxes and real exchange rate policy, in controlling two targets, the
price level and, in Chapter 3, investment. We argued that in the simple case in
which the pattern of comparative advantage is well defined and the desired form
of policy rules is straightforward, the pattern of comparative advantage should be
reflected in the control rules used to regulate the dynamic economy. Otherwise
the control rules are likely to perform badly. This is simply a generalization of
Mundell’s Principle of Effective Market Classification (Mundell, 1962). In the more
complicated case in which the pattern of comparative advantage changes over
time, it is not possible to make general inferences about instrument-target
emphasis from the pattern of comparative advantage. However, we suggested that
it is still generally the case that the pattern of short-term comparative advantage
will need to be reflected in the structure of the proportional components of the
control rules. One would thus expect that a rule for stabilizing inflation in a cost-
push economy would need to have a strong proportional component of monetary
policy in the control of inflation. This chapter investigates whether these
hypotheses, formed from a theoretical investigation, are borne out in our
empirical model. We demonstrate that satisfactory policy rules can be found
whose proportional components do reflect the pattern of comparative advantage,
but we stress that these rules are representative and we do not claim to prove that,
in our dynamic model, all possible satisfactory rules must reflect the pattern of
comparative advantage.

Chapter 4 introduced the further dynamic complication of wealth
accumulation. Again, we simplified the treatment of instrument-target emphasis
by applying it in its extreme form. We assumed that each instrument was applied
to the control of only one target. This allowed us to investigate problems of stock
instability, but did not make any further contribution to our knowledge of
appropriate instrument-target emphasis.

For reasons which will now be obvious, after some preliminary definitions we
proceed to examine the behaviour of the wage equation in our simulation model,
and look at the influence of wage indexation on the pattern of comparative
advantage of our policy instruments in controlling our target variables. We then
present representative rules which reflect the pattern of comparative advantage,
and study their properties by looking at some simulations.

6.2 THE TARGET VARIABLES DEFINED

We must now give precise definitions to the target variables which we adopt in
our empirical work.

6.2.1 Money GDP

Money GDP is defined at factor cost, so as to remove the direct effects of any
indirect tax changes on the price level.

6.2.2 National wealth

The definition of national wealth which we have adopted is



Private sector capital stock (including land and stocks and work in progress)
valued at actual (or in the case of land a notional) replacement cost x the ratio
of home assets of the private sector at market prices (excluding consumer
durables) to all net home assets (excluding consumer durables) at market prices

PLUS

Foreign assets of the private sector at market prices

PLUS

Net foreign assets of the government

The first term attempts to allocate the domestic private capital stock, adjusted, as
far as possible, for denationalization, so as to produce a consistent series, at
replacement cost between home and foreign investors on the basis of their overall
holdings of claims on capital goods. Only the share allocated to the domestic
private sector is included in national wealth. The remainder, which is allocated to
the foreign sector, is not part of the wealth of the nation. On the other hand,
having excluded foreign claims on domestic capital, we must aim to include
domestic claims on foreign assets. Private sector foreign assets are included at
market prices because there is no obvious way of measuring them at replacement
cost. Finally, even if the government never intervenes it may own some net
foreign assets and these have to be included.

The statistics from which we have calculated this aggregate are probably less
reliable than many. We have, for example, had to interpolate within annual
estimates in estimating the components which go into these aggregates. And we
have had to make use of variables such as trade credit, which are themselves
unreliable. Nevertheless we have been able to produce an aggregate which
represents a particular definition of national wealth. As far as is possible, it is
measured at replacement cost rather than at market prices and it excludes a
number of items which could reasonably be included. The most important of these
is the public sector capital stock. A second is the value of unextracted natural
resources, and a third is the value of the stock of consumer durable goods.

We measure national wealth at replacement cost rather than at market value
(stock market valuation) because, in our model, fluctuations in the valuation ratio
about its equilibrium are temporary. To value wealth at market prices would
encourage the use of policy instruments which manipulate the stock exchange
valuation of capital in the short term. This would have, if anything, an adverse
effect on national saving, because a high valuation ratio would be induced if
wealth were low. This high valuation ratio would encourage consumption rather
than increased saving. To value wealth at market prices would also mean that our
policy instruments would respond to noise in the valuation ratio; this is in itself
undesirable. These arguments point, very much, to a replacement cost valuation;
we value foreign assets at market price only because it is not possible to measure a
replacement cost valuation.

In the 1980s there has been a dispute about the quality of much public sector
investment. We have left public sector capital out of the measure of national
wealth, not because we believe that public sector capital goods, such as hospitals,
are in any sense less useful than private sector goods, such as casinos, but because
we do not wish to become embroiled in this debate. Instead we have, in our
simulations of Chapters 8 and 9, adopted separate exogenous trajectories for



public sector investment.

We exclude the stock of unextracted natural resources for reasons of
measurement. The stock of consumer durables is left out for much the same
reason as the public sector capital stock. Many people would find it hard to
describe an economy as making prudent provision for the future by increasing its
purchases of consumer durables.

We do not claim a cast-iron case for any of these exclusions, and we could
imagine that the pragmatic economist would want to run several wealth targets in
parallel (although they might not all be attainable). But we are confident that our
results would not be changed significantly by a slightly different approach.

6.3 ENDOGENOUS WAGES

In Chapter 5 we set out the basic stock-flow relationships of the model which we
use for an empirical analysis of macroeconomic policy. Now we discuss the wage
equations which we use in our analysis. We have three different equations. The
major distinction is between our ‘unreformed wage’ economy, in which we use a
realistic wage equation, with wages indexed to prices, based on one which has
been econometrically estimated, and our ‘reformed wage’ economy in which
wages are set with reference to the core rate of inflation and to unemployment
terms, but without any direct indexation or ‘real wage catch-up’ terms.

With unreformed wages, expectations of consumer price inflation play an
important role; we distinguish the case in which these are model-consistent from
that in which they are adaptive. With reformed wages, expectations of consumer
price inflation do not affect wage behaviour, and so there is no difference between
the model-consistent and adaptive cases. Despite the fact that we have four types
of simulation, we have therefore only three wage equations.

We take the wage equation in version 7 of the NIESR model as our starting
point. It is

AINWAGERATE, = 0.307 — 0.138RTT,_; + 0.759AInCPI;
~0.00651AA VHMF, — 0.00268A VHMF
— 2724 UPC, -\ - 2.43AUPC, -3 - 0.262UPC, _, {6.1)

where

WAGERATE - wage rate

AVHMF - average hours worked in manufacturing
UPC - unemployed/labour force

RIT - real earnings aspiration gap defined as
RIT = In AVEARN/(CPI x 0.976 x (1.00554))
AVEARN — average earnings

CPI — consumer price index

AInCPr f - expected rate of inflation, determined adaptively with



AlnCPI} = 0.75AInCPL_; + 0.15AInCPI;_, + 0.10AInCPI;_5

Equation (6.1) implies a target rate of growth in the real wage of 2.2 per cent per
annum. The effect of the terms in manufacturing hours is small. We set the level
of AVHMF to 100 (which is the base value) and the change to zero. The equation
as it stands suggests that only 76 per cent of expected price increases are reflected
in wage demands. More recent work (Layard and Nickell, 1986) tends to impose
the restriction that wage increases are fully indexed to price increases. However
we wish to consider the effects of different degrees of indexation rather than settle
on only one value. We also wish to investigate the effects of changes in the cost-
push parameters. In order to do both of these we modify the NIESR equation to
give an equation more like that used in our analytic work of Chapter 3.

AInWAGERATE, = 0.039 — 0.1384R TT,_; + »AInCPIf
—2.728%UPC,- 1 — 2.43AUPC 3 = 0.262UPC,—_4 + (1 — »)p* (6.2)

where F}* is the authorities’ target rate of inflation.

We can allow the indexation parameter, v, to take values between 0 and 1,!
although in fact we focus on the two extreme cases of v = 0 and v = 1. Note that
the value of v also affects the strength of the catch-up term, RTT, as well as the
extent of direct wage indexation. The coefficient on UPC;_4 corresponds to a; in

equation (3.1). It shows that a one percentage point increase in the unemployment
rate will cause roughly 0.25 per cent reduction in the quarterly rate of wage
inflation, or a 1 per cent reduction in the annual rate of wage inflation. This
equation is more general than that of Chapter 3 in that it contains quite large
hysteresis terms in AUPC and A?UPC, which increase the effect of increases in
unemployment in reducing inflation but have the opposite effect when
unemployment falls and have no effect unless the level of unemployment is
changing.

If the model is to be solved with model-consistent expectations we assume that
AIMCPIF = (AInCPI, + AInCPI,_,){2 a simplifying assumption
that wages are set at the beginning of the current period on the basis of the
average of the past and the correctly foreseen current inflation rate. This
assumption avoids the need to use Taylor's (1979) overlapping contracts
framework at the cost of assuming that wage contracts only last one period and
that actual prices are not distinguished from expected prices. This expression is
open to the criticism that it gives a strong instantaneous wage-price loop which
makes inflation easy to control.

If the model is solved with adaptive expectations we use the expression in the
original NIESR equation, shown above. It implies a slower adjustment of wages to
inflation than in the previous case, but is not otherwise very different.

6.4 THE EFFECT OF TAXES ON MONEY GDP AND ON PRICES



In our reformed wage case the parameter v is set equal to zero, while with
unreformed wages v is set equal to 1. Our analysis of Chapter 3 suggests that the
response of wages and prices, and therefore of Money GDP, to a fiscal change will
depend crucially on that value taken by v, at least in the case in which the fiscal
policy instrument is a tax variable.

We regard this case as empirically relevant. There is every reason to assume
that the fiscal instrument is a tax variable; some types of government spending
can be varied at short notice, but these are typically transfer payments and we do
not regard it as politically feasible to use transfer payments as instruments of
macroeconomic policy.

Previous research (Vines et al, 1983) suggested that VAT and employees’
national insurance contributions were feasible fiscal instruments which could be
used for fine-tuning on a quarterly basis. A compound fiscal variable consisting of
equal percentage point movements in the VAT rate and the rate of employees’
national insurance contributions seems to be the most broadly-based fiscal
instrument available.

With v > 0 our fiscal instrument certainly has a cost-push effect on wages.
However, our equation suggests, somewhat illogically, that wage claims are
affected by indirect tax increases which affect the price of consumer goods, but
not by direct tax increases which affect take-home pay, a property which we have
retained because it is a common feature of UK wage equations. It may, then, be
the case that our equation understates the cost-push effect of our fiscal instrument
when wages are indexed. This has to be borne in mind in interpreting the results.

We now present graphs showing the effects of a permanent 0.2 percentage point
increase in the VAT rate and in employees’ national insurance contributions on
our targeted variable, Money GDP. We also indicate the effect of this tax increase
on the GDP deflator. The simulations are carried out on the assumption that the

real exchange rate is held constant.? Figure 6.1(a) shows the effects of the tax
increase on Money GDP and on the deflator when expectations are model
consistent with unreformed wages (v = 1). Figure 6.1(b) shows the response when
expectations are assumed to be adaptive. Figures 6.2(a) and (b) show the effects of
the tax increase when wages have been reformed (v = 0) and expectations are

assumed to be model-consistent and adaptive respectively.>

It can be seen from these graphs that our wage equation interacts with the rest
of the model so as to produce a system in which, with unreformed wages, tax
increases are cost-push in the short to medium term. In the long term the effect
becomes demand-pull with model-consistent expectations within the time-horizon
of our simulation. With adaptive expectations it remains cost-push, but the
demand-pull influences are clearly growing and would dominate over a longer
time-horizon. With unreformed wages the use of fiscal policy to control inflation
must therefore be handled carefully so as to take account for this.
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Figure 6.1 The effect of a tax increase with unreformed wages

With reformed wages (Figure 6.2), not surprisingly, a tax increase is
unambiguously deflationary. The effect is much weaker with model-consistent
expectations than with adaptive expectations because the tax increase depresses
demand and squeezes wages. This has a positive short-to medium-term effect on
profits which more than offsets the effect of reduced demand and leads to an
upward jump in the valuation ratio. As a consequence investment rises adding to
demand. The dynamics of the process induce cycles.
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Figure 6.2 The effect of a tax increase with reformed wages

6.5 THE COMPARATIVE ADVANTAGE OF MONETARY AND FISCAL



POLICY

We now look empirically at the comparative advantage index, w, in our model for
the two extreme values of v, 0 and 1, which interest us. As in Chapter 3 we define

our monetary policy instrument to be the real exchange rate since this
corresponds closely to the way in which we use the real exchange rate as an

intermediate target variable in our subsequent policy rules.*

Table 6.1 presents the value of the comparative advantage parameter, o,
calculated both 12 periods and 72 periods after the use of each instrument. Each
period is one quarter. The index is calculated as in Chapter 3, but is defined with
reference to the two policy targets which we adopt in our empirical work, national
wealth and Money GDP, rather than the targets we used in our simplified
analytical model of Chapter 3.

The comparative advantage indices are defined as {(92/3S)/(on/dS)}/{(0z/2A)/(on/
JdA)} in our standard notation. This is calculated at 12 and at 72 periods. With
model-consistent expectations the 12-period results are calculated on the
assumption that the step changes to S and A are only expected to last 12 periods.

The 72-period results are calculated on the assumption that they are expected to
last for 72 periods.

We can see from the table that the pattern of comparative advantage depends on
both the way in which expectations are formed and on the value of v. But within
this there are a number of important patterns. First we note that, with unreformed
wages, the short-term comparative advantage indices are close to or above 1. This
suggests that, for short- to medium-term control of the model, cases (c) and (d) of
Table 3.2 will be relevant. In the longer term case (b) appears relevant with model-
consistent expectations and case (c) with adaptive expectations. But we may infer,
from Figure 6.1(b), that, had we been able to run our model for more than 72
periods, we would have eventually found that a tax increase with unreformed
wages and adaptive expectations would eventually reduce Money GDP, making
case (b) relevant. Secondly, with reformed wages the parameter is negative in both
the short and the long term, making cases (a) and (b) relevant. Although (a)
implies that emphasis should be put on demand-pull fiscal policy to control
inflation, while (b) implies that monetary policy should be emphasized, it can be
seen from Table 3.2 that both these cases imply the same pattern of signs for the
parameters.

Table 6.1 Comparative advantage indices in our empirical model

Model-consistent Adaptive
Expectations Expectations
Unreformed Reformed Unreflormed Reformed

Wages {r=1) Wages(+r=0) Wages(r=1) Wages{r=0)

12 periods |.45% - 0,53 (.88 -1.14
72 periods -0.15 -0.01 0.57 -1.06




In both unreformed and reformed wage cases we hope to see these values of the
comparative advantage parameter reflected in the instrument-target emphasis of
our policy rules.

6.6 THE DESIGN OF ECONOMIC POLICY

6.6.1 Simultaneous rules and lagged rules

Our analytical model was set out in continuous time. It did not, therefore, allow us
to distinguish policy rules which respond simultaneously with current events from
those which can only respond with a lag. Lags may arise for two possible reasons.
First of all, some instruments can be adjusted frequently, while others cannot. For
example, the rate of interest can be adjusted on a day-to-day basis while fiscal
policy probably cannot be adjusted so frequently. Secondly, some targets can be
monitored regularly, while others can only be observed infrequently. Daily
information accrues on the exchange rate and on the level of the foreign-exchange
reserves, while information on Money GDP and on national wealth is at present

only available quarterly, and only accrues with a lag.

In our analytical model, economic policy responded immediately new
information became available about the state of the economy, and it was therefore
possible in section 3.5 to eliminate the target exchange rate from the dynamic
model by substitution. In a discrete time model in which some information
becomes available with a lag, the role of the target exchange rate as a guide to
monetary policy is more obvious. If a target exchange rate regime were adopted,
both the target exchange rate and fiscal policy could only be set on the basis of
Money GDP and national wealth data which became available only infrequently.
Until new information became available both fiscal policy and the target exchange
rate would be held constant. However, the target exchange rate would be used to
determine short-term monetary policy (alterations in the interest rate and foreign-
exchange intervention). If the actual exchange rate strayed from its target value
then appropriate adjustments to the short-term interest rate and to intervention
could be made very quickly, i.e. effectively simultaneously.

This approach should be contrasted with one in which the interest rate is set
directly on the basis only of lagged information about the level of Money GDP
and the level of national wealth. In such a framework the exchange rate could
move to an inappropriate level for quite a long time building up future difficulties
for economic management, without leading to the required policy response. Those
difficulties could be partly avoided if, as we suggested in Chapter 1 (section 1.5),
the exchange rate were held close to an appropriate target value by means of

short-term monetary policy,® and that is what we suppose in what follows.

The basic structure for our policy rules is therefore to set the fiscal variable and
the target real exchange rate on the basis of past values of Money GDP and
national wealth, while the interest rate is set on the basis of the deviations of the
actual real exchange rate from its current and past target values. With a high
degree of capital mobility, such as is present in our model, foreign-exchange
intervention turns out to be of little value. But it could be set by a simultaneous
rule on the same criteria as the interest rate and also taking into account the size



of the foreign-exchange reserves.

The structure of economic policy, as we suggest it, is set out in Figure 6.3. The
rules for short-term monetary policy can be described as ‘simultaneous rules’,
while the rules for setting fiscal policy and the target exchange rate are ‘lagged
rules’. In principle any lag structure would be possible. However, the simplest
specification includes proportional and integral components only, giving rules in
the following form

AS = anA(z- 1= 2o+ @z = 25 )
+hnA- — nt )+ by - nt ) (6.3a)

At = and@-1 -t D+ ame- -2
+ DnA- — nf) + baslney - nt 1) (6.3h)

AR, = cnAlar ~ ay + enla, - ab) (6.3¢)

[

Lagged Maodel
rule - |Simultaneous R
rule

Zr log Money GDP at end of period r

n log national wealth at end of period ¢
5:  fiscal variable in period ¢

a  log actual real exchange rate in period £
R: nominal interest rate

*  indicates a target value

A lag operator

Figure 6.3 The structure of economic policy with simultaneous and lagged rules

The proportional component of a rule of this type ensures a rapid response to any
disturbance, but cannot eliminate the effects of disturbances completely. The
integral component guarantees that, provided the system is stable, the final targets
are actually met, but needs in general to be weak so as to avoid introducing cycles
or complete instability. Without the proportional component any disturbance
would persist for a long time before sufficient offsetting action was taken. Thus to
ensure both that responses are rapid and that targets are finally attained, control



rules need at least proportional and integral components.

One of our aims is, then, to produce simple policy rules. A second aim is to try
to produce rules which are robust across a range of model specifications. The
analysis of Chapters 3 and 4 indicates that the way in which expectations are
formed might not have a major effect on model stability or on the pattern of
comparative advantage, whilst the structure of the wage equation is likely to have
an important impact on both stability and the pattern of comparative advantage in
the model. It is therefore likely to have a profound influence on the form of well-
designed policy rules. This suggests that, while it may well be possible to find a
simple rule which is robust to the way in which expectations are formed, it may
not be possible to find a rule which works for all values of the indexation
parameter between 0 and 1 in the wage equation (6.2).

In practice, just as we are not able to consider all possible types of expectations
formation, so too we cannot consider all possible values of v, the indexation
parameter. We therefore proceed to present policy rules for the two extreme cases;
we present each case with both model-consistent and adaptive expectations. The
‘unreformed’ case has v = 1, while the ‘reformed” wage case has v = 0.

6.6.2 The design of policy rules

There are a wide variety of techniques available which we could have adopted in
order to design effective financial policies. In particular, we could have designed
‘optimal control’ policies on the model directly using non-linear optimizing
techniques. However, we wished to investigate systematically the use of ‘simple’
feedback rules of the type set out in Figure 6.3, that feed back only on the final
values of the target variables and the exchange rate. As we made clear in Chapter
1 and discuss again in Chapter 11, such simplicity seems to us to be a helpful
property of policy rules. Even so, it would have been possible to derive ‘optimal’
simple feedback rules that minimized a representative welfare loss function
directly, as demonstrated by Westaway (1986). However, there is no guarantee
that the resulting rules will be stable, since there is nothing in the optimization
process to ensure this. Moreover, it is not straightforward to design optimal simple
rules which are robust across model specification, although we note that Becker et
al. (1986) have made some progress in this area. We have therefore chosen to
design our simple proportional plus integral feedback rules in a different way.

We design our policies with the aid of a linear representation of the model. This
has several advantages. First, it is invaluable in enabling the designer to obtain a
‘feel’ for the model properties in an accessible manner which is difficult to do with
a non-linear simulation model. Secondly, we can evaluate the stability of the rules
by evaluating the roots of the model under control directly. We reject unstable
rules without further consideration on the grounds that they are not sustainable.
No such simple stability check can be made on the non-linear model. Finally, we

can investigate the performance of our control rules in great detail.” These issues
are discussed in more detail in Chapter 11.

To be able to proceed in this way, we must have a good linear representation of
the model which we can be reasonably certain has retained the properties of the
original model. A structural linearization would be tedious to calculate,



particularly as we are concerned only with the input-output properties of the
model. The method we have instead adopted is computationally much simpler but
the final form is essentially the same sort of linear representation. The technique,
outlined by Maciejowski and Vines (1984), is known as balanced realization. It is
very efficient in reproducing the original model’s responses. Chapter 10 shows
how this powerful method can be used when the model contains model-consistent
expectations.

We thought it helpful to adopt a set of simultaneous rules common to both
‘unreformed-’ and ‘reformed-wage’ economies. In order to do this, we used rather
crude target exchange-rate and tax-rate rules, and then designed simultaneous
rules that gave acceptable variation in the interest rate in reruns of history for
both wage equations. The basic requirement of the simultaneous rules was that
they generally achieved good exchange-rate targeting performance. The resulting
set of simultaneous rules was then retained and the quarterly rules were then
redesigned. In doing this we followed the informal approach adopted by Edison et

al. (1987); we were mainly influenced by the ability of our rules to deliver

satisfactory step increases in Money GDP and national wealth (Figures 6.4-6.11).
Our design technique could almost be regarded as an informal search for rules

which deliver low quadratic losses on these step changes (Tables 6.2 and 6.3)® and
we paid more attention to the losses with model-consistent expectations than with
adaptive expectations. It should also be noted that with reformed wages we were
influenced by a desire to keep the real exchange rate reasonably stable. We also
ensured that our rules could rerun history satisfactorily, which was sometimes a
severe constraint. However, we then pursued the important second step of
checking these rules for asymptotic stability on our linear model.

The linear model fulfils another important role, at least when we solve our
simulation model with model-consistent expectations. When the model is solved
in this way it is necessary to find values for the ‘forward-looking’ variables,
human capital, the consol rate, the stock exchange valuation ratio and the
exchange rate. These are assumed to jump so as to cancel the unstable roots in the
manner discussed in Chapter 5. Using the linear model it is possible to identify the
initial values for these ‘jumping’ variables, so as to ensure that the unstable root is
in fact removed. Without the linear model it would be necessary to adopt a
shooting solution (Lipton et al, 1982). This solution depends on the terminal
conditions which are adopted and there is no guarantee that the solution path
identified does in fact cancel the unstable roots (see section 7.2).

The use of the linear model in policy design is described fully in Chapter 11 and
the role of the linear model in computing the solution trajectories is described in
Chapters 7 and 10.

6.7 POLICY RULES FOR AN UNREFORMED WAGE EQUATION

We are able to design the following representative rule for the economy with
wages fully indexed to prices.



AS; = - 0.6A(z-1 — 2 +0.03(z 1 — 2 1)
- 1AW =t ) - 0.03m, -y~ 0"y (6.40)

Aa = 1.6z — 2 )+ 0.1z = 20)
- 0.6A(M: -1 )+ 00L(m_—n'y) (6.4b)

AR = -0.45A(a, - a') - 0.03(a, - a.*) (6.4¢)

This rule has the following six features:

(1) It is not diagonal: both instruments respond to both targets.

(2) The real exchange rate target exercises the major control over inflation: a 1
per cent rise of Money GDP above its target causes a 1.6 per cent appreciation of
the real target exchange rate, i.e. a 0.6 per cent appreciation of the nominal
exchange rate if the rise in Money GDP is due to a rise in prices.

(3) Fiscal policy controls wealth (slowly), but a rise of Money GDP above its
target also leads to a ‘cost-push’ cut in taxes.

(4) The interest-rate rule is strong: a 1 per cent fall of the real exchange rate
below target causes a 0.45 per cent rise in the (nominal) interest rate.

(5)  The proportional components of the policy rules (i.e. the terms
Alz 1 — z,*_ i) and ﬂ(n,_l - ”:—l} have broadly the signs and
emphasis which we would expect from our analysis of comparative advantage.
Monetary policy is emphasized in controlling inflation and fiscal policy in
controlling wealth. In fact the rules reflect a combination of cases (c) and (d) of
Table 3.2. This is because, in the very short term, w > 1 with both types of
expectations formation. After 12 periods (Table 6.1) @ = 1.45 with model-
consistent expectations (case (d)) and w = 0.88 (case (c)) with adaptive
expectations. With both, w is falling over time, so that case (c) becomes
increasingly relevant. The rules mean that the exchange rate is appreciated if
Money GDP is rising, and that taxes are raised and the exchange rate is
appreciated if wealth is falling. All these are implied by case (c) (0 < w < 1). The
one influence of case (d) (w > 1) is that a satisfactory rule is found to need a cost-
push reduction in taxes in response to a rise in Money GDP.

(6) The integral components of the policy rules, ie. the terms in
{z,_| — Zf*— ) and (rm- — ﬂ;*_ 1) have all of the signs which we
would expect, and the expected emphasis, for a comparative advantage parameter
in the range 0 < w < 1 (see case (b) of Table 3.2). This is the case with model-
consistent expectations after 72 periods and would probably be the case for
adaptive expectations after a longer period (see Table 6.1). Thus the integral

control terms show the exchange rate appreciated but taxes raised if Money GDP
is too high, and the taxes raised but exchange rate depreciated if wealth is too low,

with monetary policy emphasized in the control of inflation.’

The choice of parameters for this rule was severely constrained by the
requirement that it should produce a satisfactory rerun of history (see Chapter 8
below). In particular the integrators are all much smaller than the initial design of



rules on the linear model on its own would have suggested to be feasible,'’ and
the magnitude of the proportional term linking taxes to Money GDP is smaller
than appeared desirable, since without the last adjustment VAT would become
negative in the rerun with model-consistent expectations. And the proportional
term linking the interest rate to the deviation of the real exchange rate from target
was reduced in order to prevent the interest rate becoming negative in the model-
consistent simulation.
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Figure 6.4 Money GDP —1% with model-consistent expectations and unreformed
wages

Figures 6.4 and 6.5 show the outcome of attempting to use a rule of this type to
reduce Money GDP by 1 per cent. In Figure 6.4 expectations are assumed to be



model-consistent, while in Figure 6.5 they are taken to be adaptive. Time is

measured in quarters.!! In both cases the response is very considerably slower
than that found by Vines, Maciejowski and Meade (1983). We can identify two
reasons for this. The first and more important reason is that they treated wages as
a control variable, while we have worked from an estimated wage equation
slightly modified. This has a much slower response of wages. The second reason is
that the modifications which we have made to the consumption and investment

functions have the effect of making demand less sensitive to current income than
it was in their model.
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Figure 6.5 Money GDP —1% with adaptive expectations and unreformed wages

In both cases the target real exchange rate appreciates and the tax rate is
reduced so as to cut Money GDP. The actual real exchange rate moves rather less



with model-consistent expectations than with adaptive expectations, because it
has to reflect not only current but also future interest-rate differentials. In both
cases the deflation initially depresses profits and this, together with the rise in
interest rates, leads to a slump on the stock exchange. In both models Money GDP
overshoots its target value. We have found this to be a useful feature when our
policy rules are applied to rerunning history, perhaps because historical
disturbances tend to die away slowly. The cyclical behaviour of the two
economies turns out to depend on the way in which expectations are formed. This
is because the short-term responses of the adaptive expectations model differ
markedly. It would have been possible to damp the cycles in the adaptive
expectations model by means of stronger integrators or by introducing differential
control. But both of these led to unsatisfactory results with the rerun of history.

By simulating for an additional hundred periods, we are able to confirm that
the steady states are the same. The explanation of this is that both ‘real
economies’ are homogeneous of degree zero in prices. In both cases the steady
state is one in which wages and prices have fallen by 1 per cent and the nominal
exchange rate has risen by 1 per cent. Otherwise there is no change.

With both types of expectations formation the short-term monetary policy rule
is found to be effective at keeping the actual exchange rate reasonably close to its
target value. The rule is in fact less effective with adaptive than with model-
consistent expectations despite the fact that in the latter case the value of the
exchange rate depends on expected future as well as current interest rates. This
means that the actual real exchange rate will jump in response to a shock; the real
exchange rate target is not a jumping variable and so, with model-consistent
expectations, will be left behind by a jump in the actual real exchange rate. In fact
the jump in the real exchange rate (Figure 6.4) is such that the nominal exchange
rate overshoots its final value, a phenomenon first explained by Dornbusch (1976).

Figures 6.6 and 6.7 show the consequences of using the same rules to raise
national wealth by 1 per cent of its value. The adjustment to real national wealth
is in both cases very much slower than was the adjustment of nominal national
income. This is not very surprising. Changes in national wealth can only be
achieved by means of variations in the rate of national saving (apart from
valuation effects on foreign assets). Money GDP can be varied by means of
policies which affect the price level, and this can partly be achieved — especially
with forward-looking expectations — by means of changes which do not have
much effect on people’s real behaviour. As explained in Chapter 1, we are not
unduly worried by the fact that prompt control of national wealth is not possible.
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Our model in Chapter 4 suggests that increased wealth will be associated with a
tighter fiscal position and with a higher real exchange rate. We observe this in
Figures 6.6 and 6.7 and also note that, because our analytical model has imperfect
capital mobility, this increased wealth (which includes accumulation of net
overseas assets) is associated with a lower interest rate. The economy moves
gradually towards this new steady state. In particular the higher tax rate means
that the economy is doing more saving despite the fact that the real exchange rate
is raised during the transition as well as in the steady state. This raised real



exchange rate has the effect of suppressing the inflationary effects of higher taxes
on Money GDP. Nevertheless the two models do not show the same steady states
in this case. The reason is that the two consumption functions have different
steady-state properties.

The effects of the rules may be summarized in Table 6.2 showing quadratic
losses arising from use of the policy rules.

Table 6.2 Quadratic losses with unreformed wages

Loss

Model-consisten expectations Money GDP reduced 1.589
Nat. wealth raised 11.97

Adaptive expectations Money GDP reduced 5.752
Nat. wealth raised 14.35

The loss function is g+ — %10 0.99’{5"[(3.. - :r:}l + (i, - “h.)‘!} implying an (annual)

-y -
discount rate of a little over 1 percent.

The rules we have presented are efficient at avoiding large interactions between
Money GDP and wealth. When Money GDP is reduced, wealth is disturbed by no
more than 0.5 per cent in the adaptive expectations case and by no more than 0.12
per cent in the consistent expectations case. Similarly policy-induced changes to
wealth do not disturb Money GDP by more than 0.2 per cent in either case. These
desirable properties can only be achieved by placing the right emphasis on
monetary policy relative to fiscal policy in the control of each target. As already
noted, the regulation of GDP is much easier than the regulation of wealth. This
happens because changes in GDP can be achieved by means of changes in prices,
while real wealth (apart from valuation effects on foreign investment) can only be
varied by influencing national saving.

6.8 POLICY RULES FOR A REFORMED WAGE EQUATION

The analysis of Chapter 2 and sections 3.8 and 6.3-6.5 leads us to expect that if a
reform of pay bargaining were to lead to a value of v = 0, then the pattern of
comparative advantage of monetary and fiscal policy would be altered and, as a
consequence the instrument-target emphasis of good policy rules would change.
We find that the following policy rules are satisfactory, whether expectations are
model-consistent or adaptive

AS; = 1.0Mze-1 = T 1) + 0.04(z -1 — 2% 1)
= 1.25A{m_y - %) = 0.05(m_ — ') (6.58)

Aa’= 0.74(z-1 ~ 2% 1) + 0.03(z -1 — z)
+ 13411 — 1= ) +0.02(n- - 1) (6.5b)

and the rule for short-term monetary policy is as before



AR, = - 0.45A(a, ~ a)10.03(a, - af) (6.5¢)

Note four features of this rule:

(1) It is not diagonal.

(2) The interest-rate rule is as before.

(3) The proportional components of the policy rules give emphasis to demand-
pull effects of fiscal policy in the control of inflation. Table 6.1 predicts this as
being a desirable property with adaptive expectations but suggests that emphasis
should be placed on monetary policy with model-consistent expectations. Our
empirical examination confirmed that this gave better results, but we avoided it
because we wanted to produce rules which avoided excessive movement in the

real exchange rate.!? The integral terms reflect Table 6.1 more faithfully. They
emphasise monetary policy in the control of inflation. In fact the long-run
comparative advantage parameter of Table 6.1 is between — 1 and 0, making case
(b) relevant.

(4) The signs of the components of the fiscal and exchange rate policy rules -
both proportional and integral — are exactly what one would expect as long as w <
0 (see Table 3.2, cases (a) and (b)). As shown in Table 6.1, this is true for both
kinds of expectation formation, in both the short and the long term.

These rules, then, are intended to provide a compromise between Williamson
and Miller’s (1987) proposals that fiscal policy should be used to control inflation,
and the need, dictated by the value of the comparative advantage parameters, to
make reasonable use of monetary policy in the control of inflation (see also Tirelli,
1988).

Figures 6.8 and 6.9 show the results of using these rules to reduce Money GDP
by 1 per cent. In Figure 6.8 expectations are assumed to be model-consistent, while
in Figure 6.9 they are assumed to be adaptive. The time profile of Money GDP is
not very different from that which was found with unreformed wages. The
deflation is generated by an increase in taxes and much less use is made of interest
rates. Nevertheless the real exchange rate is not constant in the adjustment
process: it appreciates by about one half of the appreciation needed with
unreformed wages. Indeed it is difficult to see how an initial rise of over 0.5 per
cent in the real exchange rate could be avoided, since the nominal exchange rate
jumps close to its new equilibrium (which is an appreciation of 1 per cent) almost
immediately. Control is rather more precise with model-consistent expectations
than in the case with adaptive expectations. The main reason for this is that, in
this model, consumption depends not only on current but also on expected future
taxation. As a consequence the effect on demand of the tax rule is much more
sudden with model-consistent than with adaptive expectations. This is reflected in
the jump in human capital. Overall the control of Money GDP with model-
consistent expectations is worse in this reformed-wage case than in the cost-push
case. There are two reasons for this. First, the wage reform has broken the cost-
push wage-price loop and slowed the rate at which prices can be changed by
currency appreciation. Secondly, we avoided too much use of currency
appreciation and have deliberately tolerated poor control of Money GDP in order
to ensure that the real exchange rate should be reasonably stable in our
simulations in Chapter 9. On the other hand, the control of Money GDP with



adaptive expectations is much better in this reformed wages case than with
unreformed wages. The reason for this is that the lagged response of wages to
prices (equations 6.1 and 6.2) became a source of cyclical disturbances in the
unreformed wage model with adaptive expectations. Their absence facilitates the
control problem of the economy with reformed wages.

T} Y2
— ] ]
[T} _'L-'-"‘-:? S I"-?"r‘-:—r:-rf v S ) L~ |
] L.
-2 \\‘
| [T \\\
i \ s 4'_‘
\ et Y
\ 1] e —1_'&—_,1—-—'—v—1—_l
b \ | I o " -
\,"
i1
- %
3 %
\"'\i
i LN =
F 1 S
e e
Output Trojectories Tratrument 1rajactories

T e
E‘w\\ & P
es % ‘ . T/
Yl A
¢
"“H-L,' = R
e e A :
P * 1
PR | Vet JI 2 F3
| e ey ———
r-"' n i I ] .
-
-5
-ia A=
Torget and Actuol Rex Free Vo-iables
Y1 Meney GOP (% deviation} Fi Human capital (% deviation)
Y. National wealth (% deviation) F.  Consol rate (% deviation)

A Real exchange rate (Rex) (% deviation) F3  Valuation zauio (% deviation)
A* Target real exchange rate (% deviation)  #  Nominal exchange rate (" deviarion)
U Tax variable (deviation} {’+ Treasury bill rate tdeviation)

Figure 6.8 Money GDP —1% with model-consistent expectations and reformed
wages
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wages
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Figure 6.11 National wealth +1% with adaptive expectations and reformed wages

These rules regulate the stock of wealth in the economy with reformed wages
rather more promptly than was possible with unreformed wages. Figure 6.10
shows a 1 per cent increase in wealth with model-consistent expectations and
Figure 6.11 shows the same change with adaptive expectations. One feature of
these simulations is difficult to explain. The real exchange rate is depreciated after
the increase in wealth, while we might have expected it to be appreciated on
account of property income effects. The best explanation we can offer is that the
pattern of demand has changed as a consequence of the increase in wealth,



shifting demand towards import-intensive sectors. Such an effect was not
apparent in the case of unreformed wages, because in the unreformed economy
the higher level of taxes restricts labour supply. This reduces output and imports
and enables a higher real exchange rate to be maintained. By contrast, in the
reformed wage economy, labour supply is independent of the tax rate. Output is
not restricted and imports are higher. This requires a lower real exchange rate.
The results may again be summarized in Table 6.3. These values again show
that the economy is easier to regulate with model-consistent expectations than
with adaptive expectations. This is much more marked in controlling wealth than
in controlling Money GDP, because in the former case our rules exploit the
forward-looking nature of the consumption function. We have already observed
that the control of Money GDP with model-consistent expectations is worse in the
reformed wage case than with unreformed wages, but that with adaptive
expectations it is better in this reformed wage case than it was with unreformed
wages. The control of wealth is better in this case with both types of expectations.

Table 6.3 Quadratic losses with reformed wages

Loss

Model-consistent expectations Money GDP reduced 2.886
Nat. wealth raised 5.459

Adaptive expectations Money GDP reduced 3.021
Nat. wealth raised 7.147

The loss function is J§' — Erl‘zolngg-’sl“zl _ z“}l ¥ (- "IS}II

6.9 THE RESPONSE TO OTHER DISTURBANCES

In the sections above we have illustrated the ability of our representative rules to
control Money GDP and national wealth. But they will also have to cope with a
variety of disturbances to exogenous variables. We therefore present Figures
6.12—-6.27, which show the responses of each of our four models (unreformed
wages: model-consistent or adaptive expectations; reformed wages: model-
consistent or adaptive expectations) to each of four shocks (world trade, world
prices, the foreign interest rate and a shock to wages).
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Figure 6.12 World trade +1% with model-consistent expectations and unreformed

wages

We find that shifts in world trade and world prices have relatively little effect
on the economy. A favourable shift in world trade leads to a higher real exchange
rate. With model-consistent expectations and unreformed wages (Figure 6.12), a
higher tax rate is also needed so as to damp economic activity and there is a



favourable effect on human capital. The numbers differ but the same sort of
pattern is observed with reformed wages for both types of expectation (Figures
6.14 and 6.15). The general uniformity is broken only in the case of adaptive
expectations and unreformed wages. In this case the absence of any anticipatory
rise in consumption means that national saving, and so national wealth, increases
by so much as to force a reduction in taxes during the simulation period.
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Figure 6.13 World trade +1% with adaptive expectations and unreformed wages
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Figure 6.15 World trade +1% with adaptive expectations and reformed wages

A disturbance to the world price level has almost no effect in our consistent
expectations model (Figures 6.16 and 6.18). The reason for this is that the nominal
exchange rate jumps to its new level almost immediately; there is some small
effect because of lags in the trade and price equations. But the disturbance is
minimal. However, a curious feature of this result is that a change in expectations
of the future world price level turns out to be a very important source of
disturbance in the model even if that change does not in fact materialize. The
reason for this is that if future world prices are expected to move, the nominal



exchange rate will jump almost immediately to the new steady state.!® Expected
future changes in the world price level can thus be a very powerful source of
disturbance to the real exchange rate and to the real economy. With adaptive
expectations the adjustment processes are slower and we find, particularly with
unreformed wages (Figure 6.17), that the effects of the world price shock are
longer-lasting, although there are, of course, no expectational effects of the type
mentioned above.
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Figure 6.16 World prices +1% with model-consistent expectations and unreformed
wages

Output Trojectories Imtroment Trajectorie

LA
LB}

Target ond Actual Ren

¥, Moncy GDP {% deviation)

Y; National wealth {%e deviation)

A Real exchange rate {Rex} (Yo deviation)
U Tax variable (deviation)

U7 Treasury bill rate (deviation)

A" Target real exchange rate (%o deviation)

Figure 6.17 World prices +1% with adaptive expectations and unreformed wages
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Figure 6.18 World prices +1% with model-consistent expectations and reformed
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On the other hand, permanent movements in the foreign (real) interest rate turn
out to be a major source of disturbance to the economy if expectations are model-
consistent and to do much less damage if they are adaptive. The reason for this is
seen in Figure 5.3 of Chapter 5. A permanent change in the interest rate has a



much larger short-term effect on the valuation ratio with model-consistent
expectations than with adaptive expectations, because it is, with model-consistent
expectations, a forward-looking variable. This disturbance to the valuation ratio
affects consumption and investment demand in the manner which we describe. In
the long run the home interest rate rises by less than the shift in the foreign
interest rate. The reason for this is as follows. An increase in the home interest
rate means that the capital stock is reduced, since in equilibrium changes in the
interest rate are reflected in changes in the rate of profit. With a fall in the
domestic capital stock, national wealth can only be maintained by the extra
accumulation of foreign assets. As a result foreign assets command a risk
premium relative to home assets, and so the home interest rate rises by less than
the foreign interest rate. This effect is particularly marked with model-consistent
expectations, and once again the result differs from the adaptive expectations case
because the consumption functions differ. The disturbance to Money GDP is
particularly acute with reformed wages; this is because our policy rules
deliberately put up with poor control of Money GDP in order to purchase a stable
real exchange rate.
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Figure 6.19 World prices +1% with adaptive expectations and reformed wages
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Figure 6.22 Foreign interest rate + 1% with model-consistent expectations and

The final set of graphs (Figures 6.24—6.27) demonstrate the reaction of the
system to a situation where Money GDP and wealth are on target but the wage
rate is initially too high. This high wage rate introduces upward pressure on



prices, and so Money GDP will rise. We see that with unreformed wages the shock
is rapidly damped, mainly by means of an appreciation of the real exchange rate.
Initially taxes are cut so as to generate a favourable cost-push effect and help
damp the shock. These two together bring down Money GDP, but have an
unfavourable effect on wealth, and in the longer run taxes have to be raised to
offset this. This process works faster with model-consistent expectations (Figure
6.24) than with adaptive expectations (Figure 6.25), because in the former case
there is almost no lag in the response of wages to prices. With reformed wages
(Figures 6.26 and 6.27) the complete absence of the wage-price spiral means that
the shock is damped more slowly, but on the other hand the real exchange rate is
much more stable. In the early part of the period taxes rise by more than in the
unreformed case, but the interaction with wealth is much less and taxes are
reduced sooner.



Figure 6.23 Foreign interest rate + 1% with adaptive expectations and reformed
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Figure 6.24 Wage rate +1% with model-consistent expectations and unreformed
wages
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Figure 6.25 Wage rate +1% with adaptive expectations and unreformed wages

There is one general point which can be noticed in these simulations. The
control of the models with adaptive expectations is, in general, more prone to
cyclical disturbances than is the control of the models with model-consistent
expectations. This is a consequence of the fact that our control of Money GDP
with adaptive expectations is itself more cyclical than our control of the economy
with model-consistent expectations.
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6.10 CONCLUSION

In this chapter we have shown how the joint use of monetary and fiscal policy
allows the authorities to achieve an investment or wealth target as well as a target
level of Money GDP (or target price level). At the same time we have
demonstrated empirically the way in which monetary policy can be guided by
means of an exchange-rate target, with the short-term interest rate being set with



reference to the deviation of the actual exchange rate from its target.

Our main concern has been with the appropriate instrument-target emphasis to
place on monetary and fiscal policy in the control of Money GDP and national
wealth. The results have shown the great impact that the degree of wage
indexation has on the required instrument-target emphasis. However, it is not
enough to assess the impact of each policy rule by its ability to effect a step
change in Money GDP or in national wealth (or even by its ability to reject
disturbances, as discussed in section 6.6). It is only possible to come to a general
assessment about the working of our policy rules (and only possible to form a
particular judgement about the effect of wage indexation in this context) by
simulating the model for which they were designed. We now proceed to discuss
the problems posed by counterfactual simulation of an economic model with
model-consistent expectations. This is a prelude to Chapters 8 and 9, where we
present reruns of history which are designed to show what would have happened
if economic policy had in fact been carried out using the rules which we have
described above.



Chapter Seven

Counterfactual simulation with forward-looking
expectations

7.1 INTRODUCTION

An important part of our work has been to test the working of various policies
over a historical period by means of counterfactual simulation. The purpose of this
exercise is to show the performance of each set of policy rules in the face of
historical shocks. These historical shocks come from two sources. In the first place,
exogenous variables, such as world trade and the foreign interest rate, are not
fixed. They move around and so disturb the domestic economy. Our policy rules
are intended to damp the effects of such disturbances. Secondly, the econometric
equations which comprise the model do not fit history exactly. There are
residuals, representing disturbances in each of these equations. These residuals
can also blow the model off course; our policy rules are also intended to suppress
the effects of events such as wage explosions, which occurred in some historical
periods but are not necessarily predicted by the econometric equations of the
model.

It is possible to carry out a counterfactual simulation of a model with
backward-looking expectations without a great deal of difficulty. In each period
the model is solved on the basis of the current and past values of the exogenous
and endogenous data. The effects of the second type of shock are represented by
adding on the residuals from the econometric equations to the results generated
by the simulation of the model, and the policy instruments are set endogenously
by means of the policy rules. The model moves from one period to the next and
the solution does not depend in any way on anticipations of future events. The
simulations with adaptive expectations, which we present in Chapters 8 and 9, are
carried out in this way. The only exception we make to the principle of adding
back the residuals in the econometric equations is that we do not add back the
residuals which would be found if the reformed-wage equation were used in an
attempt to track history. The reason for this is clear. The reformed-wage equation
is meant to be counterfactual. To add back the residuals which would make it
track history would not give a realistic representation of the residuals which
would be found if this equation had been estimated on an economy with a
reformed labour market.

Counterfactual simulation with forward-looking expectations raises difficulties
of quite a different nature. The essence of forward-looking models is that current
variables are affected by expectations of future events, whether those future



events actually materialize or not. The manner in which these expectations affect
current events depends on the expected future values of the policy instruments.
This in turn depends on the control rules which are adopted. This chapter is
devoted to explaining first how we use expectations of future exogenous variables
in our model, and secondly how we construct those expectations of future events.

7.2 POSSIBLE APPROACHES TO THE PROBLEM

There are two possible approaches to the problem of solving models with forward-
looking expectations. Both of them offer ways of determining the values to be
taken by the free or ‘jumping’ variables; these values are dependent on expected
future events as well as on variables endogenous to the model. The first and more
widely used approach involves setting terminal conditions for the model, at some
point far in the future. An iterative technique is then used to find starting values
for the jumping variables so that they describe trajectories over which
expectations are fulfilled and so that the terminal conditions are satisfied. This
method is described by Lipton et al. (1982). It has the advantage that it produces a
trajectory on which expectations are fulfilled almost exactly (down to the
convergence criteria set by the user) and this probably explains its popularity.

Nevertheless there are a number of features which make the technique
unsuitable for use in our case. First of all, the solution trajectory is sensitive to the
terminal conditions which are inevitably somewhat arbitrary. Lack of sensitivity
is only found when the technique is used on a model in which expectational
variables are inherently unimportant.

Secondly, in order to solve a rerun of history in which expectations of future
events change from one period to the next, it would be necessary to solve a
complete trajectory so as to find the initial position at the start of that trajectory

for each period. It is as though a solution for n? rather than n periods were
required. This is computationally very expensive. It would not be a problem for
individual solutions, but it would make the development stage of any piece of
work very difficult. This is no doubt one reason why the technique has, to our
knowledge, only been applied on the assumption that expectations of future
events were not revised or revised infrequently (e.g. Hall, 1987).

The alternative available to us is to use the linear representation of our model
so as to provide an analytical solution for the response of the economy to
revisions in expectations of future events. This solution is calculated using the
technique described by Blanchard and Kahn (1980). It produces values for the free
variables as deviations from the equilibrium of the economy, as described in
section 11.2.2. We explain below how it is possible to derive estimates for the
levels rather than the deviations of these variables. The values of the jumping
variables can then be used as exogenous inputs into the non-linear model. The
need to solve for a complete trajectory is replaced by the need to use the linear
model in each iteration of the non-linear model. Since a number of variables are
exogenous, the solution of the non-linear model proceeds more rapidly than it
would when those variables are endogenous, and this compensates to some extent
for the need to use the linear model in each iteration. The main advantage of this
method is computational.



However, there is also a theoretical advantage. The first solution relied on the
adoption of an arbitrary end-point. The choice of this may influence the out-turn.
The second solution produces a trajectory which converges asymptotically to a
steady-state path. Of course, this trajectory depends on the expected trend paths
of the exogenous variables; in addition, terminal conditions are still needed, but
they are not arbitrary. This is explained below.

The main disadvantage of the technique arises from the fact that a linear
approximation is used. As a consequence, even if there were no revision to
expectations from one period to the next, the model solution would be one in
which expectations were only approximately fulfilled. Since, in our reruns, we do
allow for expectations to be revised from one period to the next, we are unable to
determine how approximate this approximation is. A second disadvantage arises
from the fact that in our non-linear model there are over a hundred exogenous
variables. Our linear model is unable to handle all of these (and it would be
difficult to monitor revisions to expectations of all of these). In our linear model
we are forced to identify a small number of key exogenous variables to which
expectational shocks can occur. These are the level of world trade, import prices in
foreign currency, the foreign interest rate and government expenditure on goods

and services.! We make the assumption that these are the key exogenous variables
which drive our model.

7.3 THE INFLUENCE OF EXPECTED FUTURE EVENTS IN THE LINEAR
MODEL

7.3.1 Exogenous variables

In Chapters 10 and 11 (sections 10.6 and 11.2) we set out formally how
expectations of future events can influence the jumping variables and so affect the
current state of the real economy. We assume that economic agents treat our key
exogenous variables as having an expected trend running from a perceived initial
value and that there may, in the short term, be easily identifiable deviations from
this trend line. Using our linear model we can then calculate reaction functions,
showing how our jumping variables are influenced by each of (i) a change in the
expected trend value, (ii) a change in the perceived base value and (iii) a change in
the one-period deviation from trend any number of periods ahead. We can
cumulate the effects of these three types of disturbance to show the total effect of
unanticipated changes in exogenous variables on the jumping variables.

7.3.2 The target trajectories

We also show in section 11.2 that a change in the target trajectory will have an
identifiable effect on the current values of the jumping variables, even if that
change lies some way in the future. This would seem to imply that we should use
our target trajectories in some way in calculating the values taken by the jumping
variables.

However, the real side of our model is homogeneous of degree zero in prices;
the model is long-run inflation-neutral. We assume that the target path for Money



GDP does not in itself affect the rest of the economy. This assumption is justified
provided that the target is credible, which we assume in our simulations;
credibility is in any case much more plausible if the target trajectory does not
imply any sudden change in the rate of growth of Money GDP - and our target
trajectory (equation 8.2) meets that condition. It means, in effect, that we are
treating the target path of Money GDP as influencing the particular integral of the
difference equations which describe our system (see Chapter 10). The difference
equations can be interpreted as describing disturbances around any long-run
equilibrium path and, given the price homogeneity of our model, it is sensible to
take the Money GDP path as defining the particular integral path, or equilibrium
trajectory, rather than inducing deviations from that equilibrium. The fact that the
money GDP trajectory is different from history does not on its own affect the
model.

In interpreting the target trajectory for wealth we face a problem to which there
is no easy solution when working from a largely ready-made econometric model.
This is that the long-run steady-state growth paths of real variables are not all the
same. It is a situation which often arises when some of the relationships, such as
trade equations, imply non-unit long-term quantity elasticities.

We have simply assumed that the long-term growth in output in our non-linear
model in each of the reruns represents growth on the fundamental trajectory, and
that wealth grows at the same rate along its fundamental trajectory. In the
unreformed wage simulation that rate of growth is 2 per cent per annum, while
with reformed wages it is 2.8 per cent per annum.

This assumption is of much less concern than might be thought. The purpose of
this analysis of the effects of disturbances in the exogenous variables or in the
target trajectories is to allow the calculation of the jumping variables from the
linear model. A constant non-zero time-trend would induce a constant shift in the
jumping variables. But, as we explain in section 7.6, our use of terminal conditions
ensures that the effects of constant shifts of this type are taken care of. It would
not therefore matter if the ‘true’ rate of growth of the quantity variables in our
model were different from that which we have identified.

These assumptions mean that the target trajectories enter very simply. Both are
treated as coinciding with the fundamental trajectory of the linear model. Thus in
fact neither trajectory enters visibly into the linear model.

We now proceed to explain how we calculate the values taken by the jumping
variables in the non-linear model. First we describe how equilibrium trajectories,
or particular integrals, are calculated down to some constant value. Then we
explain how the effects of expectational shocks are calculated in practice. These
allow us to calculate the jumps in the jumping variables from one period to the
next. Finally we explain how terminal conditions are used to calculate the
absolute values of the jumping variables.

7.4 EQUILIBRIUM TRAJECTORIES FOR THE JUMPING VARIABLES

The equilibrium values, or fundamentals, which have to be calculated, are derived
on an ad hoc basis which reflects the special characteristics of each variable.



7.4.1 The valuation ratio

For the valuation ratio there is no problem. In the steady state it takes a value of
0.64 (section 5.3.5).

7.4.2 The exchange rate

The treatment of the exchange rate is only a little more complex. Our linear model
calculates both target and actual values for the real exchange rate, measured as
disturbances from a rest state. The percentage gap between the two is independent
of the absolute value of the target real exchange rate. Fortunately this target real
exchange rate is a backwards-looking variable, which is directly identifiable in the
non-linear model. The deviation of the actual real exchange rate from its target
value, found in the linear model, can simply be added back to give an absolute
value for the real exchange rate. This is then inflated up without any difficulty to
give the nominal exchange rate by multiplying by the ratio of home to foreign
unit labour costs. In effect we exploit the simple fact that, in equilibrium, the
actual real exchange rate is the same as its target value.

7.4.3 The consol rate

The calculation of the fundamental trajectory for the consol rate is slightly more
difficult. We assume that the steady-state real rate of interest ( R-uo) is 4 per cent

per annum. To this we have to add the rate of inflation implied by the target path
for Money GDP. This is equal to the target growth rate of Money GDP ( z“*) less

the trend rate of growth of productivity (g). The one-period rate of interest on the
fundamental trajectory is therefore R + — g and, exploiting the perfect

substitutability of short and long assets, we ﬁnd

|
1/RCNS; = E H T R 70

It may be checked that, if = z 1s constant, .w , so that nominal interest rates are
expected to remain constant on the equilibrium trajectory, then
RCN. S; Rm = z{ G Except in this special case, the fundamental
value will change as a consequence of movement in ?‘“ * even if Rm is constant.

For example, if the rate of inflation of Money GDP along its target path is
projected to decline over time, then the consol rate too will fall.

7.4.4 Human capital

The fundamental trajectory for human capital is the hardest to identify. We have
noted (section 6.2), that the original wage equation implies a target rate of growth
of the real wages of 2.2 per cent per annum. It is therefore sensible to take human



capital as growing at this rate. In addition to identifying the trend rate of growth
of human capital, it is necessary to know the level of the trajectory at any one
point so as to determine the whole path. Fortunately the correct level can be
identified by the use of terminal conditions as described below.

7.5 EXPECTED FUTURE VALUES OF EXOGENOUS VARIABLES: EFFECTS
ON JUMPING VARIABLES

We now discuss how we identify expectational shocks and calculate their effects
on the jumping variables. It is an essential feature of our simulations that we do
not wish to make the assumption that expectations are never revised. Rather we
wish to find what was expected for the evolution of these exogenous variables at
each point in time, and then to study the effects of revisions to these expectations
from one period to the next. As a consequence we have to produce some estimate
of expected values of exogenous variables. There are a variety of ways in which
this could have been done.

7.5.1 World trade

We have chosen to take the projected values for world trade from the National
Institute Economic Review as indicating the path that it was expected to follow.
The projected trajectories are shown in Figure 7.1(a). We must now convert these
projections into expected deviations of world trade from its perceived equilibrium
trajectory in each period. It is then necessary to identify shifts in each of the three
types of disturbance mentioned in section 7.3 from one period to the next.

We have assumed that the long-term expected rate of growth of world trade is
5 per cent per annum, and that this is constant. There are therefore no
expectational shocks of the first type arising from trend changes.

This long-term growth rate gives the slope of the trend line for world trade. We
assume that this trend line passes through the furthest actual data projection given
in the National Institute Economic Review. The initial value of the trend line is
now given by extrapolating the trend line (equilibrium trajectory) through this
furthest projection back to the present. Upward or downward shifts in the trend
line from one period to the next are expectational disturbances of the second type.

The values of one-off disturbances j periods ahead are then deviations of the

Review’s projections from the current trend line; views on these may change from
one period to the next, affecting the values of the jumping variables.

7.5.2 World prices in foreign currency

The long-term rate of inflation of foreign currency prices is taken to be the long-
term nominal rate of interest (see below) less 4 per cent per annum, which is taken
to be the real rate of interest. This long-term inflation rate gives a trend line for
world prices. Its slope changes from one period to the next as the long-term
interest rate changes. These changes in slope are disturbances of the first type.

We tried using the same approach as with world trade, of assuming that this



trend line passed through the furthest projection point identified by the National
Institute Economic Review (see Figure 7.1(b)), but found that this led to a very
volatile initial value, suggesting unreasonably large disturbances of the second
type. We therefore smoothed the initial values using a 5-period moving average
filter (Kendall and Stuart, 1981) and used changes in these to identify disturbances
of the second type.

For the period for which published projections are available we once again set
the one-off shocks j periods ahead to be the deviations of those projections from
the current trend line. However, the smoothing process means that the last
published projection, n periods ahead, no longer lies on the trend line. We
assumed that the shift occasioned by the smoothing process decays linearly
between n and 20 periods ahead (n is between 6 and 9 depending on the forecast

available). This gave us values for disturbances of the third type for 20 periods
ahead.

7.5.3 Foreign interest rates

We assume that there are no trends in equilibrium interest rates. Disturbances of
the first type are absent.

Expected foreign interest rates are not calculated from published forecasts; the
National Institute Economic Review does not give projections of these. Instead we
have used short and long rates of interest for Germany (as representative of the
hard currency countries) and the United States in order to derive a projected term
structure of interest rates. For each country we have assumed that there is a
constant rate of convergence of short and long rates to steady-state values. This,
combined with the expectations hypothesis of the term structure of interest rates,
allows the expected pattern of short-term interest rates in each country to be
calculated. This is shown in Figure 7.1(c). The deviations from the steady state for
the world interest rate are then taken to be the arithmetic mean of the figures for
these two countries. These deviations are then hung from our estimate of the
world short-term interest rate (which was in fact a wealth-weighted mean of the
rates in the United States, Germany, Japan and France - data problems prevented
us calculating long rates on the same basis).

The method used is that described by Frankel (1982). It is assumed that the gap
between the short-term interest rate and its steady-state value decays at a constant
rate (which is here assumed to be 15 per cent per annum). Algebraically, the long-
term interest rate is given as g al;, where R al; is the root of the equation

9 .
I a+RE+[RY-RELO8)=(1+RI)" (7.1
i=0

This method is not ideal. Leaving aside the shortcomings of the model, data
problems mean that it is not possible to take the coupon effect (Schaefer, 1981)
into account. But it does provide a means of inferring the long-term interest rate,

RL



Long-term interest rates are calculated separately for Germany and the United
States, and then averaged. The difference between this average long-term rate and
the average of their short-term rates is then added on to our world average short-
term rate, to give a world long-term rate of interest. Changes in this from one
period to the next represent disturbances of the second type.

The expected deviation of the nominal short-term interest rate from its current
level, j periods in the future, is then given as

E(RH =(RI- REYU - 0.85%)

These deviations are measured relative to the world short-term interest rate in the
data base, which is a weighted average of the rates in the United States, Germany,
France and Japan. Changes in these represent disturbances of the third type.

7.5.4 Government spending

This is an exogenous variable of a different type from the other three, since it is
policy-determined rather than truly exogenous. In our simulations (sections 8.4.3
and 9.4) we adopt smooth trajectories with the aim of removing a source of
historical disturbance to the economy.

With unreformed wages we keep the level of government consumption and
investment constant. We assume that it is expected to resume growth at the
fundamental rate (taken to be 2 per cent) five years from the end of each current
period. Since this rate is constant, there are no disturbances of the first type but,
since the equilibrium growth rate is not achieved, there are disturbances of the
second and third types.

Using the long-run growth rate we can calculate the shift in the trend line
(equilibrium trajectory) implied in each period.?

However, we also assume that the private sector is expecting five years of no
growth in government spending. This means that actual government spending is
at the same value as its expected level in five years, and is therefore well above
the trend line, although the gap narrows to nothing over the five-year horizon.
These disturbances of the third type do not change from one period to the next.
They affect the initial values of the jumping variables but they do not induce
shocks during the simulations.

With reformed wages we find that the economy is able to afford growth in
public consumption and investment at what we have identified as the
fundamental growth rate of the reformed-wage economy (2.8 per cent per
annum). There are therefore no unanticipated changes in government spending on
goods and services at any point in the rerun.

7.6 A TERMINAL CONDITION

The fundamental trajectories of the jumping variables can be added to the values
calculated in section 7.4 to determine absolute values of the jumping variables
based on the premise that the model is at rest at the start of the simulation. Some



way must be found of correcting for the fact that the underlying premise is
undoubtedly false.

Our simulation covers a long period in which the economy is subjected to
shocks, but we include several periods of smooth evolution at the end of the
simulation. During these periods of smooth evolution the linear model continues
to produce values of the jumping variables. These should be on deterministic
saddlepaths. The joint assumptions of consistent expectations and the absence of
further shocks mean that, during this period of smooth evolution, values of the
jumping variables can also be identified in the non-linear model. The terminal
conditions which we impose are nothing more than that changes in the jumping
variables in the linear and non-linear models should coincide, down to some
acceptable convergence criterion, in the last period of our simulations. These
terminal conditions mean, in effect, that the starting values of the jumping
variables are calculated without reference to the level of the fundamental
trajectory of each. As a consequence our model solution is independent of
constant displacements in the fundamental trajectories of section 7.4.

The nature of the condition can be described by a simple example. Suppose that
the exchange rate starts off too low relative to its target value. Interest rates will
then be too high, and the non-linear model will be projecting depreciations which
do not take place. This cannot be identified during the noisy period of the
simulation, when expectations are not normally fulfilled. But during the period of
smooth evolution the inconsistency will be apparent. An upward jump in the
initial value of both nominal and real exchange rates will mean that interest rates
are lower throughout the simulation, and a value of the jump can normally be
found which will deliver consistency of expectations between the linear and non-
linear models in the absence of shocks. The values of the jumps could no doubt be
found by an algorithm, but we found the solution manually.

We do not claim that this method gives an exact solution to the problem of
simulation of a consistent expectations model. But we attach considerable
importance to the fact that it allows us to make the realistic assumption that
expectations keep changing. And we are glad to avoid producing a solution which
hinges on an arbitrary terminal condition.

7.7 EXPECTATIONS AND REALITY

The graphs we present opposite show the actual trajectories for the key exogenous
variables shown by the solid lines, together with the expected future trajectories,
shown by each dotted line. As can be seen from the graphs, if expectations of
future events have any significant influence on the determination of current
economic variables, then the assumption that the future was foreseen correctly
would lead to quite different results from the assumption which we use, that
expectations were as represented by the projections in the National Institute
Economic Review. Figure 7.1(a) displays actual and expected values of world trade.
Its main features concern the recovery of world trade after the first oil crisis, and
its subsequent slowdown and contraction in the aftermath of the second oil crisis.
The solid line shows the path which was actually traced by world trade, and each
dotted line shows the expected trajectories, starting from the observed points on



the solid line. We can see that the recovery in 1976/7 came as a surprise. During
the late 1970s world trade grew steadily, and could therefore be projected
reasonably accurately. However, the downturn in the early 1980s was not
foreseen, nor was the subsequent recovery in the mid 1980s.

The behaviour of world prices, in Figure 7.1(b), shows some similarities. In the
period 1976-8 world inflation was reasonably smooth and easily predictable. The
second oil crisis led to a rapid and unexpected increase in prices. Inflationary
expectations, as represented by the slopes of the dotted lines, increased in this
period. No one foresaw the stagnation in world prices in the period 1981-3. This
was partly caused by the fall in oil and other raw materials prices (see Beckerman
and Jenkinson, 1986). But people went on expecting prices to rise, and towards the
end of the period they started to do slightly better in their forecasts, because prices
did actually recover.

In Figure 7.1(c) we assess the performance of forecasts which are actually
‘observed’ in the market. In the late 1970s long-term interest rates were
considerably higher than short-term interest rates and we infer from this that
short rates were expected to rise, even though for a period of 4 years they did not
actually do so. The sudden rises in short rates in 1980 and 1981 did not lead to
corresponding rises in long rates. During this period interest rates were expected
to fall. Finally from about the middle of 1982 the market seems to have become
convinced that high short-term interest rates were there to stay, and went on
expecting short-term rates to rise to the region of 11-12 per cent per annum, even
though actual short-term rates seemed to stay considerably below this.

The expectations shown in these three graphs are, of course, not the only
possible series which we could have derived. But where expectations cannot be
observed directly it does not seem unreasonable to use the projections of a
prominent forecaster. We have done this for world trade and world prices. Our
third expectational series, for nominal interest rates, is derived from an
assumption about the behaviour of the money and bond markets, and is no better
than that assumption. But we note that similar assumptions have underpinned
other work on bond markets such as Shiller’s (1979) study, and we do not think
the underlying model will be regarded as highly unreasonable.
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Figure 7.1 Expectations and reality

7.8 EXOGENOUS SHOCKS TO THE JUMPING VARIABLES

In order to simulate the performance of the economy with model-consistent
expectations we have to take account of the effects of changes in expectations
about the future levels of the genuinely exogenous variables (which we take to be
world prices in foreign currency, world trade and the foreign interest rate). In any
simulation with model-consistent expectations the effect of movements in these
variables depends on whether these changes are expected to last. Movements in
expected future values of the exogenous variables will have an effect on the
current values of the free variables, even if no disturbance takes place to their
actual values. Equation (11.6) explains how disturbances to the free variables are
calculated from shocks to the exogenous variables. The basic result is that the
current values of the free variables depend on all future values of the exogenous
variables.

We cannot, of course, identify all expected future values of the exogenous
variables but, as explained in section 7.5, we have been able to identify expected
trend paths for the three major exogenous variables and for government spending.
We have also been able to identify deviations from these trend paths for up to 20
periods ahead.

In the remainder of this chapter we describe the effects of expectational
disturbances to the economy in two ways. First of all, we present tables of
multipliers indicating the effects of 1 per cent or 1 point shifts in the expected
trends of the exogenous variables of shifts in their expected levels and of one-off
disturbances one period ahead. These correspond to the three types of disturbance
identified in section 7.3, although, for reasons of brevity alone, we only display the
effects of one-off disturbances one period ahead.

Secondly, we display graphically the impact effects of disturbances in the
exogenous variables on the jumping variables during the course of our rerun. We
use the values for the disturbances which we have identified through the
procedures described in section 7.6, taking account of one-off expected
disturbances for up to 20 periods ahead.

These graphs do not display any impact from expectational shocks to
government spending. With unreformed wages the only shock to government
spending is a shift in the expected base value of the trend line from one period to
the next. This shift is the same in every period and so only induces a constant
disturbance in the jumping variables. But our use of terminal conditions (section
7.6) ensures that nothing is lost by neglecting a constant shift. With reformed
wages there are no expectational shocks and so nothing is omitted.

We present multiplier tables and graphs first for our controlled economy with
unreformed wages and secondly for our controlled economy with reformed
wages.

7.8.1 The controlled economy with unreformed wages

We find the following responses in the jumping variables to trend changes in each



of our three exogenous variables and government spending.

We first identify the effects of changes in the trend rate of growth of our
exogenous variables on the jumping variables. We display results even for
variables such as the foreign interest rate which we assume cannot be trended.
This is done for completeness.

Table 7.1 The controlled economy — unreformed wages (a) 1 per cent or 1 point per
cent per quarter trend

Jumping World World World Interest  Government
Variable Trade Prices Rates Spending
Human Capiial 7.48 5.47 -112 - 35.1
Consol Rate -2.31 -2.82 437 -9.10
Valuation Ratio -{.342 19.2 - 108.0 —4.52
Nomina! Exch. Rate 3.04 8.66 -57.9 -9.92

These effects are very powerful indeed. This is not surprising. A trend of 1 per
cent per quarter rapidly becomes an extremely powerful deviation.
We now look at a step change of 1 per cent or 1 point.

(b) 1 per cent or 1 point step change

Jumping World World  World Interest  Government
Variable Trade Prices Rates Spending
Human Capital 0.086 -0.006 — (1942 —0.559
Conscl Rate -0.022 —-0.011 0.628 -0.167
Valuation Ratio —-0.028 0123 —4.38 - 1.01
Nominal Exch. Rate 0.161 (.891 -2.10 0.151

Disturbances to foreign interest rates are very important, and we also note the
impact of a change in the world price level on the nominal exchange rate. Since
the model is homogeneous of degree one in prices, a 1 per cent change in the
world price level causes, with no other disturbance, a 1 per cent change in the
nominal exchange rate in the long run. We see that 89 per cent of this shift is
achieved immediately.

Tables 7.1(a) and 7.1(b) do offer one useful check. The world real interest rate
can be changed either by a change in the trend in world prices, or by a change in
the level of the world interest rate with no change in prices. We would not expect
the two to have exactly the same effect, because their short-term consequences are
different. But the jumps they induce should not be very different. We can see that
the effect of a 1 per cent per quarter trend in prices is roughly minus 4 times the
effect of a 1 per cent point per annum increase in the nominal interest rate. Our
linear model suggests that real interest changes have much the same effect
whether they are induced by inflation or by interest-rate changes. This validates
our model.

Lastly we may see the effects of an expected 1 per cent or 1 point disturbance



one period in the future, but lasting only for one period. The impact of this is
found to be as shown in Table 7.1(c).

(c) 1 per cent or 1 point shock 1 period ahead

Jumping World World  World Interest  Government
Variable Trade Prices Rates Spending
Human Capital 0.0007 -0.0M 0.0054 —0.0079
Consol Rate 0.0011 0.0079 0.0023 0.0019
Valuation Ratio -0.017 -0.106 -0.024 —-0.104
Nominal Exch. Rate 0.022 0.139 —0.205 0.068

The impact of one-period shocks further ahead is calculated using equation (11.6).
The resulting impact is generally lower, in absolute magnitude, than the
multipliers of Table 7.1(c). The reason for this is that the effects of expected one-
period disturbances increase the closer they loom to the present.

The actual disturbances to the free variables come from two sources. In addition
to those arising from movements in the exogenous variables, which we have
studied in Tables 7.1(a—c), deviations of Money GDP or national wealth from their
target paths lead to policy reactions and thus affect the free variables. Since we
calculate the values of the free variables on the basis of our linear model, as can be
seen from (11.6), we may consider the two sorts of disturbance quite separately,
and then simply add them together.

This makes it worthwhile to study the effects of disturbances in the three
exogenous variables on the free variables, while neglecting the effects of
deviations from target paths. We simply multiply each of the multipliers in Table
7.1 by the appropriate disturbances for each period, and are then able to calculate
the change in each free variable relative to the previous period, which is
occasioned by each exogenous variable. Finally we combine all the disturbances,
so as to show the overall effect of the exogenous shocks on each of the free
variables. The results of this are displayed graphically in Figures 7.2-7.5. These
graphs (and Figures 7.6-7.9 which relate to the reformed-wage economy) run from
the period from 1975 I to 1984 II, and thus cover the period for which we have a
full data set. Our simulations in Chapters 8 and 9 run from 1975 I to 1989 IV, but
the simulations from 1984 III are constructed using projections for some or all data
items and do not take account of the effects of revisions to expectations of our key
exogenous variables. This is explained in more detail in Chapter 8; it does have the
implication that the graphs in this chapter cannot run beyond 1984 II.
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Figure 7.2 Unreformed wages: human capital

Looking first at human capital (Figure 7.2), we can see that, without any wage
reform, the major disturbances arise from shocks to world trade and to world
interest rates. During the first part of our period world trade did better than had
been expected looking ahead from 1975, and interest rates were lower. These
effects both work in the same direction, raising human capital above its initial
value. From 1980 onwards we have a period of underperforming world trade and
higher-than-expected interest rates, and so human capital is depressed below its
initial value.
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Figure 7.3 Unreformed wages: consol rate

Given the high level of capital mobility, one would expect the consol rate to be
sensitive mainly to the foreign interest rate, with other variables having much less
effect. This is shown in Figure 7.3. Interest rates also have a powerful effect on the
valuation ratio but, as the arbitrage equation (5.17) implies, profits are also
important. Figure 7.4 suggests that in fact interest rates are also by far the
dominant force on the valuation ratio, although changes in prices are, because of
their impact on profits, also of some importance.

Finally in Figure 7.5 we can observe the effect of shocks on the nominal
exchange rate. In the short term, since wages do not react rapidly, these

disturbances can also be regarded as shocks to the real exchange rate.® It is very
striking that the major influence is world prices. The reason for this is that, as
noted above, our model implies that a 1 per cent shift in world prices leads to a
change of 0.89 per cent in the nominal exchange rate immediately. During our
data period there is considerable uncertainty about the long-term level of world

prices; this leads to movements in the nominal exchange rate* which could prove
to be a major problem for our policy rules.
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Figure 7.4 Unreformed wages: valuation ratio
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Figure 7.5 Unreformed wages: nominal exchange rate

7.8.2 The controlled economy with reformed wages
The responses of the jumping variables in the controlled economy with reformed
wages are given in Table 7.2.

Table 7.2 The controlled economy — reformed wages (a) 1 per cent or 1 point per
quarter trend

Jumping World World World Interest  Government
Variable Trade Prices Rate Spending
Human Capital 2.23 2.12 —49.4 —46.1
Consol Rate —-3.32 —3.87 57.4 -9.99
Valuation Ratio 4.7 218 — 186 -19.0

Nominal Exch. Rate 0.435 5.47 -13.7 -0.49




(b) 1 per cent or 1 point step change

Jumping World World World Interest  Government
Variable Trade Prices Rate Spending
Human Capital 0.0132 -0.0682 -0.322 - 0.669
Consel Rale -0.0468 —0.0132 0.817 -0.186
Valuzation Ratio 0.106 0.175 -5.23 -0.37
MNominal Exch. Rate 0.062 0.853 -1.51 -0.162

These numbers are obviously not the same as those with unreformed wages, but
the magnitudes of the various multipliers are broadly similar. One important point
to note is that the jump of the nominal exchange rate in response to a world price
shock is much the same in both cases. In the reformed-wage economy much less
weight is placed on the exchange rate and on monetary policy for the purpose of
controlling inflation, but this does not affect the fact that, in response to a world
price shock, the nominal exchange rate jumps to close to its final position. We also
note that the consol rate responds rather less with unreformed wages than with
reformed wages, to a disturbance to the world interest rate. The reasons for this
are explained in Chapter 6.

Once again we observe that the effect of a 1 per cent per quarter trend in world
prices is roughly minus 4 times the effects of a 1 per cent point per annum
increase in the world interest rate. This again validates our model.

(c) 1 per cent or 1 point temporary disturbance 1 period ahead

Jumping World World World Interest Government
Variable Trade Prices Rate Spending
Human Capital -0.00015 -0.00137 0.00342 ~0.0095
Consol Rate —0.00017 0.007% 0.00128 —{.0047
Valuation Ratio —-0.00334 —0.0%471 -0.0231 {.0090
Nominal Exch. Rate 0.0090 0.131 ~0.206 -{.0253

The effects of temporary disturbances are again found to be much smaller than
those of disturbances which are expected to be permanent.

Figures 7.6-7.9 show the effects of the disturbances in the expected values of
the exogenous variables on the jumping variables in the economy with reformed
wages. The effect of changing expectations of the path of world prices on the
value of human capital (Figure 7.6) provides the most dramatic demonstration that
the impact of shocks depends on the policy regime in force. With unreformed
wages price shocks had almost no effect on human capital, while now they are a
major depressing influence. The reason for this is that a world price shock,
combined with a slowly moving target for the real exchange rate, has an
inflationary impact on the domestic price level (even though it is substantially
damped by movement in the nominal exchange rate). Fiscal control of inflation
implies a loss of human capital in the adjustment process, while monetary control
of inflation clearly does not. The effect of interest rate disturbances on human



capital is in the same direction as before, but it is much weaker. World trade
shocks, too, play much less of a role in disturbing human capital.
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Figure 7.6 Reformed wages: human capital
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The main influence on the consol rate (Figure 7.7) remains the world interest
rate, but the effect of shocks to world trade is enhanced in the reformed wage
economy. The valuation ratio (Figure 7.8) is more affected by interest-rate shocks
than with unreformed wages. But perhaps the most interesting distinction is that
the impact of trade shocks, while still small, is now in the opposite direction from
that of Figure 7.4. This happens because growth in world trade leads to higher
profits, which raise the valuation ratio. But there is also a policy response. The
higher level of demand is inflationary. With unreformed wages, interest rates are
raised. This depresses the valuation ratio. With reformed wages the inflation is
controlled by means mainly of tax changes. The valuation ratio is less sensitive to
these, and the valuation ratio remains above its initial position.
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Figure 7.8 Reformed wages: valuation ratio

The behaviour of the nominal exchange rate (Figure 7.9) is once

more

dominated by the effects of changes in the expected level of world prices. The
uncertainty about this is likely to prove a major obstacle to exchange rate

stabilization.

7.9 CONCLUSION

This chapter has described how a linear representation of an economic model can
be used as an aid to counterfactual simulation of that model. Without its help, it
would not be possible to calculate the impact of disturbances of various types in
the exogenous variables. Nor would it be practical to run a counterfactual
simulation of any length in which expectations were revised in every period. The
linear model forms the basis not only for the stability test of policy rules, but also,

when expectations are assumed to be model-consistent, for their simulation.
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Figure 7.9 Reformed wages: nominal exchange rate

In this chapter, then, we have set up the basic infrastructure which we need to
run a counterfactual simulation with model-consistent expectations. We now
proceed, in Chapters 8 and 9, to apply this technology so as to rerun history on the
assumption that economic agents are forward-looking and understand the
underlying economic model. We contrast these simulations with others carried
out on the assumption that expectations are purely adaptive and that the economy
is not directly sensitive to changing expectations of future events.



Chapter Eight

A simulation of the cost-push economy

8.1 INTRODUCTION

This chapter shows what the effects of our policy rules (section 6.7) would have
been if they had been in operation during the period from 1975 I to 1987 II. During
this period the economy was exposed to a series of external shocks, and the policy
rules would have had to play an active role in setting the tax rate, the interest rate
and the real exchange rate target so as to damp the effect of these shocks on the
economy, and keep the values of Money GDP and national wealth close to their
target paths. The simulations then continue to show how the economy would
have performed during the period 1987 III to 1989 IV in the absence of further
shocks.

We present two simulations in both this and the following chapter. The first
simulation shows the projected behaviour of the economy on the assumption that
expectations are model-consistent. The second simulation shows the behaviour of
the economy on the assumption that expectations in the financial markets follow
the adaptive mechanisms which we identified in Chapter 5, and that consumption
does not depend on model-consistent expectations of future income.

We have carried out the first simulation using a new model-solution technique,
which was described in Chapter 7. This technique takes as an input the projections
for certain key exogenous variables (world trade, world prices, the foreign interest
rate and government spending) which are given in the National Institute
Economic Review for the relevant period, or were derived in other ways which we
described in Chapter 7. The effect of these projected events on the free, or
jumping, variables is calculated using the linearized model which we describe in
Chapters 10 and 11, and is recalculated in each new period of the solution. This
means that full account can be taken of revisions to expectations as represented by
changed projections for the exogenous variables. As such our simulation reflects
expectations of the key variables as we think they were believed to be, and
independently of whether these expectations were rational or not. The second
simulation does not have any forward-looking variables, and does not require any
special simulation technique.

In our simulations we subject our model to historic shocks by adding back the
single-equation residuals which the model generates. When expectations are
assumed to be model-consistent, we must also include shocks arising from
revisions to expectations, or from reality turning out differently from

expectations.! The simulation from 1975 I to 1984 II is carried out using a full data
set. For the period from 1984 III to 1987 II our data set is less complete, and for



most data we make smooth projections from the 1984 II figures. However, we
ensure that historic shocks in our main output variables are nevertheless present,
by adding back the residuals in the equations for these variables. From 1987 Il we
make smooth projections of all the variables. This does lead to abrupt changes in
slope for some variables (e.g. Figure 8.1(d)) and in no sense reflects actual history.
The residuals needed in order to ensure that the model equations are satisfied in
this period also evolve smoothly; there are no further disturbances to the model.
These two break points are clearly marked on our graphs.

8.2 THE UNREFORMED WAGE EQUATION

In this chapter the simulations are carried out on the assumption that wage-
setting behaviour has not been reformed. This is what we mean by a ‘cost-push’
economy. The wage equation we use is (6.2) with the cost-push parameter, v, set
to 1.

AINWAGERATE,; = 0.039 — 0.138RTT,_; + AlnCPI;

~2.NRAUPC -1 — 2A3AUPC, -y — 0.262UPC, - 4 (8.1)
where WAGERATE — wage rate

UPC — unemployed/iabour force
RTT — real earnings aspiration gap defined as
RTT = In AVEARN|{CPI x 0.976 x (1.00554)")
AVEARN — average earnings
cCPl — consumer price index
AInCPI} — expected rate of inflation

With model-consistent expectations we assume

.ﬁll’l‘:‘f,}}e = O.S(AlnCPf; + AIHCPI;- ]}

and with adaptive expectations the NIESR model gives

AIMCPI; =0.75AInCPI,_, + 0.15AInCPI,_; + 0.10AInCPI;_3

Equation (8.1) shows wages as responding to expectations of inflation and to
lagged unemployment terms. There is also a term in the level of the real wage,
which can be taken, in conjunction with the unemployment terms, as representing
a rising labour supply curve. This term is trended, indicating that the real wage
associated with a given labour supply rises at 0.554 per cent per quarter. We
assume that labour productivity grows at the same rate; otherwise there would be
no stable long-term trajectory for the economy (Meade, 1981).

8.3 THE TARGET TRAJECTORIES



The dynamic path of the economy depends not only on the structure of the
economy and the policy rules used to regulate it, but also on the target trajectories
which are adopted. We have illustrated this in a simple way in Chapters 2 and 3.

It is important to stress that policy rules which may be perfectly satisfactory for
one set of target trajectories, could yield unsatisfactory results in other cases. For
example, it would be possible to imagine trajectories which required large tax cuts
or very low interest rates. Taken to an extreme, either of these variables might be
forced to be negative. A negative tax rate is perhaps imaginable, but in an
economy with circulating currency a negative interest rate is much harder to
imagine, and a rule which wanted to deliver this would be invalidated by a
particular target path. On the other hand, a trajectory which required very rapid
growth in wealth would also require very high tax rates. This is the fault of the
target trajectory and not of our policy rules. In fact this second point is nothing
more than a conclusion to be drawn from Chapter 2. But it must be borne in mind
in interpreting our simulations.

The choice of target path for Money GDP might be expected to take into
account any costs of changing the rate of inflation as well as costs imposed by a
particular rate of inflation. The choice of wealth target is determined by the issues
identified in the literature on optimal saving (Meade, 1966b). We do not discuss
the calculation of the optimal target trajectories in this book. The purpose of our
study is to show how simple policy rules can be used in order to steer the
economy back on to its target trajectory after some disturbance has blown it off
course. We therefore take plausible target trajectories as given.

8.3.1 Money GDP

The target path for Money GDP has to reflect the fact that, at the start of our
simulation period, inflation was rapid. The rate of growth of Money GDP was
around 20 per cent per annum or 5 per cent per quarter. We have assumed that the
policy target was to reduce this rate of growth of Money GDP to 1.25 per cent per
quarter. This reduction in the rate of nominal growth is assumed to be asymptotic,
and we have found that a target trajectory of the form

Z'= Zp.{1.05°.e7 %% 4 1.0125'(1 — e~ 0%Y)) (8.2)

where Z, is the value of Money GDP in 1974 IV, gives a trajectory on which the

rate of growth of Money GDP is brought down to 1.25 per cent per quarter with a
faster rate of disinflation than occurred historically. This can be seen in Figure
8.1(a), which shows the historical, target and simulation paths of Money GDP. The
choice of a low-inflation trajectory allows us to demonstrate the working of our
rules rather more clearly than would be possible if we aimed to follow a path close

to the historical trajectory.?

8.3.2 National wealth

The choice of wealth target is rather more difficult. There is a strong case for
saying that the target rate of growth of national wealth should reflect the long-



term rate of growth of the economy, at least in the absence of knowledge about
the nature of economies of scale or capital-saving technical progress. However, we
are unable to identify that long-term growth rate precisely. We have chosen a
target rate of growth of national wealth of 2 per cent per annum. This is below the
target rate of growth of real wages, and therefore below the value of long-run
productivity growth which we have assumed. But it is above the rate of growth
which the economy delivers in the reruns of history with unreformed wages and
could be regarded as consistent with a modest estimate of long-term economic
growth. We start with the wealth target at the initial (1974 IV) estimate of actual
national wealth. We have, as noted in Chapter 6, excluded the public sector capital
stock from the wealth target (with, as far as possible, suitable adjustments for
denationalization). We regulate the size of the public sector capital stock by
keeping the level of public sector investment constant in volume terms (see section
8.4.3).

8.4 HISTORICAL DISTURBANCES

8.4.1 Types of disturbance

The purpose of rerunning history is to demonstrate how the controlled economy is
able to respond to and damp down the effects of shocks which impinge on it. As
noted in Chapter 7, two types of shocks happen in every quarter, whether
expectations are adaptive or model-consistent. The estimated regression equations
have residuals which have to be added back so as to ensure that, if the exogenous
variables take their historical values, a rerun of history would reproduce history.
These behavioural shocks reflect the fact that people’s behaviour cannot be
precisely modelled by regression equations. Our control rules have to be able to
cope with the possibility that the economy may diverge from a particular
trajectory because of disturbances of this type.

The second type of shock arises from shifts in exogenous variables. A change in
the level of world demand will have implications for UK export demand and thus
for the balance of payments, Money GDP and national wealth. Unless offset by
the exchange rate, a movement in world prices is also likely to have consequences

for Money GDP? and national wealth. Other disturbances to exogenous variables
will also influence Money GDP and require offsetting action by the policy rules.

In the case of the simulation with model-consistent expectations, there is a third
category of disturbance which has to be considered. For with model-consistent
expectations the current values of the freely-floating (jumping) variables (the
exchange rate, the valuation ratio, the consol rate and human capital) depend on
the expected future values of the exogenous variables in a manner which depends
on the structure of the controlled economy (see Chapters 7 and 11). Therefore
revisions to expectations of future events cause changes to the current values of
the jumping variables. The policy rules also have to offset the effects of these on
the targeted variables.

It is obviously not possible to discuss all possible shocks which impinged on the
economy during the period under consideration. We first highlight some of the
major disturbances, so as to be able to discuss the policy response to these when



presenting the simulations. We then also discuss the effects of disturbances in the
exogenous variables on the jumping variables.

8.4.2 Shocks to residuals and to exogenous variables

Our reruns start in the first quarter of 1975. At this time the inflation rate was
close to its modern peak, as the inflationary consequences of the oil crisis and the
commodity price boom spread throughout the economy. However, our target
trajectory is designed to accommodate the historical rate of inflation at the start of
the rerun, and so this high initial rate of inflation does not actually imply a
deviation of the economy from its target path. Indeed, as Figure 8.1(a) shows, until
1978 the target and historical trajectories of Money GDP moved closely in step.

The first major disturbance which the economy faced was the sterling crisis of
1976. Large capital outflows led to a rapid fall in the nominal exchange rate.
Concern over the possible inflationary consequences of this led to an attempt to
stem and reverse the decline by means of high short-term interest rates. These
capital outflows appear as shocks of the first type, and might well be faced by an
economy even with our policy regime in force. They provide a useful laboratory
to test our interest-rate rule which is designed to keep the exchange rate close to
its target value.

The sterling crisis was reversed by early 1977. The government first attempted
to peg sterling at a level some 10 per cent above the low of 1976, by means of
intervention and low interest rates. However, at the end of 1977 interest rates were
raised again and sterling was allowed to float upwards. This was probably at least
in part due to movement in capital flows which is not explained by the interest-
rate differentials ruling at the time. Such capital flows will also test our exchange-
rate policy rule.

In 1978 inflation fell to its lowest level since before the oil crisis, helped by the
incomes policy which had been in operation since the summer of 1975. However,
the incomes policy had become rather unpopular; arguably it failed to bring
workers’ aspirations in line with the reality of the fall in national income that the
1974 oil crisis had caused. Wage demands, motivated by the desire to restore real
incomes to aspirations based on pre-oil crisis experience, were made.

At the same time as these inflationary pressures were gathering in the labour
market there came the second oil crisis. Even net of North Sea oil profits, this
raised Money GDP because, in our model, prices are set as a mark-up on costs
including imports and domestically produced inputs. All of this inflationary
pressure is present in the simulations in this chapter and without any wage reform
it feeds into the wage-price loop and produces a sharp rise in Money GDP. In fact,
the main effort of our policy rules, during the whole of the rerun, goes into
offsetting this inflationary burst which appeared in 1979.

A Conservative Government came to power in 1979. On the one hand, it made
clear that it was prepared to tolerate large pay increases. This probably had the
effect of exacerbating the upward pressure on wage rates, with which we have to
deal in our reruns. On the other hand, the new government raised interest rates to
record levels so as to achieve monetary targets. The exchange rate rose, perhaps
partly as a consequence of high interest rates, reaching a peak in real terms in mid
1981. From then until late 1986, the exchange rate (nominal and real) declined.



Interest rates were raised on occasions, such as late 1981, late 1982 and late 1985
when the decline seemed to be precipitate. All these fluctuations in the exchange
rate can only be partly explained by our portfolio balance model of the exchange
rate (see Chapter 5), and the balance must therefore be attributed to capital
account shocks or, with model-consistent expectations, to uncertainty about the
world price level (see Chapter 7). These shocks remain present in our reruns, even
though they may have been partly induced by the historical policy regime in
force. They provide further tests of the ability of our policy rules to stabilize the
economy against the effects of capital account disturbances.

The economic policies of the early 1980s were only one of the factors leading to
a severe contraction of the economy. Unemployment rose sharply in 1981/2 and

continued to rise to a peak in 1986.% Exogenous causes of the contraction include
sharp reductions in stockbuilding during the period. Although these may have an
economic explanation in terms of expectations of future demand (Hall and Henry,
1985), from the point of view of our model they are treated as purely exogenous
disturbances, with which our policy rules have to cope.

Once the contraction was over, the economy grew steadily, although
unemployment continued increasing until 1986. However, the miners’ strike in
1984/5 had a depressing effect on output and therefore on Money GDP. Rising real
wages were to some extent supported by a fall in raw material prices (Beckerman
and Jenkinson, 1986) and the consequent favourable exogenous movement in the
terms of trade. But the most substantial external shock of this period came from
the sharp fall in the oil price in 1985—6. This raised real incomes at a time when
asset prices were also buoyant. The two effects together led to a considerable
consumer boom which was substantially responsible for an increase in the growth
rate of the economy in 1986 and 1987, leading to a marked fall in unemployment
which was, however, only beginning at the end of our data period.

8.4.3 Budgetary shocks

The above shocks, whether external or arising from model residuals, represent the
sort of hazard with which our policy rules would have to cope. Since some of
them may have been induced by erratic policies, we may have in fact made our
task more difficult than it would have been in our stable policy regime. But there
is one category of shock which we have deliberately taken out of our rerun.
During the period there were a number of adjustments to tax rates. Changes to
planned rates of government expenditure were also made from time to time. On
some occasions, such as at the time of the 1976 sterling crisis, these changes were
an ad hoc policy response to an outside factor. On other occasions, such as the
1979 budget which raised VAT and reduced income tax, they may have been
genuinely exogenous disturbances.

We see no point in presenting reruns of history in which our policy rules are
used to unwind policy-induced shocks. This makes it desirable to allow
government spending to proceed along a smooth trend path. We note that from
1975 to 1986 total government purchases of goods and services were more or less
unchanged in total, and think it sensible to impose this on our simulations of the
unreformed economy. We therefore keep both government consumption and



public investment constant throughout the period of our simulation; this in fact
implies more public investment and less public consumption than was in fact
observed historically. We have thus deliberately chosen to follow the received
wisdom of the period, that private consumption is preferred to public
consumption, and that the economy was overstocked with public sector capital
goods (which we exclude from our wealth target — see section 6.2). In the end one
would imagine that public consumption and investment would have to increase at
the same trend rate as real GDP, but we place this change in the trend of
government demand beyond the period of our rerun of history. Our assumption in
fact makes our 2 per cent target growth in national wealth feasible without the
very high tax rates which would be needed to finance growth in the public sector
capital stock. In this important respect our simulations present an optimistic
picture of the British economy.

8.4.4 Disturbances to jumping variables

Our new method of solving economic models with model-consistent expectations
makes it possible to identify the effects of disturbances in the exogenous variables
on the free, or jumping, variables; study of these can shed some light on the
behaviour of the economy during our simulations, because they are imposed as
shocks to the free variables in our simulation of the forward-looking economy.

The four Figures 7.2-7.5 in Chapter 7 show the effects on the jumping variables
of disturbances in the exogenous variables. These graphs in fact indicate what
would have been the disturbances to the jumping variables in each period, as a
consequence of each shock, if nothing else were to have happened to the model.
The component parts, arising from each exogenous variable, are shown together
with the overall total. The graphs do not indicate the actual deviations of the
jumping variables from their steady-state path; that also depends on the history of
the economy, and on previous shocks. But they play a useful role in indicating the
importance of expectational disturbances to these variables and, in the case of the
exchange rate, shed an interesting light on the history of the period.

The effects of the disturbances which we identify are discussed in detail in
Chapter 7. Of these the main shock we would highlight is that to the nominal
exchange rate (Figure 7.5), arising from disturbances to the expected world price
level. In the long term homogeneity ensures that the nominal exchange rate
moves one-for-one in response to a permanent change in the world price level.
And 89 per cent of this shift takes place immediately (Table 7.1(b)).

In the period 1979-81 the long-term level of world prices was expected to be
considerably higher than it had been expected to be before the oil crisis of 1979, or
than it was expected to be later on, after it became clear that foreign governments
were committed to fighting inflation. On the other hand, we assume that the
market continued, all the time, to believe our commitment to the Money GDP
target, and thus our commitment to low inflation. As a consequence the nominal
exchange rate faced considerable upward pressure in 1979-81. In this simulation
this turns out to be helpful. At a time of domestic inflationary pressure it delivers
a deflationary increase in the real exchange rate which would otherwise have to
be delivered by a substantial increase in interest rates.



8.5 A SIMULATION WITH MODEL-CONSISTENT EXPECTATIONS

The most striking feature of the behaviour of Money GDP (Figure 8.1(a)) during
the first five years or so of our simulation is the close match between the rerun
and the historical trajectory. In 1977 and 1978 the rerun falls below the historical
path because our simulation avoids the inflationary effects of the 1976 sterling
crisis. But the gap is not large. Then in 1979 both history and the rerun diverge
from the target. The main reason for this is that at the start of 1979 there was an
inflationary burst. As explained above, we treat this as an exogenous disturbance
with which our rules have to deal. Historically wages rose by 19 per cent between
1978 IV and 1979 IV. In our rerun this explosion is reduced slightly, but there is
still an increase of 15 per cent, at a time when the target for Money GDP only
grows by 10 per cent. The inflationary effects of the oil price increases of 1980
compound this domestic inflationary shock, and Money GDP rises by 20 per cent
in 1979 and 15 per cent in 1980.

This inflationary burst triggers an immediate policy response. The VAT rate
(Figure 8.2(a)) is reduced by 3 per cent in 1979 III (at the same time as the standard
VAT rate was actually raised from 8 per cent to 15 per cent). This cost-push fiscal
policy is complemented by a tightening of monetary policy. The target real
exchange rate is raised in 1979 III by 11 per cent (Figure 8.1(c)), and is further
raised in 1980. The actual real exchange rate is driven up alongside this.

Despite this policy reaction, the rerun economy is in this period apparently
suffering from worse inflation of Money GDP than did the historical economy
(even though, on account of tax cuts, the rate of consumer price inflation is lower,
Figure 8.2(c)). In 1981 III GDP is over 2 per cent above its historical level and over
16 per cent above the target path. The reason for this underperformance relative to
history merits some investigation. VAT has been reduced to almost nothing by
late 1980, but the real exchange rate is, despite our cost-push rule, depreciated by
15 per cent relative to its historical level. Our policy rules moderate the currency
appreciation of the early 1980s. The cost-push effects of the two (historic and
simulation) combinations of taxes and the real exchange rate are probably broadly
equivalent. There is a demandpull stimulus, and as a consequence unemployment
rises less fast in the early 1980s than it did historically. But the starting point is
higher and in fact the level of unemployment does not drop perceptibly below the
historical figure at any point in the rerun.

The apparent failure to control inflation during this period does not mean that
the rules have failed. Historically there was a large appreciation of the real
exchange rate for reasons which are not perfectly understood. On replacing a
freely-floating exchange rate by a policy rule working through a target exchange

rate, increases of this type are partially damped.® It just so happens that the
historic exchange-rate shock coincided with inflationary pressures, and damped
those pressures in a manner that was more immediately successful than our policy
rule.
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Figure 8.1 The UK economy 1975-89: unreformed wages and model-consistent
expectations
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Figure 8.2 The UK economy 1975—89: unreformed wages and model-consistent

expectations (contd)
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Figure 8.3 The UK economy 1975-89: unreformed wages and model-consistent
expectations (contd)

While the performance of Money GDP in 1981 seems to be worse than the
historical out-turn, this is not true of national wealth (Figure 8.1(b)). The reason
for this is that, at the start of the simulation, there is a 7 per cent downward jump
in human capital. This leads to a reduction in consumption and an increase in
saving. The consequent fall in demand is probably the main factor causing higher
unemployment in the early stages of the rerun (Figure 8.1(d)).

During the period after 1982 the policy rules are very effective at bringing
inflation down (Figure 8.2(c)), and taking Money GDP away from the historical
path towards its target value. This is achieved through the cost-push effect of the
lower VAT rate during 1980/1 working through the system. The real exchange rate
(Figure 8.1(c)) catches up with its historical value in 1981. For the rest of the rerun
it remains at or above this value (apart from short-period disturbances), and it is
then no longer a source of inflationary pressure relative to history.

As the labour market disturbances of 1979-80 fade away, and with wealth being
in 1982/3 below its target, the VAT rate is raised close to its historic 15 per cent by
the end of 1983. The upward trend continues, although in 1984 a further surge in
Money GDP leads to temporary reductions in VAT. But overall, towards the end
of the period the VAT rate stops rising and then turns down slightly. This reflects
the fact that wealth has overshot its target slightly and is above its historic value
by 15 per cent of annual GDP by the end of the simulation.

These movements in tax rates are the main causes of deviations in real
disposable income from its historical values (Figure 8.3(a)), although one also has
to bear in mind that we suppress the direct tax cuts which took place between
1978 and 1988. We see that real disposable income ‘does well’ in the period of very
low taxes in 1981/2, but badly during the periods of high taxes before and after
this. Is this a demonstration that our rules are less satisfactory than historical
muddling through? The answer is emphatically no. If we had chosen a lower rate
of growth of national wealth, keeping closer to the historical trajectory (Figure
8.1(a)), we would have been able to deliver a level of disposable income similar to



the historical value in the last few years of the period. It is not our policy rules but
our wealth target which leads to the underperformance of disposable income.

In Figure 8.3(b) we show total national consumption, adding together that of
the public and private sectors. This allows us to look at the overall resources
available for consumption independently of the division between public and
private sectors (an issue with which our policies are not concerned). We see that
throughout the simulation this is lower than it was historically, reflecting the fact
that the historical levels of consumption are inconsistent with constant public
investment and 2 per cent growth in national wealth.

The fluctuations in tax are observed in the budget deficit (Figure 8.3(d)). This is
much bigger in 1980/2, when taxes are low in order to buy off inflation. But long-
term concern with the level of national wealth, and the fact that the government
is prepared to save when the private sector does not, means that, once the
inflationary bubble has burst, the budgetary position becomes very favourable,
with large surpluses developing. This happened historically in the late 1980s.

These fluctuations in the budget deficit are not reflected in the current balance
(Figure 8.3(c)) which remains close to its historical value. In particular, the large
budget surplus at the end of the simulation reflects the fact that the wealth target
is being achieved at least partly by means of high public saving. On the other
hand, domestic (private) investment has risen enough to absorb the saving needed

to achieve the wealth target7 and the current balance (foreign investment) is
therefore unchanged.

Our policy rules succeed in keeping the real exchange rate to within 10 per cent
of its target value in all periods except 1977 I, 1979 II, 1981 II, 1983 II and 1984 II.
Despite the fact that monetary policy is given an important role in the control of
inflation and although we do not adopt exchange-rate stability as an aim, we note
that the real exchange rate does not breach a Williamson and Miller (1987) target
zone centred on a mid-value index of 95 and with a width of 10 per cent after 1980
IIL

We present summary statistics for the volatility of major economic variables in
Chapter 9 (section 9.8), so as to facilitate comparison between the effects of the
two wage equations on the economy. Overall, as we see in Table 9.2, the real
exchange rate is more volatile than it was historically, but this is a consequence of
short-term movement arising from volatility in expectations. Long periods of
misalignment are avoided.

The price for keeping the exchange rate reasonably close to its target is a high
degree of interest rate volatility (Figure 8.2b and Table 9.2). The violence of these
movements may be seen as a major disadvantage of our policy framework.
However, we note that the parts of the private sector most affected by this
volatility would be able to make arrangements to borrow at rates which could be
fixed for several years so as to avoid this volatility. This would have no
implications at all for the working of our control rules in our model, since we have
assumed that all home assets are, in any case, perfect substitutes. Furthermore
there is always the possibility that expectations were less volatile than those we
observed in the National Institute Economic Review; this would imply less volatile
interest rates and smaller deviations in the real exchange rate about its target
path. The reason for believing this is that our policy rules have made both interest



rates and the exchange rate more volatile than they were historically, a result
which would probably be difficult to achieve using the same expectations as those
to which markets actually reacted.

The results of this rerun may be summarized as follows:

i) We have shown that our policy rules may be used to control inflation and
to guide national wealth towards a target path. Our policy targets have
been more stringent than those which the economy has followed during the
historical period of our simulation: we have imposed more severe control of
inflation, and we have required that national wealth should grow faster
than it did historically. Both objectives were broadly achieved by the end of
the simulation.

ii) We have not been able to do anything about unemployment (and indeed a
price for higher saving and lower inflation is slightly higher
unemployment), but we have not claimed and do not believe that financial
policy, on its own, can have a lasting effect on unemployment (Friedman,
1968). In order to do better here, some sort of supply-side reform is needed.

iif) The exchange rate has been kept reasonably close to its target value, but
this target value has needed to be manipulated substantially in order to
control inflation. The policy rules are certainly outside the spirit of
Williamson’s target-zones proposal, but it is also worth noting that, for the
period 1981-9, they conform to the letter of Williamson’s proposal. Our
rules deliver a surprising degree of real exchange-rate stability despite the
use they make of monetary policy in fighting inflation.

iv) The policy rules require substantial fluctuations in both the tax rate and the
exchange rate target (and indeed our cost-push use of the tax rate has been
curtailed by the requirement that the tax rate must remain positive
throughout the simulation). These fluctuations are very different from what
was observed historically and also very different from what we would
expect to observe when simulating an economy with a reformed labour
market.

It is, of course, possible to quantify the performance of the controlled economy by
means of various numerical indicators. However, we defer this until the next
chapter, so as to be able to consider the unreformed and reformed wage
economies side by side.

8.6 A SIMULATION WITH ADAPTIVE EXPECTATIONS

We now present the same rerun of history, but making the assumption that
expectations are adaptive rather than forward-looking. The results of this are
presented in Figures 8.4-8.6. The most important difference from the previous
simulation arises because the favourable effect of a jump in human capital is no
longer available as a means of influencing wealth. The work which was done by
this in the previous simulation must now be achieved by a mixture of tax changes
and exchange-rate changes. We see in Figures 8.4(a) and 8.4(b) that Money GDP
follows much the same path as in Figure 8.1(a), being slightly worse controlled,
but that wealth is much worse controlled (Figure 8.4(b)). The use of cost-push



means to buy off inflationary pressures during the period 1980/2 means that the
current balance does no better than it did historically, and wealth accumulation is
correspondingly depressed. It is only later in the period, once the inflationary
problems have been overcome, that the economy is able to turn its attention to
maintaining the stock of national wealth. After 1985 the tax rate (Figure 8.5(a))
passes its historic level, and then this high tax rate leads to high public-sector
saving (Figure 8.6(d)) which finds its outlet largely in the current account surplus
(Figure 8.6(c)). This high surplus finally brings wealth towards its target value
with an overshoot at the end of the period (Figure 8.4(b)).

One problem, particularly visible in this simulation, arises from the valuation
effects of changes in the real exchange rate on national wealth. In the period
1982—4 a very high real exchange rate is needed to damp inflation. This reduces
the value of net foreign assets, and taxes have to rise to increase saving. But once
inflation is brought under control the real exchange rate can be allowed to fall,
raising foreign assets and national wealth. This is one reason for the sharp rise in
wealth at the end of the simulation.

As we noted above, the different consumption function affects the pattern of
demand. Broadly speaking we now find that unemployment is higher than its
historical value when the tax rate is above the historical trajectory, and that lower
taxes are associated with lower unemployment, whereas with model-consistent
expectations consumption depended less on current income and so this was not
true. But perhaps the most visible effect of the different consumption function and
its implications for the tax rate, is seen in the pattern of disposable income. The
model with adaptive expectations in fact places a greater weight on public sector
saving than on private sector saving if the wealth target is to be achieved. This
public sector saving can only be achieved by high taxes. Consumption (Figure
8.6(b)) is depressed and the budget is in surplus. But only if we had ignored the
wealth target, or had set a much lower target trajectory, would it have been
possible to achieve the historical levels of disposable income and consumption.
The outcome is a consequence of the target and not of the policy rules.

The real exchange rate shows less short-term volatility than it did in the model-
consistent simulation. This is probably explained by the absence of expectational
shocks in this simulation. With the exception of 1980-1 we do succeed in keeping
the exchange rate within 10 per cent of its target value, by means of an interest
rate which is less volatile than with model-consistent expectations, but more
volatile than it was historically. However, the different properties of the model
now mean that, although the short-term volatility is reduced, long-term
movements, which mirror changes in the exchange-rate target, are more marked
than they were with model-consistent expectations, and the outcome is less
consistent with a Williamson-type target zone. The reason for this is, broadly
speaking, that, with adaptive expectations, the effects of policy instruments on the
economy are weaker, at least in the short term, and so larger movements are
required in both taxes and in the real exchange-rate target in order to control both
inflation and wealth.
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Figure 8.4 The UK economy 1975—89: unreformed wages and adaptive expectations
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Figure 8.6 The UK economy 1975-89: unreformed wages and adaptive expectations
(contd)

8.7 CONCLUSION

In this chapter we have demonstrated that our rules can be used to control
inflation and to guide national wealth towards a target path. The broad features of
the outcomes and the implications for the policy instruments were summarized in
the four points at the end of section 8.5. The same rule works with both model-
consistent and adaptive expectations, although we have seen that Money GDP is
easier to control and national wealth is much easier to control when expectations
are model-consistent. The main reason for this is that, as noted in Chapter 6, our
policy rules were designed more with reference to the economy with model-
consistent expectations than with reference to the economy with adaptive
expectations; the model-consistent expectations economy is in any case easier to
control. Our controlled economy was required to do considerably better than
history in terms of inflation, particularly during the period 1980-2. We also do
considerably better in terms of national wealth but, particularly with adaptive
expectations, the public sector is required to do much of the extra saving, and this
means that tax rates are high and disposable income is depressed towards the end
of the period. The unemployment position is worse than it was historically
because of the emphasis we have placed on fighting inflation and on growth in
national wealth. In order to do better with unemployment, some sort of supply-
side reform is needed, and in the next chapter we demonstrate the benefits of this.



Chapter Nine

The controlled economy with reformed wages

9.1 INTRODUCTION

In the previous chapter we demonstrated how control rules could be used to
achieve target paths for Money GDP and for national wealth. In those simulations
we were broadly successful at delivering our two policy targets, but we also
demonstrated that, once attention was paid to national wealth as well as to Money
GDP, the unemployment record was likely to be even worse than historically.
Here we show the effect of controlling an economy in which the labour market
has been reformed; we demonstrate that we are able to achieve a similar record on
inflation, but faster real growth in output and in national wealth. Much better
results are obtained for both real disposable income and unemployment, and all
this can be delivered at the same time as rapid growth in public-sector demand for
goods and services. In short, while the previous chapter discussed the UK
economy as it is, here we demonstrate how, by changing one key equation of the
model, we are able to deliver something of an economic miracle. A basic property
of our model, and, we believe, of the UK economy, is that better long-run
performance on unemployment can only be achieved by means of a supply-side
reform. The purpose of this chapter, then, is not to claim that any particular
reform of the labour market is necessarily feasible. What we do is to show what a
particular supply-side reform could achieve, taken within the context of a New
Keynesian strategy of maintaining an announced target path for the growth in
Money GDP.

We regulate the economy using the representative rule for reformed wages,
which was presented in section 6.8. This rule uses taxes in a demand-pull rather
than a cost-push fashion, and gives relatively more weight to the use of fiscal
policy in the control of Money GDP than did the rule which we used in Chapter 8.
It would be hoped that such a rule would result in a more stable real exchange
rate than we had in Chapter 8, but the truth of this can in fact only be established
by a second counterfactual simulation.

9.2 THE TARGET TRAJECTORIES

We use the same trajectory for Money GDP as in Chapter 8 (equation 8.2). This
implied a gradual reduction in the rate of growth of Money GDP from the rate of
around 5 per cent per quarter at the start of 1975 when the policy is assumed to be
introduced, to a target rate of growth of 1.25 per cent per quarter. The target
trajectory asymptotically converges on this target rate of growth of Money GDP.



Early experimentation with simulation of the reformed wage economy showed
that it was able to deliver more rapid growth of real GDP than had been possible
without the wage reform, and it therefore seemed essential that national wealth
should be targeted to grow at the same trend rate as real GDP, so as to avoid
implying a falling wealth to output ratio. This implied a target rate of growth of

real national wealth of 2.8 per cent per annum.!

9.3 THE REFORMED WAGE EQUATION

The basic wage reform which we require is that wages should become insensitive
to prices, changing only with reference to unemployment. We achieve this by
setting the parameter, v, in (6.2) to zero. But there is a separate problem which we
have to face up to in our reformed wage simulation. At the start of the rerun the
share of wages in the national product was abnormally high. The historical
trajectory of the wage share in Figure 9.2(d) displays this. We have seen in
Chapter 6 (Figure 6.26) that with reformed wages the suppression of a shock of
this type is a lengthy process. It requires a sustained deflation. We found that our
policy rules delivered VAT rates of around 40-50 per cent and induced
considerable fluctuations in Money GDP as they attempted to correct this problem
arising from the abnormally high share of wages. This suggests that 1975 I would
have been an inauspicious time at which to introduce the wage reform we have in
mind.

If our wage reform had been introduced in the 1960s or 1950s the share of
wages would not have risen to an unsustainable level. We therefore take steps to
correct the wage share in the economy by means other than our policy rules, and
interpret the result as resembling more closely what would have happened if the
wage reform had taken place well before 1975. We could have assumed a step
reduction in wage rates, and therefore in the wage share, at the start of the
simulation. But a sudden reduction in wages would have introduced dynamic
disturbances all of its own. We have instead achieved a gradual reduction in the
wage share, by assuming a core rate of wage inflation which is, at the start of the
simulation, below the core-target rate of inflation of Money GDP, but tends to it
asymptotically. In our target path for Money GDP, the rate of Money GDP
inflation falls asymptotically from 5 per cent per quarter to 1.25 per cent per
quarter. In the wage equation we use the same asymptotic rate of core inflation
and the same rate of convergence, but we use an initial core inflation rate of only
2.5 per cent per quarter.

AINWAGERATE, = 1.572 - 2.T2A2UPC, -\
—2.43AUPC,_3 - 0.262UPC, -5
+0.025 x e~ 1 0.0125(1 —e %"y (9.1)

where WAGERATE — wage rate
UPC — unemployed as per cent of labour force



This equation, then, shows wages responding to the level of and changes in
unemployment. The natural rate of unemployment, determined by the constant
and the coefficient on the level of unemployment, is 6 per cent. On top of this,
wages increase at the core rate of inflation, which declines over time.

9.4 BUDGETARY POLICY

We have followed the same principle as in Chapter 8, of keeping the income tax
rate constant, and of keeping government demand (both consumption and
investment) on smooth target paths. This means that our policy rules do not have
to fight ‘artificial’ disturbances created by erratic changes in tax rates or in
government demand.

In the previous chapter we were unable to allow for any real growth in
government demand over the whole 15-year period of our simulation. To have
done so would have required higher taxes by the end of the period. Our restriction
meant that, by the end of the period, a substantial reduction in the share of
government demand in the economy had taken place. In our reformed wage
economy we are able to allow for public-sector demand to grow at our perceived
long-run rate of growth for the economy as a whole (2.8 per cent per annum). This
means that, by the end of our simulation, public provision of goods and services is
51 per cent higher than it was in our simulations in Chapter 8. In this chapter, as
in Chapter 8, we have avoided any sort of discretionary intervention by means of
variations in public consumption and investment. This is not because we think
that discretionary intervention is in itself a bad thing, but because we want to
demonstrate what our rules can achieve without any extra help.

9.5 HISTORICAL DISTURBANCES

The genuinely exogenous disturbances, which we described in section 8.4, also, of
course, affected the economy during this simulation. Events in the rest of the
world are assumed to be unaffected by the policy regime in force in the United
Kingdom. With one exception, we have again added in the historical residuals to
the behavioural relationships of our model. That exception is to the reformed
wage equation. It would fit history very badly - it is not in any sense estimated.
To add back the historical residuals would have the effect of putting back much of
the inflation which our wage reform is supposed to have taken out. We therefore
do not add any residuals back into the wage equation.

Despite the fact that the genuinely exogenous variables are assumed to behave
in the same way as in Chapter 8, their impact on the jumping variables differs,
and it differs both because different policy rules are in place and because the
change to the wage equation alters the structure of the model. The impact effects
of the exogenous shocks are shown in Figures 7.6-7.9.

Once again the dominant disturbance is the behaviour of the nominal exchange
rate in the period 1979-81. The reasons for this are the same as before (section
8.4.4). A permanent change in the world price level leads to an equal change in the
long-run nominal exchange rate. Even with our reformed wage economy policy
rules, 85 per cent of this change takes place immediately (Table 7.2(b)). But in an



environment which places much less emphasis on monetary policy for fighting
inflation, these world price shocks may turn out to be less helpful than they were
in Chapter 8.

9.6 A SIMULATION WITH MODEL-CONSISTENT EXPECTATIONS

The simulation begins with an attempt to generate growth in Money GDP of 5 per
cent per quarter. In the opening quarters of this simulation the target is in fact
undershot. The main cause of this is the slow growth in nominal wages because,
for the reasons given in section 9.3, we require wages to start off by growing at
well under the target rate of growth of Money GDP.

There are, in addition, two important influences on real demand which have to
be considered. These work in opposite directions although, on balance, they turn
out to be expansionary. Both of them arise from the anticipation of the very
marked shift in the distribution of income from labour to capital (Figure 9.2(d)).
The consequent increase in profits means that the return to capital, measured at
net replacement cost, is much increased. This leads to an upward jump in the
valuation ratio, in the first period of 26.5 per cent (compared with only 9 per cent
with unreformed wages). This increases both investment and, through the wealth
effect, consumption.

At the same time human capital becomes less valuable, because expected future
wages are lower. There is a downward jump of 10 per cent in human capital
which depresses consumption, an effect which is augmented by the reduction in
consumption financed directly out of wages. The overall effect is to depress
consumption but to raise investment. Overall real GDP is increased, which is why
unemployment falls to 2 per cent at the start of 1980. But the effect of real GDP on
Money GDP is more than offset by the relative reduction in the GDP deflator
occasioned by the slow growth of nominal wages.

Our policy rules react to the underperformance of Money GDP and also to the
fact that wealth (Figure 9.1(b)) is below target. The VAT rate is reduced mainly
because Money GDP is too low. The target exchange rate is reduced because GDP
is too low but also, and more importantly, because wealth is below target.

Money GDP returns to its target in 1978, but the economy is now subjected to
disturbances from two directions. First, there is a burst of inflation in 1979 which
drives Money GDP above its target path. This burst is not as severe as we found in
Chapter 8. The reason is that on this occasion its sole origin is a sudden rise in raw
material prices, which are marked up, leading to increased profits. Figure 9.2(d)
shows a sudden fall in the share of labour income at this stage. In Chapter 8 this
imported inflation was enhanced by the wage-price spiral. There were also
separate disturbances originating in the labour market and represented by
residuals in the wage equation. These are suppressed by our wage reform.
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Figure 9.1 The UK economy 1975—89: reformed wages and model-consistent
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Figure 9.3 The UK economy 1975-89: reformed wages and model-consistent
expectations (contd)

The policy response to this inflationary burst is to raise the VAT rate, to 28 per
cent by 1981, and to raise the target exchange rate slightly, from 62 in 1978 to 68 in
1981. Paradoxically this monetary tightening is associated with a period of low
nominal interest rates (Figure 9.2(b)). The reason for this is that, in the early 1980s,
our expectational series suggest that it was believed that there had been a
permanent upward shift in world prices (section 7.8 and Figure 7.9), but that this
shift would not happen to the price level in the United Kingdom. As a result the
long-run level of the nominal exchange rate rose, and, even with our reformed
wage policy rules, 85 per cent of that change in the long-run exchange rate occurs
immediately. In 1979 III the real exchange rate rises, as a consequence of this, to
nearly 15 per cent above its target level. This unwanted appreciation helps bring
Money GDP back towards its target (Figure 9.1(a)) but, on the other hand, it drives
wealth slightly further away from its target (Figure 9.1(b)).

Despite this exchange-rate appreciation, Money GDP proves difficult to bring
under control. There are periods, in 1983 and 1984, when Money GDP touches its
target path, but in the main it seems to run parallel to, and above, the target. In
such circumstances the proportional components of the policy rules are not doing
any work in bringing Money GDP towards its target. It is the integral components
which ensure that Money GDP finally meets its target instead of choosing a
parallel trajectory. These integral components are weak and, as we can see from
Figure 6.8, our policy rules can allow Money GDP to move almost parallel to its
target for a very long time, converging only slowly. While this could seem to be a
weakness of our rules, it is unlikely to be a cause for any grave concern. The
growth rate in Money GDP is much the same as it would be if Money GDP were
moving along, instead of parallel to its trajectory. The control of wealth works
reasonably smoothly (Figure 9.1(b)). Although it is generally rather below its
target path, this gap is never very great and, at the end of the simulation, it is
clearly being closed.

The policy regime also works well at delivering a stable real exchange rate
(Figure 9.1(c)). It is true that the actual real exchange rate is up to 15 per cent



above its target in the period 1979 II to 19811 and as much as 12 per cent below its
target in the period 1982 I to 1984 III. These deviations reflect the expectational
effects shown in Figure 7.9. The tracking of the actual exchange rate to its target
appears to work better from late 1984 onwards. But this is only because our full
data set ends in 1984 II. We project no further disturbances, and so the exchange
rate stays close to its target. We could have achieved a better performance by
means of a more powerful interest-rate rule. But, with the external shocks as we
have identified them, a significantly more powerful rule would have required a
negative nominal interest rate at some stage in our subsequent adaptive
expectations rerun.

As in the first rerun of the previous chapter, we see that interest rates are
volatile. They reflect the magnitude of the expectational shocks to the exchange
rate. Once again, we suspect that our simulation shows greater exchange rate
volatility and greater interest volatility (both are quantified in section 9.8) either
because our expectational series are too volatile or because markets did not,
historically, behave in the sort of forward-looking manner which we have
represented here. Either of these problems would explain both the high nominal
interest rates in the period 1981-4 and the fact that the real exchange rate is well
below its target value.

The outstanding success of our reformed wage economy is shown in Figure
9.1(d). Unemployment varies between 2 and 8 per cent of the workforce during the
rerun. At the end of the simulation it is very close to the natural rate of 6 per cent
which we have built into the model. We stress yet again that this performance is
not caused by any particular assignment of any one instrument to any one target,
or indeed by financial policy at all. The target rate of growth of Money GDP is the
same as it was in Chapter 8. We represent what a supply-side reform of the labour
market could achieve.

The behaviour of unemployment draws attention to a second interesting point.
It can be seen that the profiles of historical and rerun unemployment are very
similar, although historical unemployment rose by 9 per cent of the labour force
between 1980 and 1986, while rerun unemployment rose by only 6 per cent in the
same period. We may conclude from this first of all that the major part of the
historical rise cannot have been caused by inflationary wage pressure. Our rerun
does not have any. Secondly, it cannot have been caused by any sudden policy
change in 1979. Once again, our rerun does not have any such discontinuity. This
suggests the inevitable conclusion that a significant part of the rise in
unemployment was caused either by residuals in the model (such as labour
productivity rising faster than the model predicted) or by other exogenous factors
and unexplained residuals.

The reformed wage economy is, even more than that of Chapter 8, one in which
the private sector does not do all the saving which is needed to meet the wealth
target. There are two reasons for this. First, the wealth target is in itself more
ambitious. Secondly, the capital gains made from the effect of the shift to profits
on the valuation ratio are themselves spent off. For both these reasons a
considerable amount of saving has to be done by the public sector. The high tax
rates persist (Figure 9.2(a)) and personal disposable income stagnates (Figure
9.3(a)). But there is an important difference from Chapter 8. There we had current
account balance; the accumulation of wealth broadly financed the domestic



investment. Here we have a large current account deficit. The reason for this is
that the high valuation ratio induces very high domestic investment. The flow of
domestic saving, despite being enhanced by high tax rates, is not sufficient to
finance this investment, and the economy has to resort to borrowing from abroad.

Finally, it is important to note that total consumption (Figure 9.3(b)) is scarcely
below its historical level, while with unreformed wages (Figure 8.3(b)) there was a
much more substantial shortfall. Moreover, since this reformed wage economy
seems to have an underlying growth rate of 2.8 per cent per annum, we can be
confident that, despite the widening gap at the end of the simulation, consumption
in the reformed wage economy will eventually overtake its historical counterpart.
These facts, and the much lower level of unemployment, demonstrate clearly the
benefit of wage reform.

We may summarize the results of this simulation:

i) The reform of the labour market means that a better than historical out-
turn for unemployment can be delivered. Unemployment varies between 2
and 8 per cent of the labour force, compared with 3.5 and 16 per cent with
unreformed wages. The ‘price’ for this lower unemployment is a lower
share in labour income in the national product. We discuss this in section
9.8.2.

ii) The economy is able to deliver 50 per cent more public consumption and
investment than it could without wage reform. This is made available on
account of increased output arising from a combination of lower
unemployment and economies of scale.

iii) Tax rates are considerably higher than in our unreformed economy. The
final VAT rate is 30 per cent as compared with 21 per cent there. But with a
much higher level of public spending, there is plenty of scope for having
lower taxes and a lower, but still generous, provision of public goods and
services. We have not done this solely because we want to demonstrate the
working of the policy rules without any other policy intervention.

iv) Inflation control still requires the use of monetary as well as fiscal policy.
This does have the implication that the real exchange rate will be allowed
to rise in order to damp an inflationary burst, but the effect is much weaker
than in the cost-push economy.

v) It proves possible to deliver a much higher terminal value of wealth than
seemed possible in the cost-push economy. The reason for this is that
control of wealth is easier with wage reform, and that more resources are
available. However, higher taxes are still needed,

vi) The real exchange rate has been kept within 10 per cent of its target for
most of the period, but our policy rules are still outside the spirit of
Williamson’s target-zone proposal. We thus think it likely that a stable
target real exchange rate would be incompatible with any policy which
allowed prompt control of inflation (since this ‘reformed wage’ scenario is
the most optimistic one could imagine on this score). Nevertheless it is also
the case that our policy rules keep the real exchange rate within a band 20
per cent wide for nearly a decade.



9.7 THE REFORMED WAGE ECONOMY SIMULATED WITH ADAPTIVE
EXPECTATIONS

In Figures 9.4-9.6 we present simulations of the same policy rules, on the
assumption that expectations are adaptive rather than model-consistent. The main
differences arise from the fact that there are no initial jumps in human capital and
in the stock exchange valuation ratio in this model. This means, first of all, that
the effects of a very high valuation ratio are not present, and secondly that
consumption does not adjust to a level which reflects the policies intended to
achieve the wealth target.

During the initial stages of the rerun this means that the depressing effect on
nominal GDP of slow growth in nominal wages is present, and it is not offset by
high real demand arising from the behaviour of the jumping variables. We
therefore see that during the early part of the rerun the undershoot in Money GDP
(Figure 9.4(a)) is more severe than with model-consistent expectations. And the
level of unemployment is higher.

Inflationary pressures again drive Money GDP above its target path in 1980-1.
Without the presence of expectational shocks the real exchange rate (Figure 9.4(c))
is kept much closer to its target. The unplanned rise in the actual real exchange
rate, which we had with model-consistent expectations, is now absent, and the tax
rate is used to fight the inflation (Figure 9.5(a)). It reaches much the same level as
in the previous rerun because, although the deflationary effect of the exchange
rate rise is absent, so too is the expansionary effect of the jump in the valuation
ratio.

The much reduced scale of the investment boom can be seen most clearly in the
behaviour of Money GDP and unemployment (Figure 9.4(d)) from 1982 onwards.
Unemployment rises higher than it did with model-consistent expectations and
Money GDP this time falls below its target path. The remainder of the rerun is
spent trying to take Money GDP back to its target path. Taxes are reduced
between 1981 and 1984, but the shocks to the economy mean that Money GDP
falls further below its target. From 1985 onwards the gap starts to narrow, and the
proportional component of the tax rule then leads to the tax rate being increased
again. The behaviour of the tax rate is mirrored in real disposable income (Figure
9.6(a)), total consumption (Figure 9.6(b)) and the budget deficit (Figure 9.6(d)).
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Towards the end of the simulation we can observe a number of important
differences from the consistent-expectations simulation. Money GDP is slightly
below its target and wealth is considerably below its target. The latter reflects the
fact that saving has been too low for most of the simulation, because the policy
rules have devoted more effort to the control of Money GDP than to the control of
wealth. But at the end of the simulation unemployment is below the natural rate
and is falling. This will allow taxes to be increased further without depressing
Money GDP and should ensure that the deficiency in wealth can be corrected.

Wealth has underperformed because, with relatively low tax rates designed to
raise Money GDP, saving is too low for most of the period. The counterpart of this
is that consumption is higher. This is seen in Figure 9.6(b).

The behaviour of both the current balance (Figure 9.6(c)) and the budget deficit
(Figure 9.6(d)) are less extreme than they were with model-consistent
expectations. The absence of the jump in the valuation ratio means that, even at
the end of the simulation, the valuation ratio is nearly 15 per cent below the level
reached with model-consistent expectations. Domestic investment is much lower,
and so there is no counterpart current account deficit. The fact that the budget is
in small deficit rather than large surplus reflects the failure of wealth to meet its
target. Once Money GDP recovers, and the VAT rate can be raised, one would
expect a large budget surplus to appear.

The theoretical models of Chapters 3 and 4 lead us to believe that, provided
there are no cost-push terms in the labour supply equation, the steady-state values
of the real exchange rate are independent of the parameters of the consumption

function.? On the other hand, the final value of the tax rate does depend on the
consumption function as well as the parameters of the wage equation. These
observations suggest that, if the final periods of our simulations are anywhere
near a steady state of the economy, they should have much the same real
exchange rate, even though they may have rather different tax rates. The real
exchange rates are in fact rather different, and this is probably because, even at
the ends of the simulations, the two models are quite a long way from their
respective steady states.

The two simulations of the reformed wage economy differ more than do those
of the cost-push economy. In particular, Money GDP overshoots with model-
consistent expectations, and undershoots with adaptive expectations. The main
reason for this is that, with model-consistent expectations, there is a large jump in
the valuation ratio reflecting the increased profits arising from the reduced wage
share. This leads to an investment boom which persists throughout the simulation
period. With adaptive expectations the adjustment of the capital stock to the



higher share of profits is much slower (Figure 5.3). Real demand is weaker
throughout the simulation and therefore Money GDP is considerably lower.

9.8 A COMPARISON OF THE UNREFORMED AND REFORMED WAGE
ECONOMIES

9.8.1 Summary performance statistics

We begin our assessment of the relative perfomance of the four economies which
we have simulated, by presenting a variety of summary measures of economic
performance. First, we present statistics for growth in real GDP, growth in real
national wealth and growth in the consumer price index. These do not themselves
feature in our control rules, but a consideration of them is obviously of crucial
importance in evaluating our controlled economies and comparing them with the
historical out-turn.

Table 9.1 Growth rates of key variables (per cent per annum)

History Unreformed Reformed
Model- Adaptive Model- Adaptive
Consistent Consistent
Real GDFP 1.8 1.7 1.5 2.9 3.0
Real Wealth 1.9 2.1 2.2 2.7 2.5
CPl 8.1 7.1 7.2 6.8 5.8

We see from Table 9.1 that the comparison between the historic and the
unreformed economy shows that our control rules lead to a better performance on
wealth but a slightly worse performance on real GDP. We have aimed for faster
growth in wealth, so as to ensure that it grows in line with a modest estimate of
the long-term potential growth of real GDP. Our target rate of growth of national
wealth is in fact below the long-term rate of productivity growth which we have
inferred from the wage equation (section 8.2). We claim that our controlled
economy offers a more satisfactory outcome because it pays due regard to future
as well as current needs. But independently of this, there is no doubt that our
controlled economy has been able to offer a better out-turn on inflation.

Compared with either the historic or the unreformed economies, our
simulations of the economy with reformed wages appear to offer something of an
economic miracle. We can deliver faster growth in real GDP and real national
wealth together with lower inflation. This is not, of course, a consequence of our
particular control rules, but rather reflects the benefits of a reformed labour
market. We have argued throughout this book that the structure of the labour
market imposes a crucial constraint on the pattern of economic policy which can
be adopted. In the simulations of the reformed wage economy we can also see that
labour market structure has major implications for the medium-term growth of
the economy.

So far we have looked at the performance of variables which could be regarded



as important indicators of economic welfare. But it is also important to assess the
rules in their own terms, looking at the question of whether the rules were able to
keep the controlled variables close to their targets. We may summarize the
performance of the control rules in each simulation by means of the quadratic
sums of the logarithmic deviations of the out-turns from their targets, and by the
sums of the squared movements in the instruments. We also look at a ‘utility
index’ calculated as the sum of the logarithms of total (private + public)
consumption during the rerun, Xlog(C; + Gy). This does not take account of the

terminal value of wealth, but it does summarize the behaviour of consumption
during each simulation.

Table 9.2 Quadratic losses and sums of movements

Histary Unreformed Reformed
Model- Adaptive Model- Adapilive
Consistent Consistent
Llog(C; + G)) 647 644 642 647 648
Sz - z,‘)z - 4172 5294 1535 2590
(- m)? - 209 984 571 1495
TAg? 12058 1861 1173 1421 1723
Laar? - 833 607 H| 107
LAR} 109 826 277 359 395
TASE 49 65 95 a17 229

Variables are defined in the notation table (see p. xxi).

The distinction between the quadratic loss of Table 9.2 and the entries of Table
9.1 illustrates an important point about the interpretation of the performance
indicators of Table 9.2. By almost any reasonable measure of welfare (such as our
utility index in the top line of Table 9.2) the reformed wage economy is to be
preferred to the unreformed economy. Some of the variables show higher
quadratic losses, but the quadratic losses are measured on variables which we
would not expect to enter into anyone’s utility function and it would be a mistake
to interpret these as costs of economic policy operation.

We note from this that the control of Money GDP is better with model-
consistent expectations than with adaptive expectations. This is to be expected
from the simulations of Chapter 6. Table 9.2 also shows that the control of wealth
is much better when expectations are assumed to be model-consistent than when
they are assumed to be adaptive. We have already noted that the distinction
between the two consumption functions offers an explanation of this.

We can see from the summary table that, when the model is simulated with
adaptive expectations, interest rates are more volatile than they were historically,
while the real exchange rate shows less short-term volatility. On the other hand,
with model-consistent expectations both the interest rate and the real exchange
rate are more volatile than they were historically. Looking back at the relevant
graphs (Figures 8.1(c) and 9.1(c)), it is apparent that the volatility is generated by
short-term fluctuations. There are a number of possible explanations of this high
volatility of both the interest rate and the real exchange rate. Of these the two



most plausible are (i) that the expectational series which we have used (see
Chapter 7) is more volatile than expectations were in practice and (ii) that
expectations were historically not model-consistent.

An alternative way of looking at exchange-rate volatility is to consider long-
term fluctuations. If we look at the gap between the highest and lowest values of
the real exchange rate, measured as a percentage of the mid-point of the gap, we
find values of 64 per cent for the historical economy, 46 per cent for the
unreformed economy with model-consistent expectations and 68 per cent for the
unreformed economy with adaptive expectations. With reformed wages the
figures are 26 per cent with model-consistent expectations and 25 per cent with
adaptive expectations. So, despite the higher short-term volatility, we can see that
all policies of using the real exchange rate as an intermediate target (except with
unreformed wages and adaptive expectations) have the effect of reducing long
swings in the real exchange rate, and that our reformed wage economy does
better at avoiding long swings than does our unreformed economy. This is only to
be expected; with reformed wages less use has to be made of monetary policy in
fighting inflation.

9.8.2 The distribution of income

One important feature of our simulations is that the wage reform leads to a
substantial fall in the share of pre-tax wages in national income. This can be seen
by comparing Figures 8.2(d) and 8.5(d) with 9.2(d) and 9.5(d). With unreformed
wages the share of labour income stays at over 60 per cent of Money GDP, while
with reformed wages it falls to 50 per cent or below.

Our model is one in which domestic prices are set partly with reference to costs
of production and partly with reference to the price of competing imports. This
means that the lower real exchange rate in the simulations with reformed wages,
relative to that in the simulations with unreformed wages, raises the share of
profits in the value added of domestic sales for two reasons. First of all, the import
component of costs rises and the mark-up is calculated with reference to this
imported component of costs. This means that profits rise as a share of value
added. Secondly, the increase in the price of competing imports means that the
mark-up itself rises.

The effect is enhanced by the behaviour of export prices. These are fixed with
rather more reference to world prices and rather less reference to home costs than
are domestic prices. A fall in the real exchange rate, therefore, leads to a rise in the
profit margin on exports larger than the rise in the margin on home sales.

For both these reasons, then, a fall in the real exchange rate is associated with a
fall in the share of wages in value added. Our simulations suggest that this is a
very significant effect. It does draw attention to one of the problems which would

be raised by a wage reform of the type which we describe.’

9.9 CONCLUSION

The reruns of history have illustrated a number of key points which we made in
the theoretical section of this book. First, we have demonstrated that it is possible



to control an economy by means of simple policy rules, and to do so over a 15-
year period without any other form of intervention. Secondly, we have
demonstrated that these rules have a structure which is crucially dependent on the
structure of the wage equation. Thirdly, we have shown how the exchange rate
can be used as a guide for short-term monetary policy, although our
demonstration has been positive rather than normative. Fourthly, we have
suggested that assignment of particular instruments to particular targets
oversimplifies economic policy. Our rules have to be cross-linked to be effective.
Fifthly, we have shown that, although the short-term behaviour of the economy is
dependent on expectational effects, it is quite possible to design rules which work
independently of the way in which expectations are formed.

Our simulations also draw attention to some important features of the
economy. First of all they suggest that, if policies are adopted which ensure
adequate provision for the future by recognizing a sensible target for national
wealth, a higher than historic level of employment is associated with a lower than
historic share of wages in the economy. This result is not a consequence of our
policy rules, but follows from the underlying implicit production function in the
model, and the assumption that there is not perfect substitutability between export
goods and goods sold in the home market. It could be altered only if policies were
identified which changed that underlying production function. Secondly, we see
that private-sector saving is unlikely to be adequate to allow wealth to grow in
line with output. This means that a structural budget surplus will tend to result.
This, on its own, serves to demonstrate the dangers of adopting the budget surplus
or the stock of national debt as a final target of economic policy.



Part I11
Method



Chapter Ten

The derivation and use of a linear model

10.1 INTRODUCTION

In Chapters 6 to 9 we studied empirically the workings of various policy rules on
the economy. The following chapter describes, in technical detail, how policy
rules, such as those used in this book, can be tested and implemented in an
empirical non-linear model. In our work on policy design we have attempted to
place rather less emphasis on ‘optimality’ than is usual. We presented reasons for
this in Chapter 1 and discuss the issue further in Chapter 11. On the other hand,
we have placed a great deal of stress on stability, because we would not want to
recommend policies which appeared to be unstable in the long run, however

desirable their properties might appear to be over some finite horizon.!

In order to examine the stability of our policies we make use of a linear
representation of our economic model. This linear representation also proves to be
invaluable for solving our non-linear model with model-consistent expectations.
This chapter discusses the ‘linear reduction algorithms’ used to produce the linear
model and in particular discusses in detail for the first time how these can be used
when there are forward-looking expectations. It develops ideas presented by
Christodoulakis, Vines and Weale (1986), Blake (1988) and Christodoulakis (1989).
Section 10.2 describes the approach we have adopted to linearize our empirical
model. Section 10.3 describes particular problems which arise in the present
context, in particular unstable uncontrolled models and consistent expectations.
The following two sections outline methods for dealing with both of these.
Sections 10.6 and 10.7 show how consistent expectations solutions can be found
when the model is subject to a variety of disturbances, and outlines how the linear
model can be used in consistent expectations reruns of history. A final section
gives exact details of the methods used to derive the linear models used in this
book.

10.2 LINEAR REDUCTIONS OF LARGE MODELS

We present here the basic properties of the linearization algorithm, which can be
used for any large non-linear model of the economy. We then discuss how this is
applied in models with expectational variables where expectations are either
adaptive or model-consistent.

In this chapter we depart from the notation given at the beginning of this book.
We use capital letters for vectors of variables of the original non-linear economic
model, while lower-case letters are used to denote their counterparts in the linear



reduction.
A dynamic economic model includes in general the following categories of
variables:

Us Vector of rpolicy instruments determined either exogenously or through
specified control rules.

V¢ Vector of | exogenous variables impinging upon the economy.
Vector of m endogenous variables which are not pre-determined and,

Pt thus, are free to react to unanticipated changes of the economic
environment.

., Vector of expectations of the next-period value of P;, formed at the

preceding date ¢.

Vector of dimension N which includes all the endogenous variables of the

model, the modelled disturbances and the lags that appear in the model up

to period (t—7 + 1) where 7 indicates the maximum order of lags in the

Zg model. For purposes of generalization we specify Z; to include the vectors
Up, Vi Ppand P.? +1 through simple identities. Vector Z;_; then includes

all the lags that appear in the model either on endogenous or exogenous
variables.

The non-linear time-varying model is described by a vector function of
difference equations:

ﬁ'(zh Zi’—h Pf'l-l! PH Uf! VH f)=0 (10'1)

In a policy exercise we are interested in a number of g variables Y; which are

either selected from vector Z; or formed as combinations of them:

Y, =TZ, (102)

where I is a constant selection operator.

We first solve model (10.1) over an ‘equilibrium’ trajectory, along which all
volume variables grow at one particular rate, all price variables grow at another
rate and all ratio variables are constant.? It may be necessary to add in single-
equation residuals, so as to ensure that all output variables change at the
appropriate rates. This solution along the equilibrium trajectory in effect
calculates those single-equation residuals. Allowing for these constant
adjustments by the single-equation residuals the equilibrium trajectory is given
by:

.ff(zh zr-l, ﬁf-‘-lr ﬁh L_fh 17!1 t)zo (10'3)

fort=0,1,., T



When expectations are assumed consistent, the above solution should satisfy
. oy e _ .
the consistency condition P‘ i1 = P! . Ifor every period.

Our next step is to obtain a satisfactory linear and time-invariant
approximation of the non-linear model described in (10.1). The linear model may
be used to represent the dynamics of the observed variables Y; and the non-

predetermined variables P; as they respond to policy instruments and exogenous

shocks. It measures their path relative to an equilibrium trajectory for the
economy.

The reduced linear model serves two purposes:

(a) It allows a thorough analysis of the dynamic properties of any set of control
rules. In particular, it enables us to test control rules for asymptotic stability.
Unstable rules are rejected on the grounds that they are not sustainable (see Vines,
Maciejowski and Meade, 1983).

(b) When the model is to be solved with the assumption of consistent expectations,
the linear model can be used to obtain analytic saddlepath solutions for the non-
predetermined variables by using the well-known method of Blanchard and Kahn
(1980). As explained later, these linear solutions provide approximate solution
paths for the non-linear model and can be used instead of, or to improve the
performance of, the computer-intensive methods typically employed in solving
the large models.

The linearization algorithm is based on the balanced realization technique
which has long been used in engineering applications of modelling. Kung (1978)
has devised an algorithm for discrete-time systems and Maciejowski and Vines
(1984) have implemented the algorithm so as to give linear systems with impulse
responses closely approximating the dynamic multipliers of variables Y; from a

temporary shock on the exogenous variables Uy and V.

Details of the algorithm can be found in the work mentioned above; here we
merely outline the approach. The linearization relies on the singular value
decomposition of the Hankel matrix, which is constructed by the time responses

YI( i j ) of output i at time ¢ in response to an impulse perturbation of input j. A
*

circumflex is used to express level or proportional deviations from equilibrium
trajectories as:

?t =Y, - }_,:)/ i;: or i’r =(Y, - }_/r) (10.4)

The Hankel matrix is defined as
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where [ i}'._( f-, J')] denotes the matrix with elements i/{( f, j ) Note that the

impact multipliers are not part of the Hankel matrix.
A linear time-invariant state-space model is of the form:

Xis1=Ax + B :‘ (10.6)
!

yo = Cx, + D| ¥ (10.7)

Ur

Here the input variables u; and v; correspond to the appropriately defined

perturbations of Uy and V; in equation (10.1) and x; is a vector of state variables.

The impulse responses for such a model are given by D for t = 0 and CA™ ! in all
subsequent periods. By decomposing the Hankel matrix an approximate linear
representation of the non-linear model that takes this form can be found. See
Maciejowski and Vines (1984) for the details of the procedure.

Singular value decomposition is generally known to be more robust than the
corresponding eigenvalue decomposition against parameter changes in a matrix.
As a consequence, the linear model of the approximation remains robust when
small parameter changes are considered in the non-linear model. This property is
particularly important as it implies that minor time-dependency in the model does
not seriously affect the dynamics of the approximation.

The order of the reduction in the linear approximation is chosen so as to
achieve an acceptable discrepancy between the time responses of the linear and
the non-linear system. Denoting the state-space matrices of the linear system as

(ALB1.GDy), the order n is selected by looking at the error® of the approximation:
Y v 2
e= 2 2, 2 |Yili, j) - i J) (10.8)
! [ )

where y; is the observed outcome of the linearized model:

Xro1= A+ B “i (10.9)

U,

v = Coxe+ D | ™ (10.10)

U

The responses of the linear reduction are then Dy for ¢ = 0 (which is exactly equal



toDand  A{'By for ¢ =

State vector x; is a compressed expression of the endogenous vector of the non-

linear model, and therefore it bears no apparent economic interpretation.
Following the analysis of Moore (1981), the state vector x; may in fact be seen as

the vector of principal components of the original system.
It can be shown that the following are basic properties of the reduced linear
model:

i) The order of the linear system is minimal in the sense that it does not include
superfluous dynamics; (see Kailath (1980, section 2.4)).

ii) The linear system is balanced in the sense that the controllability and the
observability matrix are full-rank and their Grammians are equal.

iii) The transition matrix Aj of the linear approximation has by construction
singular values less than unity, and therefore is asymptotically stable since all
eigenvalues will be strictly within the unit circle. The method is, thus,
appropriate for non-linear models which are themselves asymptotically stable,
i.e. the solution Y; returns gradually to the base trajectories after any exogenous

impulse perturbation is over.

10.2.1 A method for approximating step multipliers

In practice, it may be more desirable to approximate step rather than impulse
multipliers, as this will help to ‘average’ any time-variance of the model, as well
as modelling the types of disturbances that are of most interest. By applying
permanent changes to the exogenous variables U; and V; we obtain the step

multipliers i/{( i '). If the non-linear model is asymptotically stable, then the
*

long-run solution Y‘ is finite and the deviations from this long-run
oo

?.'= f’m“‘}}; (10.11)

are asymptotically vanishing. Long-term multipliers to unit changes are given by
the matrix:

o) 1!

U(r)

Joo = Yuli, ) M (10.12)

o |

where U(j) and '}( j) represent permanent shocks of the various exogenous

inputs. Step changes in linear inputs u; and v; are set equal to the changes of input



variables U; and r’; respectively and therefore (10.12) is written in vector form as:

- ¥ (10.13)

Following the algorithm of Maciejowski and Vines (1984) mentioned in the
previous section, a linear model may now be constructed so as to approximate the
decaying responses Yf in the sense of equation (10.8). Inputs to this linear system

are now the corresponding deviations U and ';:' from their permanent changes.

They are easily modelled as impulse shocks at t = 0 and are therefore represented
as first-order differences (A) of the changes in Uy and V;. The state-space equations

are written as:

Au,

Xee1=ArX + BL
Av,

(10.14a)

9, = Cot. + Dy | 3% (10.14b)
AU:

A linear representation in this form is asymptotically stable by construction.
Considering the auxiliary state variables in transposed form

= [u/—1 vi_1] (10.15)

we form the augmented system:

Xeer| _JAL -Bl[x B 1w,
[Er+|:| - [ 0 0 ] _Er] M [ ]] [v:] (10.16a)

Xt

&

Linear approximations y; of the step responses J:'r are obtained in a way similar to
(10.13) as:

Ji=[CL —DLI[ +DL[M"] (10.16b)

vo=Jdo| ¥ | -5, (10.17)

[oF}



Defining the augmented state vector x‘! p— [ x":’ E ’;] we finally obtain the

linear system:

(10.18a)

y=Cx, +D| ¥ (10.18b)

where:

A= AL -8 B = By
0 0 !
C=[-C D], D=J.—-D

The impact multipliers of the linear model are given by matrix D. They are chosen
accurately to represent the impact multipliers of the nonlinear model i}ﬂ by

simply setting

Di=Jo— Yo (10.19)

Matrix A is asymptotically stable, since Ay, is such. Letting ¢ go to infinity and x;,;

— x; we easily verify that:

Yo = Jewo ZW = ?an- (10.20)

Therefore the long-term multipliers* of the linear model are always equal to those
of the non-linear model. As the impact and long-term multipliers are accurately
represented by the linear model, independently of the order of the linear
reduction, the number of state variables is chosen satisfactorily to approximate the
intermediate-run multipliers.

10.3 ‘INSTABILITY’ PROBLEMS

However desirable the properties of the methods just described might be, it is the
requirement of asymptotically vanishing multipliers which severely limits the
practical applicability of the algorithm to large economic models. The reasons for
asymptotic instability may be any of the following:



(a) The existence of particular non-linearities that produce asymptotic offsets to
temporary shocks. For example, consider the simple non-linear structure

Yoz ¥ie =X Y= Uy + (other terms) (10.21)
Y:—l Ut-l

When a temporary proportional shock is applied to U; we have:
Us=elp, Uy=0for =1

Working with proportional deviations f’ ;= (Yf l }_’r — l) the following

formula is obtained by subtracting from (10.21) its base counterpart:

by E{, ﬁ:-l Uf—l
Yo=Y +x 2+ v, ) —2=! 10.22
! =1 Y;IY[_I ( ¥ |) 1+Ur__l ( )

with responses:
Yo = E}ﬁ.‘}fo

fx,zd[w_M] 20
l+¢

Y, = f",_., for every t = 2

where for simplicity we set Yi = ( Lf.,l U:_ \ }/(}’:I Y:_ ! }
If base trajectories are such that y, # y;, the above equations result in serious
steady-state offsets for deviations ﬁf' Even when y, = y; offsets will still be

present, though of an order 2.

Observe that these offsets are generated without the system being necessarily
unstable. But they may render the linearization algorithm useless as they
introduce persistent error terms in equation (10.8).

In contrast, step changes in input variables do not generate offsets. Given
that the non-linear model is not explosive, we set U; = eU; for every t and

obtain from (10.22) the finite responses:
Yo= E)&To
Y;=Y,-, for every t = 1

Modelling the impulse multipliers might introduce serious inadequacies into the



results. This is because when the impulse multipliers are asymptotically
vanishing, they are significant mainly at the beginning of the solution period
and, as a consequence, do not adequately capture the behaviour of the model in
later periods. As a consequence they cannot properly represent the response of
the observed Y; to permanent shocks in exogenous variables. A more

appropriate choice, which does capture this behaviour, is to consider the step
multipliers showing the observed response of Y; to permanent shocks to the

exogenous variables. This is particularly important if the policy rules are to
cope with permanent disturbances to the exogenous variables. And it has added
emphasis with model-consistent expectations, when current responses will
depend on such permanent shocks.

(b) A second cause of instability is the presence of integrators in the model.
These typically occur with a simple stock-adjustment process such as

Y:=Y,._1+ (flows) (10.23)

When the stock variable does not interact sufficiently strongly with the rest of
the model, its behaviour becomes border-line stable, and a permanent deviation
appears after only a temporary shock is applied. Step changes in exogenous
variables generate ever-rising responses of Y. If the flows themselves respond

positively to Y; then the problem is aggravated. There will be a clear case of

instability. We have shown, in Chapter 4, that this instability is likely to be
found in models of an open economy, as a consequence of stock-flow
interactions.

(c) A third cause of instability is rapid response of the price mechanism to
shocks. For example, in Version 7 of the NIESR model the wage equation
produces unstable simulations when the control-free model is subject to shocks,
even though all expectations are formed adaptively. This happens because a rise
in wages leads to a fall in the real interest rate. This fall in the real interest rate
stimulates an increase in demand, which leads to a rise in prices and so to a

further fall in the real interest rate. The process is unstable.>
(d) When models are solved with model-consistent expectations, each
expectational variable, Pf_‘_ i is equated to the actual out-turn, P, ;, always

provided that expectations of exogenous events have not changed. This
normally introduces an unstable root into the model. The usual way of solving
such a model is to assume that the current value of the variable, P, is not

constrained by its past values, but is free to ‘jump’, so as to cancel the unstable
root; the model then converges to its equilibrium along a saddlepath. As we
make clear in section 10.6, the magnitude of the jump in each free variable
depends on the structure of the policy regime in force. This is an example of the
Lucas critique (Lucas, 1976). This poses a problem. Without the jump the model
is unstable and cannot be linearized. With the jump the model is stable, but the
magnitude of the jump depends on the policy regime in force. But the policy
cannot be tested for stability without already having done the linearization.



The first type of ‘instability’ can be removed simply by using step rather than
impulse multipliers and provides a further rationale for adopting this approach.
The remaining types need to be removed before we can use either of our
linearization procedures. In order to remove the second and third types of
instabilities, simple stabilization rules to change instruments U; according to the

behaviour of the observed variables Y; can be used. If the model is thus stabilized

a linear approximation can be obtained. These ad hoc rules may either be taken
out in the linear model, or amalgamated with the policy rules which are to be
devised for the instruments. The issue of ad hoc rules is discussed in section 10.4.

The fourth type, caused by expectations, is removed by renormalizing the model
prior to linearization. This is explained in section 10.5.

10.4 THE OPERATION OF AD HOC STABILIZATION RULES

When a non-linear model produces explosive simulations to step perturbations of
exogenous variables, a simple rule for the instruments must be found before the
linearization procedure is applied. We call these rules ad hoc. Policy rules pursue
well-defined economic targets. Ad hoc rules are introduced solely to obtain an
asymptotically stable model before linearization.

A simple way of devising and operating the ad hoc rule is to think of the policy

instrument as ‘split’ into two parts, U; = H; + W;. The first part H; is used for the
ad hoc rule, while the second is devoted to the policy task.

A linear ad hoc rule would preferably operate only on variables represented in

the linear model; it is then possible to unwind it, if necessary, at the later stage of
policy design and recover a linearization of the original model as it would have
been without the simple rule in place. The simplest case would be to consider
proportional ad hoc rules with no instrument lags, i.e. Hy = K;Y;. To unwind this

rule one has only to set er =~ -K 1 YI + Wf and then immidiately
recover the original instrument Uy as input to the model, since Uf — Wt. If a
linear system (A, B, C, D) is obtained with W; as an input, it takes only a few

matrix manipulations to establish the following linear approximation of the
original system (10.1) with U; as an instrument:

X1 = (A — BiKoC)x; + [B1 Ko B; - B1KoD:s) [:tl (10.24a)
s

Y =(C — DiKoC)x: + [Dh Ko Dy — D\ KoDh) [:'] (10.24b)
]

where K‘O = ([ + KIDI )_l and By, B, D; and D, are appropriate

partitions of B and D. A similar equation is derived in the case where expectations



are to be treated as consistent.

There might be cases, however, where a proportional-only rule is not capable of
stabilizing the model, and higher lags need to be used. In this situation, the policy
rule must be combined with the ad hoc rule. An example of such a rule could be:

H=0U-\1+ K Y, (10.25a)
with 6, a diagonal and K; possibly non-diagonal constant matrices. Suppose now

that during the policy design another dynamic rule has been found for the other
part W¢

W;=82 W;-] +K2Yf (10.25b)

with 8, a diagonal and K, possibly non-diagonal constant matrices. Using the
diagonal lag-operator to write LX; = X;_; we can put both rules into the equation:

11 TeL  6LI[H] [K
_ : 10.26
[W,] [ 0 ezL][w,} * [Kz] ¥ (10.26)

This is a system of linear operational equations and its solution is:
Ho=(I-0L)Y (I-8:L) '[(I-0:L)K, +8)LK3]Y, (10.27a)
W,=(—0.L) (- 6:L)"'(I - 6,L)K:Y, (10.27b)

Original instruments are then found as:

U=(-6L) "(-6:L) ' [(I-6:L)K +K2]Y, (10.28)

Rearranging the matrix inverses we arrive at the following combination of ad hoc
rules and policy rules in the non-linear model:

U =@+ 0}, - 010U 2+ (K1 + Kp)Y = K Yo (10.29)

Observe that the complete rule is not obtained by simple superposition of the
control matrices 0; and K, because the ad hoc rule operates on the total

instrument Uy

10.5 EXPECTATIONS

We now consider the treatment of expectations in the linearization procedure. We



wish our investigation of economic policy to take place with a number of possible
assumptions about the way in which expectations are formed and, in our text,
have emphasized the two cases of adaptive and model-consistent expectations.
When expectations are regressive, there are only predetermined variables in the
model, Py The fact that the current value of a variable may depend on its expected

future value does not matter, provided that the expected future value only
depends on past history. We therefore demonstrated, in Chapter 5, how we were
able to eliminate expected future variables, P:E+ p by simple transformation.

In the linearization procedure, we have invalidated the consistency condition
solely for the purposes of deriving the linear model. We treat the jumping
variables, Py, as though they were exogenous, and analyse the effects of step

changes in these exogenized variables. The expected future values, P:E+ p are

treated as normal variables, i.e. as endogenous outputs.®

Handled in this way, the model, although invalid, is likely to be stable, since the
unstable roots are usually associated with the expectational equations and the
consistency of expectations. If not, further ad hoc stabilizing rules should be
adopted as described in the previous section. Thus, a linear reduced approximation
may now be obtained without any specific assumption about expectations. The
desired assumptions about expectations can be imposed at will later on. In
particular, consistency of expectations in the linear model is imposed by simply
setting pf +1= Prsr This endogenizes p;, and the Blanchard—Kahn formula
can then be used to solve the model.

This treatment of expectational variables is particularly helpful when the
system is to be investigated with different assumptions about expectations. We
have so far focused on consistent expectations, but any adaptive process of the
form

Piii= Z 8P _
)

can be easily incorporated and analysed. Further technical details of the handling
of expectational variables in simulating our model are given in the following
sections. But first we must show explicitly how to handle expectational variables
during linearization.

10.5.1 The treatment of consistent expectations during linearization
As mentioned in section 10.2, the state vector represents a compressed expression
of vector Z; in the original model, with no easy economic interpretation. It is a

predetermined vector with initial conditions xy = 0. The standard form for a state-

space rational expectations model with expectations of future values of
endogenous variables is:



Xt — 4% + B[“‘ (10.30a)

Pi+1 P Ut

yi= C["“] + D["‘] (10.30b)
D o

By exogenizing the current value of an expectational variable p; and using this as

an input to the linearization with its expectational counterpart observed, the linear
approximation would give the state-space system:

U
Xie1= Ax + B| v, (10.31a)
D
y ~ Al
[ A ] = Cx; + D| v, (10.31b)
P+ D

Partitioning the matrices B’ Cand D conformably, the same form as
(10.30) would now be obtained by setting:

A By
A=|" ~ .
[c; B (10.32a)
§1 gz ]
B=|" - 10.32b
[Dzl D13 | ( :
Cc=[C Di3) (10.32¢)
D=1D, Dis] (10.32d)

This basic form for a linearized consistent expectations model is the one employed
in our work.

10.6 CONSISTENT SOLUTIONS IN THE LINEAR MODEL



By setting Piv1= pf +12 saddlepath solution for the free variables may now

be obtained through the method of Blanchard and Kahn (1980). The
diagonalization of matrix A in equation (10.30) yields:

Al 0
0 A

Ty T T2
T= = 13.33b
1> T T ( )

with A, denoting the Jordan block of unstable eigenvalues and the eigenvector

A=T" T (10.33a)

matrix T being conformably partitioned. When the number of unstable roots (i.e.

with magnitude exceeding unity) equals the number of free variables, then the
unique solution of the reaction function is given by:

m N e -
pe=—(Ta'Tadxe — TR'AT' D) A{'Tzﬂ[u:+"] (10.34)
4

J t+§

Partitions corresponding to the matrices of system (10.31) are:

Ay Az B B2
A= and B =
[An Azz] [le Bzz]

The state vector and the endogenous variables are then given as:

u

Xr+t=A1]X:+A12pt+ [Bn BIZ][UE]"XO:U (10353)
!

y=C| | + D D\¥ (10.35b)

D Uy

Expression (10.34) may now be used to obtain analytic solutions for the effects on
the free variables of specific kind of shocks. In section 7.3.1 we identified three
types of shocks, whose impact we wished to study. These were (i) the effects of
shocks to the trend growth of the exogenous variables, (ii) the effects of level
changes (shifts in the trend lines) of the exogenous variables and (iii) the effects of
specific one-off deviations in the exogenous variables expected to take place j
periods in the future. We now present the effects of the three types of disturbance
on the jumping variables, with the assumption that x; is zero.



i) Trends
Putting 14€ . . = fjf C .= [iff i=0,1,2

g Wryj=HJ and Uiy j= [f forevery j=0,1,2,.. we may use
the standard formula for the sum of a trended geometric progression to give

pr=—To (AxA2 - )72 — (A - I)'IIT;,B[;] (10.36)

ii) Permanent changes
Putting uf+j = and Uf+j = I for every j =0, 1, 2,... the series of
discounted expectations is explicitly summed to give:

pr=— T A — 1) 'T:B 3 (10.37)

f

iii) Temporary changes

We may now measure the effects of one-off disturbances relative to the trend
line as
Hiej=Ufsj— t—ij and Dfpj= vie;— v, — Gj We
may use (10.34) directly, but we apply it to the one-off components not covered
by the trend and level terms to give

pr=—-TH'AT" D) A7/ TB "{;“] (10.38)

j=0 Urej

Since any shock to any exogenous variable can be broken down into a trend
change, a level shift and a series of one-off disturbances, it is possible to use these
equations to work out the effects of shifts in the exogenous variables on the
jumping or free variables. In Chapter 7 we give an account of the way in which
observed expectational series can in practice be broken down in this way. Each
component of the value of each jumping variable can be calculated, and they are
simply added up to give the overall value. A non-zero value of x; is taken account

of, by adding on to the cumulated effects of the three types of disturbance
—_ ( Tz—zl TZ l) X from equation (10.34).

We now proceed to explain how the resulting values for the jumping variables
can be used in the calculation of the solution of the non-linear model.

10.7 PSEUDO-CONSISTENT SOLUTIONS FOR THE NON-LINEAR MODEL
10.7.1 The simple case

We use the linear solutions (10.36-38) in order to solve the non-linear model with
consistent expectations, making the assumption that the policy regime has not



changed from the base run. Then a solution of the full model is obtained in which
free variables remain exogenized and are set using the values of the linear solution
(10.36-38) and adding on the effects of non-zero x; (equation 10.34) to give an

overall value for the deviation of the jumping variable, p;. This is then added back

to the value of the jumping variable in the base run to give an absolute value for
the jumping variable

Pr=p;+16r or P;=(l+p;}ﬁ;

depending on whether the deviations are additive or proportional in form. The
expectational variables Pf 4 121€ determined endogenously.

This solution will be considered as approximately-consistent whenever P.? 41

emerge very close to the exogenously set Py, ; in all time periods ¢ = 0.

The solution technique which we have set out above allows us to calculate the
effects of a disturbance on a non-linear model which was previously at rest and on
which the same policy rules are used as were in place on the base run from which
the linear model was built. We explain below how we are able to generalize this
approach to the more general problem of rerunning history.

10.7.2 The role of terminal conditions in other solution methods

Unlike our approach, other common solution methods for consistent-expectations
models (see, for example, Minford and Peel, 1983) impose arbitrary terminal
conditions. They specify that jumping variables should finally reach either:

i) a constant level,
ii) constant growth rate, or
iii) given fixed value at the terminal period

and the non-linear techniques of Lipton et al. (1982) or Fisher et al. (1985)
determine the initial jump which is compatible with these. There are certain
shortcomings in these approaches. First, there is no economic justification for
choosing any particular value for condition (iii). The first two conditions are more
general, but they both assume that the model has reached its long-term stage
within the specified solution period. When the model is characterized by slow
dynamics (see for an example Christodoulakis and Weale, 1987), there is no reason
to assume that this is actually the case.

In contrast, the linear solutions obtained as in (10.36-38) are by construction
stationary in the long run. Assuming that the base trajectory of (10.3) is long-run
stationary, it follows that perturbed simulations of the non-linear model using the
pseudo-consistent solutions above are also stationary. The terminal value
P‘i_ - —'i'._ + pf-]‘,_ in this solution is justified on the grounds that it belongs

to a stationary trajectory of an approximate solution of the non-linear model. This
provides a justification for the solution which is not present with other methods.



10.7.3 Solutions in a rerun of history

The above procedures are adequate if the base run is treated as an equilibrium
trajectory and seeks to examine a change relative to that base. For they assume,
first, that the model is initially at rest (x; = 0); this is only justifiable if
disturbances are considered relative to an equilibrium base. Secondly, they assume
that the same policy rules are in place in the base run and in the perturbed run.
Neither of these assumptions are justified in the reruns of history which we
carry out in Chapters 8 and 9. Here the starting position of the model is clearly
well off the base path, and, in any case we want to look at the effects of changes
to the policy regime. We can, and in Chapter 7 do, identify equilibrium
trajectories for the jumping variables, so we can relate the divergences to these
instead of to the base run. But we cannot identify the appropriate value of x; since
we do not know the history of the model before the rerun. All we can do is to
identify the effects of changes in the expected values of the exogenous variables
on the jumping variables from one period to the next on the assumption that x; =

0 and in subsequent periods x; takes the values given by the linear model (10.35a).

Given this information, and our knowledge of the equilibrium trajectories, we can
identify the changes in the jumping variables from one period to the next. But we
cannot identify the appropriate starting point.

The solution we adopt to this problem is to simulate the model beyond the end
of our historical data so as to study its evolution in the absence of further shocks.
Over this period we can study the evolution of the jumping variables in both the
linear and non-linear models. We impose initial jumps in the free variables so as
to ensure that, at the end of the run, and in the absence of shocks, the rates of
change of the expectational variables in the linear and non-linear models coincide
with an acceptable degree of accuracy. An example of how an initial jump can
ensure such convergence was given in Chapter 7.

This solution method is not ideal. It will not give exactly the same results as
would be found if the correct starting value of Xo were known. But we do claim
that it offers a more satisfactory approach than is given by reliance on arbitrary
terminal conditions.

10.8 PRACTICAL ASPECTS OF LINEARIZATION

This section describes the approach we have adopted to the linearization of our
non-linear model. The possible problems that the previous sections raised are dealt
with in a number of ways.

One point to note is that the linearization of step rather than impulse responses
has been adopted throughout. This not only improves the quality of the
linearizations in terms of ‘goodness-of-fit’; it has removed the potential problem
raised in section 10.3 of spurious offsets in the impulse multipliers. A second
important feature is that the long-run properties of the model responses can be
accurately monitored.

Two linearizations were used, one for the adaptive and one for the consistent
expectations variants. For both, the inputs had to include the policy instruments
(interest rates and our composite tax variable) and the outputs the policy targets



(nominal GDP and wealth) as well as the real exchange rate, our intermediate
target. Wages were used as an additional exogenous input to both these
linearizations. This meant the same linearization could be used in the creation of
both the reformed and unreformed wage linear models. As a bare minimum, the
outputs must therefore include the consumer price index and the unemployment
rate to allow the wage equations to be constructed. Our treatment of wages as
exogenous in the linearization also removes the possibility that there will be any
instability in the wage-price loop, as mentioned in section 10.3. The unstable root
associated with wealth accumulation remains. This was dealt with by an ad hoc
stabilizing rule, with taxes feeding back on wealth with a coefficient of 0.5 (see

section 10.4).2 This was confirmed as just stabilizing by simulating the model over
an extended base.

Further inputs to both models are the exogenous variables described in Chapter
7, and used in the consistent-expectations reruns of history as sources of
expectational disturbances.

The two linearizations treat expectations in different ways. For the adaptive
model the expectational equations for the valuation ratio and the consol rate were
‘switched in’ except for the non-linear model simulations. Thus there is no need to
treat these expectational equations differently from the other equations of the
model. The expected nominal exchange rate was kept exogenous and used as an
input. A regressive form of an adaptive expectations-formation mechanism was
then closed in the linear model, in the same way as with the wage equation. This
allowed easy experimentation with the degree of regressiveness. A final output for
the adaptive model was therefore the nominal exchange rate.

With the consistent expectations model, the four forward-looking variables (see
Chapter 6) were each kept exogenous and used as inputs to the linearization, and
the expected future values used as outputs. This meant that there were three more
inputs and outputs than in the adaptive case, since, as noted above, exchange rate
expectations were treated as exogenous in that case. A fourth extra input was the
domestic capital stock, which is endogenized to ensure that Q returns to the base
level.

The linearizations in the form (10.18) were chosen to be of order 25 for the
adaptive model and 27 for the consistent expectations model with the greater
number of inputs and outputs. Figure 10.1 shows two representative trajectories
for the adaptive model with exogenous wages and expected nominal exchange
rate, and with the ad hoc stabilizing rule in place.



By -

B TR R . CPI nonlinear

e ) i g . CPl linear

0.2 .. GDP ronlinear
GDP Linear
e N—— e -
h.
-8.7 \r" _
T T T T T bl v T
e w m

Figure 10.1 Responses in the linear and non-linear models: a 1% tax increase with
exogenous wages

An additional point is that whilst step responses remove many of the problems
that linearizing over a finite base trajectory poses, there is still a problem of
ensuring that the long-run multipliers are the equilibrium responses of the model.
The historical data base over which the simulations were run is only 37 periods. It
was clear that some of the responses had not reached their long-run values. Using
a simple extrapolative procedure this time-horizon was extended to 55 periods.
However, a simple extrapolation does not ensure that the constraints which the
model imposes on the equilibrium relationships will hold. In general, we do not
have strong prior views about the equilibrium of our model. As with all large
macroeconometric models less is known about its aggregate steady-state
properties than would be desirable. However, there is one important property
which we regard as essential in a model used for policy analysis. This is that the
real economy should be long-run homogeneous of degree zero in prices. Despite
being unable to run the non-linear model for long enough to determine whether
this feature is present or not, we would have no great confidence in policy rules
designed on a linear model from which price homogeneity is absent. It was

therefore imposed on the linear model.’ This means that the multipliers in some
cases have to be extrapolated to a ‘fixed point’ at which two sets of conditions are
satisfied. A unit increase in the wage rate combined with a unit fall in the
exchange rate must lead to unit changes in prices and no changes in quantity
variables. And a unit rise in the exchange rate combined with a unit rise in world
prices must have no effects on quantities or home currency prices. These
conditions were imposed by first extrapolating the model to the extended time-
horizon and then adjusting the resulting long runs to ensure homogeneity.

This is particularly important for the consistent expectations model, where
small anomalies can lead to unwanted offsets in the equilibrium responses of the
free variables. Small alterations to the extrapolated values ensured that the
nominal exchange rate in particular held to the expected values.

The two linearizations were then augmented to allow for the effects of trends in

the exogenous variables,’0 the relevant wage equation and the endogenous
g ge eq g

expectations. For the adaptive model, the last simply meant closing up the
nominal exchange rate equation, but the model-consistent expectations model



required the forward-looking variables to be included in the state-vector and the
capital stock to be endogenized. This makes the largest of the linear models the
model-consistent expectations unreformed wage case, with 53 state variables.
Rather than reproduce the models here, all four linear models are available from
the authors on request.

10.9 CONCLUDING REMARKS

This chapter has demonstrated how linear reduction algorithms can be used on
models which have free or jumping variables, whose values depend on
expectations of future events rather than solely on the history of the model. The
resulting linear models can be used in order to provide an analytical solution for
the behaviour of the models in response to any disturbance. Unlike other solution
techniques used with such models, this solution does not rely on arbitrary
terminal conditions. The solution can be used to solve for consistent expectations
trajectories of the non-linear model; it requires terminal conditions but they are
not arbitrary.

The linear models which we construct allow us to examine the effects of policy
rules quickly and easily. In Chapter 11 we describe how we use our linear models
in the process of policy design.



Chapter 11

The Design of Economic Policy Rules

11.1 INTRODUCTION

This book has studied the use of simple policy rules to steer the economy towards
an inflation target and a wealth target using the instruments of fiscal and
monetary policy. In the implementation of these rules there is also a real exchange
rate intermediate target.

The basic structure of these rules was presented in section 1.7 of Chapter 1 and
their precise form was displayed in Chapter 6. In that latter chapter we showed
the performance of the rules in the face of shocks to the targets. Good
performance in this context is, as we shall see, the main criterion we have used in
policy design. Chapter 6 also showed how good the rules are at rejecting the
effects on the economy of a variety of exogenous disturbances. The rules were
then put through their paces in historical reruns in Chapters 7, 8 and 9.

In this chapter we return to the fundamental methodological question: how can
one design simple feedback rules that perform adequately? The reader will see
that we do not have a hard-and-fast answer. Much of what is required seems to be
‘merely’ enlightened trial-and-error. But we will explain what we have done, and
sketch out how the methodology might be further developed.

Before proceeding, the reader should note that there is an extensive and lucid
account of the application of feedback control methods to economic policy
problems in Part IV of Vines, Maciejowski and Meade (1983). This exposition
shows how the early insights of Phillips (1954, 1957) might be carried forward in
the light of modern developments in multivariable control theory. A second key
reference is Westaway (1985). He explains in detail how the process of trial-and-
error searching for simple rules — particularly those relying on proportional
integral and derivative terms — can be guided by a number of formal control
theory methods which are not normally familiar to economists. A limitation of
both of these references is that they do not consider the case where economic
agents have forward-looking expectations. Christodoulakis (1984) and Blake (1988)
have developed techniques for use with model-consistent expectations and we
have built on their work.

The chapter proceeds as follows. In the first section we present a
straightforward motivation for using rules containing only proportional and
integral feedback components. We have relied almost entirely on such rules. Then
we discuss the design of our policy rules and show how the use of such rules
influences the final form and solution of our linear model from Chapter 10.



11.2 THE CONTROLLED ECONOMY

11.2.1 Feedback rules

We now proceed to a technical discussion of policy rules, and demonstrate their
effects on the linear model discussed in Chapter 10. A simple dynamic feedback
rule takes the form:

u=0u_ + Kyio) + Eye + My*+ Nu, (11.1)

In this expression K and E denote the feedback from lagged and current values of
the target variables, M represents the influence of their desired levels, and N is a
form of feedforward action undertaken as soon as external shocks appear in the
economic environment. The diagonal matrix € is discounting the past behaviour.
With 6 = 0, policy action does not depend on the actions of the past (u;_;), so this
rule might be considered as less prone to reneging. In contrast, § = I gives a rule

where there is full integration of past behaviour into the present.
To investigate the properties of rule (11.1), we assume that the government
wishes to achieve asymptotically the target trajectories, y*; and the economy is

subjected to disturbances v, In the general case, when 6 # I the necessary

conditions are somewhat complex. If 8 = I, which we assume, the rule then
becomes

Al = Ky,_l + E)’.- + My: + N,

We suppose that the target trajectory, y*; is a constant. Then, if the is to be

achieved even if the shocks are permanent, we must have

K+E+M=0
N=0

Only with these restrictions can we be sure that the instruments, u; will be
changing unless the target, y*; is reached. When these conditions are imposed the
rule takes on the simple proportional-plus-integral form:

Aty = — KAy — My - »") (11.2)

Observe that in this form no feedforward action N is permitted.! This rule has the
property that it will achieve the target trajectory at least if the target trajectory is
constant. We also note that, if the target trajectory required a growth rate
different from the trajectory of the uncontrolled economy, then the proportional-
plus-integral rule would not achieve that target even asymptotically. More



complex structures would be required.
In order to show the impact of proportional-plus-integral control, we substitute
(11.2) into (10.30) to give:

A A-BKi(K+MC BKK BKo]| ™

ot _le— DKok + M)C DiKeK DKo || P
s — KoK + M)C Kok Ko (|7
Uy Y-
B KoM By + B KpDs »
+ | DXkoM Dy + BKoD: [J: ] (11.3)
KoM Kol f

where Ko = {1 + (K + M)D,]"".

where Ky = [I+ (K + M)D;]™!

11.2.2 The consistent expectations solution

The consistent expectations solution now follows in precisely the same way as in
(10.34). Free variables p; react to unanticipated changes in targets y*; and also to

external shocks v. There are two important differences from the uncontrolled

economy (equation (10.30)). First, the target variables now enter into the model,
and secondly the dynamics of the reaction function have changed because of the
introduction of the policy regime (11.3). This effect can be usefully exploited in the
design of control rules. A choice of K and M which results in larger unstable
eigenvalues than are found in the uncontrolled economy will result in heavier
damping of shocks arising from changes in expectations about the future values of
the exogenous variables.
We express the target trajectory as a trend from a base value

Y=yt Py

and shocks to the exogenous variables in the same form as in section 7.5,
identifying a trend, a level term and one-off disturbances about the trend line

2 o =
Vivj= Drf+ U + Uiy

Since all variables are measured in logarithms }'f* represents a constant
ercentage shift in the target for y* relative to the equilibrium trajectory and {*
p g 8 y q jectory Vi

represents a change in the target rate of growth relative to the equilibrium
trajectory. In the same way ﬁl represents a change in the trend of the exogenous
variables, and v; a shift in the level, and expected deviations from the new

.. The trend and level variables are measured relative

trajectory are shown by §7 ::' +



to the base run.
We may now write down the deviations of the jumping variables from their
equilibrium path, p;, using the expression given by Blanchard and Kahn (1980).

We write (11.3) as

Xu.: Xr
#*
ol za| +B[y‘] (11.4)
u; U Iy
Pf+l Pr

We diagonalize the matrix A in (11.4) as A = TAT ! where T is the matrix
consisting of the eigenvectors of A and A is the matrix whose diagonal is the
eigenvalues of A, and whose off-diagonal elements are all zero. We now partition
the matrices T and A in the manner described in Chapter 10 (section 10.6), as

T Ty Tz Tw Ay 0 0 0
T Ty Ty T T A= 0 A O 0
Tyn T3z Tz Twa 0 0 Ay O
Taw Tay Tas Taa 0O 0 0 Ay

It is then possible to write down the values for the jumping variables, p; as linear
functions of the lagged values of the endogenous variables, x;, y; and u;, and as

functions of the expected future shocks, UF , and the target trajectory, y;:_ i

X
= -Tad (T Ta T43)\\J’t—l‘

U=
o0 . y* .
-TalAd' 2, AT T Ta TM)B[U'“:I (11.5)
Jj=n 24

We can, as in section 10.6, then use the standard results for the summation of
. . . . . egas * . .
infinite series in (11.5) on splitting Vi) and Up s into their component parts.

This gives
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The first term in (11.6) shows the effects of the history of the model on the
jumping variables. The feedback nature of the control rules mean that historical
values of y and u, as well as the values of x, influence the jumping variables. We
then see the effects of the three types of disturbances in the exogenous variables,
trends, levels and one-off deviations from the trend line. There are assumed to be
no one-off disturbances to the target variables.

11.2.3 Solution of the controlled non-linear model

We use the above expression to calculate the effects of expectational disturbances
on the non-linear model, as described in Chapter 7. The basic method is as set out
there and in section 10.7. The main point to note is that we cannot identify
fundamental trajectories for the exogenous variables with respect to which
expectations are to be measured, i.e. we cannot identify vo, Jo and Oy .

exactly. The consequence of this is that we have to measure shifts in trends and in
levels relative to the first period of the simulation so as to work out the change in
the deviation from base from one period to the next. This, together with any
changes in the base values implied by the fundamental trajectories of the jumping
variables (section 7.4), allows us to calculate the change in each jumping variable
from one period to the next. But it does not locate the appropriate starting values
for the jumping variables. We do this using terminal conditions as discussed in
sections 7.6 and 10.7.3.

We also note here that the above solution is the solution to the auxiliary
equation of the full linear difference equation which represents the model. This
equation could hold true round any suitable particular integral. For the reasons
given in section 7.3.2, we think it appropriate to treat the target trajectories as
influencing the particular integral and not the solution to the auxiliary equation.
This has the implication that the target paths do not enter into our calculation of
the appropriate jumps.

11.3 POLICY DESIGN

The success of a particular economic policy is often assessed by means of a



quadratic loss function. This loss function tends to penalize extreme values of, or
rapid changes in, policy targets and/or policy instruments. It can be used simply in
order to provide statistics which summarize the degree to which policy targets
have been met. We do that in Chapters 6 and 9.

However, loss functions are often used formally to calculate optimal policies
which minimize the value of the loss function. These policies are called optimal
despite the fact that the arguments of a loss function may be included solely for
technical reasons; there is usually no obvious connection between the quadratic
loss functions used in such exercises and any normal welfare function.

Three issues are involved in this procedure, no matter how expectations may be
formed. The first issue is a practical point. The trajectory produced by constrained
optimization, y, may be a long way from the target trajectory, ¥y ;'_‘ This has often

been regarded as undesirable, and Rustem et al. (1979) suggest an iterative
technique for ‘tuning’ the penalty matrices, Q and R, so that the optimal solution
trajectories are reasonably close to the target path. These results may look very
satisfactory, but they are no longer the outcome of any genuine process of
constrained optimization.

A second, related, problem arises. In order to produce any sort of plausible
solution it is often necessary to include a surprisingly wide range of variables in
the objective function. The use of policy instruments will be penalized, although it
is not clear why a variable like the interest rate per se should be penalized, since it
is hard to imagine it entering directly into the utility function of a representative
agent. More generally, it is often difficult to relate the sort of cost function which
is actually used to any sort of plausible social welfare function. Practitioners of
this approach often state openly that certain variables are included in loss

functions purely for technical reasons, inducing results that are ‘acceptable’.?

The third issue is of great concern. The control rules which give the ‘optimal’
trajectory may produce solutions with poor dynamic performance. In an extreme
case, with strong discounting or a short horizon, the controlled model may be
dynamically unstable. This means that the control rules could not be sustained. To
obtain a controlled system with robust operating characteristics, Doyle and Stein
(1981) suggest the use of the penalty matrices as instruments which are
determined during the design procedure. In this case too, penalty matrices do not
embody any economic or political judgement, and the solution is not optimal in
any genuine sense.

A fourth problem arises because minimization of a loss function over a finite
time-horizon produces a feedback policy with an order equal to the order of the
whole economic model. Such a policy rule will inevitably be highly complicated.

In view of these four problems with ‘optimal’ control techniques, we choose to
design policy rules that are simple rather than optimal and that have good
dynamic properties. Feedback rules can be selected which both give satisfactory
dynamics to the controlled economy and at the same time ensure that the desired
values of the target variables are eventually met. These rules do not have to be of
high order. Having a parsimonious structure, these rules can be easily
administered by the authorities. The loss function is then used as an ex post

measure to compare alternative selections of desired trajectories, or the operation



of alternative policy regimes.

Notice that, assessed by a quadratic loss function, simple feedback rules
perform less well than do optimal rules designed to minimise that loss function.
But this apparent argument in favour of optimal rules is in fact illusory.
Uncertainty, either parametric or with regard to exogenous variables, may mean
that it is no longer true that optimal rules will outperform simple rules, even when

performance is measured by the loss function.

For example Christodoulakis and Levine (1987) juxtaposed simple rules for
fiscal and monetary policy, relying only on feedback on output and prices, against
the full optimal structure designed with regard to the same welfare objectives.
They found that the difference, as measured by the different loss functions,
between the simple rule and optimal control outcomes was much reduced by
unforeseen changes in the economic environment. Indeed, in some cases the
simple rule produced a better result than the optimal rule, as indicated by the very
loss function used in the design of the optimal rule.

This outcome is in fact quite likely to occur in practice because optimal rules
tend to exploit fine details of the model being controlled. This can lead to large
and undesirable movements if the characteristics of the economy change. Simple
rules normally avoid this problem.

Both optimal control and our alternative simple rules can be applied
straightforwardly to the traditional case where expectations are adaptive, since
the policy structure is simply ‘superimposed’ on the dynamics of the model.
However, when expectations are assumed model-consistent, there are two further
and related problems for the optimal control methodology. These concern the
credibility and intelligibility of the policy regime that is announced by the
authorities. For policies to work as intended with consistent expectations they
must be believed by the private sector. To this end, the government (i) must
convince the economic agents that they will in fact be pursued and (ii) must
ensure that they can be understood.

The first problem arises, because there is always a temptation for a policy-
maker to create an expectation that he will behave in a certain way and then do
something different. For the manipulation of expectations about the future value
of each policy variable then offers an instrument over and above the actual value
to which the authorities set that policy instrument, at least if the current values of
economic variables depend partly on the expected future values of the policy
instruments. If the government is constrained to keep its word it has less room for

manoeuvre than if it feels able to ignore previous promises.* The second problem
arises because, as noted above, policy rules could be highly complex. This could be
a source of confusion to the private sector.

In what follows we briefly examine the credibility issue, and we also argue that
simple policy structures might be preferred to complicated optimal alternatives,
not only for the reasons discussed above, but also on grounds of administrability
and comprehensibility.

11.3.1 Credibility

The minimization of a loss function with the assumption of consistent



expectations with a model such as (10.30) is now commonplace in the literature;
see, for example, Driffill (1982) for deterministic models, and Levine and Currie
(1987) for systems with stochastic disturbances. The optimal rule is time-
inconsistent in the sense that the government might have an incentive to re-
optimize the loss function in each period (see Miller and Salmon, 1985). When the
private sector is aware of the incentive to abandon the announced policy rule, it
may well not believe the announcement in the first place. The authorities have to
precommit themselves to keep to the time-inconsistent policies if they wish to
ensure that the private sector reacts as they would hope. The time-inconsistent
rules operate only with the assumption that the private sector believes that the
government means to follow specific policy prescriptions despite the motivation it
has to renege on them. Kydland and Prescott (1977) suggested that economic
policy should not be used to optimize a specific welfare function, but rather
should adopt fixed rules that can be correctly perceived by the private sector.

Recent economic literature is now in a position to offer solutions which are
optimal and time-consistent. These policies are often called ‘non-reputational’.
The criticism of Kydland and Prescott does not, as they thought it did, have to
lead to the rejection of active policy intervention; see, for example, Holly and
Zarrop (1983), Buiter (1984) and Levine and Smith (1987) for methods of applying
Bellman’s optimality principle to ensure time-consistency. However, the
requirement that policy should be easily understood and monitored by the private
sector does remain true.

In a survey on time-inconsistency Holly and Levine (1987) point out that a
government may keep to its policies even when they are time-inconsistent,
because the government may well need to use its policy rules on future occasions.
The argument runs as follows. Optimal time-consistent policies are derived by
imposing on the optimizing process the constraint that there is never any
incentive to renege. Such a constraint may make the resulting policies very
suboptimal, in the sense that instrument movements tend to be larger and the

damping of disturbances tends to be less efficient.’,® In such circumstances what
Barro and Gordon (1983) describe as the ‘temptation’ for the government to break
its promises, is much reduced.

If the government uses some simple rather than optimal rules to control the
economy, then it is true that it could gain, on a one-off basis, by breaking its
policy rule. But the loss of credibility in doing this means that the government
will be in a worse position to take steps to damp any future disturbance. Even
though the policies are not optimal, the argument about why the government
might not wish to renege on them is the same as in the previous paragraph.

This argument has been used by many to justify the design of time-inconsistent
policies when carrying out optimal control exercises (see Levine and Currie, 1987).
We extend this argument to our analysis of simple economic policies even though
our policy rules include integral terms. These imply a commitment to correct for
past errors and Whiteman (1986) implies that such rules are an obstacle to
credibility for this reason. But we assume that our structure is credible for the
above reasons. Throughout this book we assume that the private sector believes
that the policies will in fact be carried out.



11.3.2 Intelligibility

The issue of policy intelligibility is very straightforward. A policy rule must be
believed in order to have the desired effect on people’s expectations. In order to be
believed it must first be understood — this is much more likely if the control
structure is simple. The policy rules which result from an optimal control exercise
are likely to be highly complicated. This is an argument against the use of optimal
control as a technique of policy design.

11.4 THE DESIGN OF SIMPLE RULES

As already stated, our aim has been to find simple policy rules which can be used
to steer Money GDP and national wealth towards their target values. As we made
clear in Chapter 6 we have done this by using a target real exchange rate as a
guide to short-term monetary policy. But taking this as given, the question arises
as to the criteria which we have used to choose the coefficients of our policy rules.

First of all we have been keen to avoid rapid movements for our policy
instruments. This has meant we have been forced to rely solely on proportional
and integral components for our policy rules. Differential terms lead to excessive

volatility.” Being restricted to proportional and integral terms, we then looked for
coefficients in the policy rules which led to satisfactory behaviour in response to
step changes in our target variables (Money GDP and national wealth). Vines,
Maciejowski and Meade (1983) demonstrated that policy rules which deliver
satisfactory step changes will also be successful at damping the effects of other
types of disturbances — a basic result in control theory. This is the justification we
offer for designing policies on the basis of responses to step changes in targets.

Starting points for the proportional elements of the policy rules can be found by
studying the pattern of short-term comparative advantage. For reasons discussed
extensively in Chapters 1 to 4 and Chapter 6, one would expect this to be a good
guide to the instrument-target emphasis which our rules should have. We have
found this to be the case: it guides the relative strength of the proportional
components of the policy rules which link our policy instruments to our policy
targets. The absolute strength of the proportional components was restricted by
the need to avoid, on the one hand, too slow a response, and on the other hand,
too rapid a response in reacting to divergences of each policy instrument from its
desired value. Too slow a response means that, for long periods of time, the targets
will diverge from their desired values. Too rapid a response leads to overshooting
of targets, rapid movement in the instruments and cyclical convergence of the
economy. We found in practice that we were able to remove disturbances to
Money GDP reasonably rapidly, but that the response of wealth was inevitably
slow. For the reasons given in Chapter 1, this did not concern us unduly.

These three considerations:

« relative strength of response of instruments to desired changes in policy targets,
« desired speed of suppression of disturbances in targets,
« the avoidance of excessive instrument movement,

were a sufficient starting point to guide the choice of all four proportional



components linking Money GDP and national wealth to the tax rate and to the
exchange rate intermediate target. These criteria gave us initial reference points
from which to experiment.

Starting points for the integral components of policy rules were found from the
pattern of long-term comparative advantage. Again, for the reasons discussed in
Chapters 1 to 4 and 6, one would expect this to be some guide to the integral
components of our policy rules, and we have found that to be the case. It is a basic
result in control theory (see Vines, Maciejowski and Meade, 1983, Part IV, and
Westaway, 1985) that, in order to avoid instability, the size of the integral
components of control rules should be much smaller than the size of the
proportional components. Again, this initial guidance as to both instrument-target
emphasis and required absolute size provided the starting point for further
experimentation.

We next tried to find a rule for the interest rate that achieved acceptable
variations of the exchange rate about the intermediate target trajectory.

The question then arises of ‘tuning’ the policy rules. We have done this
visually, studying the step responses and adjusting the coefficients of the rules so
as to reduce the quadratic deviations of the target variables from their desired

paths, and with the aim of avoiding excessive cyclical behaviour.? In this process
we have paid more attention to achieving a good performance on the models with
model-consistent expectations than on the models with adaptive expectations.
This is reflected in the quadratic losses which we tabulate in Chapters 8 and 9. But
we have also ensured that our rules will work in the adaptive expectations case by
checking to ensure that the linear model is stable in the cases of adaptive
expectations as well as being saddlepath stable with model-consistent
expectations. We have also, as noted in section 6.8, tolerated a ‘sub-optimal’
performance with reformed wages so as to avoid excessive use of the target real
exchange rate in damping inflationary bursts.

The rules which we have produced are ‘illustrative’ rather than in any sense
optimal. But the basic criterion which we have used has been an informal
minimization of the quadratic losses in the step responses shown in Figures
6.4—6.11, subject to the requirements that the control instruments should be well
behaved in the reruns of history and that, with reformed wages, the use of
monetary policy to control inflation should be restricted.

It would be desirable that this procedure should be formalized. Blake (1988) sets
out the results of some preliminary steps in this direction, and it should be noted
that he reports that a formal procedure does not reduce the value of the loss
function much below what can typically be achieved by the steps set out above.
Christodoulakis, Gaines and Levine (1989) also provide guidance for further
progress in this area.

11.5 CONCLUDING REMARKS

This chapter has described the methodology behind our use of simple feedback
control rules. We have produced rules which are ‘representative’ rather than
meeting any clear ‘optimum’ criterion. But we see a number of points justifying
our approach as an alternative to conventional optimization. First, we can test our



rules to ensure that they are dynamically stable. This is not possible if optimal
control is carried out on the non-linear model. Secondly, the rules we produce are
simple feedback rules of a type that are easily understood and which one could
easily see imposed in practice. For this reason they are more plausible than are
optimal rules. Finally, they are clearly, if informally, defined with reference to step
changes in targets, instead of relying on a welfare function which has no real
economic meaning.

The procedure which we have adopted is capable of further development and
formalization. Blake (1988) has set out some of the initial steps in developing this
approach into a precise technical method.



Part IV
Conclusion



Chapter Twelve

Summary of results and conclusions

12.1 NEW KEYNESIAN POLICY

This book has provided a coherent structure for the analysis of economic policy.

12.1.1 Money GDP

We have not proposed the conventional Keynesian approach, that either monetary
or fiscal policy should be used with the aim of maintaining a high level of
employment and real output. Instead, in our New Keynesian framework, it is the
task of these policies to promote steady growth in the level of total money
expenditure. The supply side of the economy, and in particular the labour market
structure, then determines how this nominal expenditure is split between output
on the one hand and wages and prices on the other.

12.1.2 National wealth

But we have argued that that financial policy ought also to ensure that an
adequate proportion of the nation’s output is devoted to capital accumulation or,
in other words, to ensure that adequate national saving takes place. This is
necessary so as to ensure that the financial authorities do not attempt to ‘buy off’
inflationary wage demands by means of lax fiscal and tight monetary policy, at
the expense of future living standards. It may also be important for offsetting the
effects of any private sector ‘spending spree’.

12.1.3 Two policy instruments

We have noted that, with two targets for financial policy (Money GDP and
national wealth), two instruments are required (taxes and the interest rate). Much
of this book has concerned the appropriate emphasis which ought to be placed on
one or other policy instrument in the pursuit of each of the policy targets.

12.1.4 Instrument-target emphasis

The appropriate instrument-target emphasis is shown to depend on the underlying
structure of the economy, and this is, in turn, crucially dependent on the structure
of the labour market as summarized by the aggregate wage equation. If wages are
strongly indexed to prices it is almost certain that prompt control of Money GDP



and therefore of inflation can only be achieved by emphasizing the use of
monetary policy in the control of inflation. Some perverse (or cost-push) short-run
use of fiscal policy may also be helpful. Even if wages are not indexed to prices,
we find that good control of Money GDP still requires considerable reliance on
monetary policy.

12.1.5 A target real exchange rate

We have argued that monetary policy can include the use of a target exchange
rate. This can help to protect the economy from speculative bubbles and other
disturbances in the foreign-exchange market. We have shown carefully how such
an exchange-rate intermediate target could work. In particular, we have noted
that this target should not be fixed, either in nominal or in real terms, for any
length of time, but should itself evolve so as to help ensure that the main targets
of financial policy (Money GDP and national wealth) are met. We have also
shown in a manner which does not seem to depend crucially on any particular
assumption about the formation of expectations, how the interest rate can be used
to steer the exchange rate towards its intermediate target.

12.2 THEORETICAL ARGUMENTS

The theoretical underpinning of our proposals was set out in Part I. Chapter 1
explained the overall structure of the proposals and the subsequent chapters
explored detailed aspects of them. Chapter 2 set out a simple static model, in order
to demonstrate formally how the emphasis on particular instruments required in
order to achieve particular policy targets is not a matter of choice. It is determined
by the structure of the underlying model, and is in particular dependent on the
degree of indexation in the wage equation. The same question was explored in a
dynamic model in Chapter 3. We also looked there at the role of the exchange rate
as an intermediate policy target. Chapter 4 showed how the dynamics of wealth
accumulation can be a source of instability. It set out the implications for
economic policy of this particular problem.

12.3 EMPIRICAL ANALYSIS

Part II of the study contains a thorough empirical investigation of our proposals
for the United Kingdom, although we are confident that the results would be
similar for any small open economy.

12.3.1 A coherent econometric model

For the purposes of our investigation we developed our own econometric model
from Version 7 of the NIESR model. Our model incorporated a number of
important features absent from the other econometric models of the United
Kingdom. In particular it paid proper attention to stock-flow effects and it treated
expectations with a coherence lacking in other econometric models of the United
Kingdom. The structure which it adopted may perhaps be of interest outside the



confines of this study.

12.3.2 Policy rules

Chapter 6 presented the actual policy rules which we have designed for this
model. The two sets of policy rules presented there show how, in this particular
model, fiscal and monetary policy can be combined in the pursuit of targets for
Money GDP and national wealth, in the presence of an exchange-rate
intermediate target. These rules were presented in sections 6.7 and 6.8. With
wages fully indexed to prices, we found a rule in which the real exchange rate
intermediate target exercises the major influence over inflation and the tax rate
exercises the major influence over national wealth. Importantly, however, we
found that good control could only be obtained, within the confines of a simple
rule structure, if both instruments (monetary policy through the medium of a
target real exchange rate and fiscal policy) were assigned to the control of both
targets. With a reform of wage bargaining, which removed the indexation of
wages to prices, we found that much more weight should be given to fiscal policy
in the control of inflation. But it was still necessary to assign both instruments to
both targets. The chapter showed in a series of experiments how these rules were
capable of steering the policy target variables towards their desired values. And it
also showed that these rules can satisfactorily remove the influence on the
economy of a series of exogenous shocks. A fundamental implication of this
chapter was that, with either indexed or unindexed wages, a system of fixed
exchange rates, set out either in real or in nominal terms, was likely to perform

badly.

12.3.3 Reruns of history

Chapters 7 to 9 presented the results of applying these rules to the UK economy.
Counterfactual reruns of history were described, so as to show how our approach
to policy might work in practice. In Chapter 7 we described the solution we
adopted to the difficult problem of counterfactual simulation of an economy with
model-consistent expectations.

12.3.4 The unreformed economy

In Chapter 8 we described the results of reruns of history with the wage equation
as it is believed to be in practice. We identified the following points as
summarizing the effects of the simulation with model-consistent expectations.

i) Our policy rules were used to control inflation and to guide national
wealth towards a target path. Our policy targets were more stringent
than those which the economy had followed during the historical period
of our simulation: we imposed more severe control of inflation, and we
required that national wealth should grow faster than it did historically.
Both objectives were broadly achieved by the end of the simulation.

ii)  We could not do anything about unemployment (and indeed a price for
higher saving and lower inflation was slightly higher unemployment),



iii)

but we did not claim, and do not believe, that financial policy, on its
own, could have a lasting effect on unemployment. In order to do better
here, some sort of supply-side reform is needed.

The exchange rate was kept reasonably close to its target value, but this
target value needed to be manipulated substantially in order to control
inflation. The policy rules were certainly outside the spirit of
Williamson’s (1985) target-zone proposal, but it is also worth noting
that, for the period 1981-9, they conformed to the letter of Williamson'’s
proposal. Our rules delivered a surprising degree of real exchange-rate
stability despite the use they made of monetary policy in fighting
inflation. This, perhaps, implies that almost any sensible form of
exchange-rate targeting will improve on history.

The policy rules required substantial fluctuations in both the tax rate
and the exchange rate target (and indeed our cost-push use of the tax
rate was curtailed by the requirement that the tax rate had to remain
positive throughout the simulation). These fluctuations were very
different from what was observed historically and also very different
from what we would expect to observe when simulating an economy
with a reformed labour market.

The conclusions we found were broadly similar with adaptive expectations,
although the long-term movement in the real exchange rate appeared to be

greater.

12.3.5 The reformed wage economy

Chapter 9 showed the results of the same exercise, but on the assumption that
wage reform had removed all indexation of wages to prices, and had established a
natural rate of unemployment of 6 per cent. We summarized the main conclusions
with model-consistent expectations as;

i)

The reform of the labour market meant that a better than historical out-
turn for unemployment could be delivered. Unemployment varied
between 2 per cent and 8 per cent of the labour force, compared with 3.5
per cent and 16 per cent with unreformed wages. The ‘price’ for this
lower unemployment was a lower share in labour income in the
national product.

The economy was able to deliver 50 per cent more public consumption
and investment than without wage reform. This was made available on
account of increased output arising from a combination of lower
unemployment and economies of scale.

Tax rates were considerably higher than in our unreformed economy.
The final VAT rate was 30 per cent as compared with 21 per cent there.
But with a much higher level of public spending, there was plenty of
scope for having lower taxes and a lower, but still generous, provision
of public goods and services.

Inflation control still required the use of monetary as well as fiscal
policy. This did have the implication that the real exchange rate would



be allowed to rise in order to damp an inflationary burst, but the effect
was much weaker than in the cost-push economy.

v) It proved possible to deliver a much higher terminal value of wealth
than was possible in the cost-push economy. The reason for this was
that real income was higher and that control of wealth was easier with
wage reform. Also the high tax rates, which were caused by the need to
control Money GDP, helped with the tracking of wealth.

vi)  The real exchange rate was kept within 10 per cent of its target for most
of the period, but our policy rules were still outside the spirit of
Williamson’s target-zone proposal. We thus think it likely that a stable
target real exchange rate would be incompatible with any policy which
allowed prompt control of inflation (since this ‘reformed wage’ scenario
is the most optimistic one could imagine on this score). Nevertheless it
is also the case that our policy rules kept the real exchange rate within a
band 20 per cent wide for nearly a decade.

With adaptive expectations we found that Money GDP tended to undershoot. This
meant that taxes were held down and, as a result, the control of wealth was
worse. But these differences are of minor importance.

12.3.6 Major conclusions of our empirical work

We can identify the following major conclusions from our empirical work:

i) With the production function as it is in our model, labour market
reform is necessary for a sustained reduction in unemployment.
ii) The economy can be regulated perfectly satisfactorily, over a long and

difficult period, by means of simple feedback policy rules.
iii) The structure of suitable feedback rules depends on the structure of the
wage equation.

iv) The exchange rate can be treated as an intermediate target within the
overall framework of economic policy.
v) Policy instruments must be cross-linked for satisfactory control of the

economy. This implies that the real exchange-rate target must be
flexible. Policy rules relying on fixed target exchange rates, nominal or
real, are unlikely to be very successful.

vi) The way in which expectations are formed does not have a major
effect on the stability, and therefore feasibility, of policy rules, but it
does affect their impact on the economy.

vii)  Our model implies that a lower level of unemployment will be
associated with a lower share of wages and a higher share of profits in
the economy. This identifies one of the major difficulties which will
have to be faced if the United Kingdom is to return permanently to full
employment.

viii)  Private saving is not adequate to allow wealth to grow in line with
medium- to long-term output. A structural budget surplus appears to
be necessary. This highlights the danger of adopting a budgetary target
rather than a wealth target.



12.4 METHODOLOGY

Part IIT of the book was devoted to explaining the methodology which we adopted
for policy design. It depended on the use of a linear representation of our model.
Chapter 10 explained how that linearization was obtained and how it could be
used in order to solve an uncontrolled economic model with model-consistent
expectations. In Chapter 11 we extended this new result to a linear model of a
controlled economy, and we discussed the techniques which we used in order to
design our representative policy rules. These were principally to rely on an
informal optimization of the ability of our model to deliver step changes in the
target variables, although we also paid attention to a number of other issues.

12.5 FUTURE WORK

This book points the way for further research in a number of important directions.
Working still at the level of a single small open economy, it would be desirable to
know whether our results about assignment are sensitive to the structure of the

production function and the nature of competition in the goods market.! Secondly,
it would be highly desirable to investigate the extent to which our analysis, using
wealth targets and set out in terms of comparative advantage, also proves helpful
in a multilateral framework. James Meade, in a preliminary version of Meade and
Vines (1988), has provided some preliminary results and set out a basis for
extending this work. Andrew Blake and Martin Weale hope to extend this study
and to investigate the problems of international policy co-ordination using the
approach set out here. Thirdly, it is highly desirable that our approach to policy
design, relying on the tuning of step changes rather than on the conventional
methods of optimal control, should be developed further. We note that Blake
(1988) has already made some developments in this area.



Notes

1 A NEW KEYNESIAN FRAMEWORK FOR MACROECONOMIC POLICY

! We have excluded the publicly owned capital stock from this target, partly for statistical convenience,
but with no great confidence that it is necessarily the best thing to do.

2 Such a potential instability is analysed by Cagan (1956), and is explored by us in Chapter 3.

% We are in no way abashed by the silly criticism that this is ‘merely an as-if exercise’. Of course it is.
Indeed the whole of our work or anyone else’s work on policy design consists of as-iffery. We attempt to
see how the experience of the years 1975-89 might have been different if different policy strategies had
been adopted. Why should we not also attempt to see how the experience would have been different if
different wage arrangements had been adopted? All analyses of alternative policies and institutions are
merely as-if exercises.

4 One form of proposals for a Target Zone arrangement is discussed at length by Edison, Miller and
Williamson (1987). A rule for the use of the rate of interest to keep the rate of exchange within a Target

Zone might take the form of AR = — n{ [ E - E*] ; E"')l; where E” is the central value of the

exchange rate within the Target Zone, E is half the range of the Target Zone, and n is an odd integer > 1
(an odd number being needed to preserve the correct sign). Thus the rate of interest is reduced at a speed
which increases as the actual exchange rate appreciates beyond its Central Target Value, E*. The higher the
power n, the more restricted is the action of monetary policy as long as E remains within its Target Zone,

but the more ferocious the monetary policy becomes if the exchange rate strays outside the Target Zone.
Edison-Miller-Williamson use a value n = 3.

5 Official intervention in the foreign exchange market (i.e. by the sale or purchase of foreign exchange
from the central bank’s official foreign exchange reserves) may be used as a supplementary tool to
monetary policy for the management of the exchange rate. But foreign exchange reserves are not unlimited
and for this reason, if for no other, the rate of interest must be regarded as the basic instrument for keeping
the exchange rate on or near its target level.

6 This is not to say that we regard the MTFS as a close substitute for our strategy. In particular we see
three faults in the use of a PSBR target rather than our wealth target. First, it allows the target to be
achieved by crediting the proceeds of denationalization and taxes on exhaustible resources, rather than by
a genuine adjustment in national saving. Secondly it leaves the level of national wealth as a residual, rather
than as the conscious outcome of any policy decision. And thirdly, as we demonstrate in Chapter 4, if
pursued rigidly, its stability is dependent on the way in which expectations are formed.

7 We do not propose to carry ease of understanding to the extent of assigning each instrument of policy
(S and R) exclusively to only one target (Z or N), i.e. to rule that fiscal policy should be planned solely to
control Z and monetary policy (through E) solely to control N, or vice versa. We design rules for

appropriate combinations of fiscal and monetary policy to cope with whatever combination of
simultaneous adjustments is desired to GDP and national wealth, though, as appears in later chapters of
this book, important questions arise as to which policy instrument should be the more emphasized in the
control of which policy objective.

8 Crockett and Goldstein (1987) give an exactly opposite view, arguing that the need for exchange-rate
targets to be internationally compatible will persuade policy-makers to focus on the short-term consistency
of economic policy. Their argument, then, sees target zones as part of a global economic system which
requires centralized economic management.

2 THE LINKAGES BETWEEN FINANCIAL WEAPONS AND FINANCIAL
TARGETS: A COMPARATIVE STATIC ANALYSIS

! In what follows the variables which are barred (such as ]) are assumed to remain constant throughout.



2 Equations (2.3), (2.6) and (2.7a) assume that all taxation takes the form of a direct proportionate tax on
all incomes. It would be simple to represent taxation as a single rate of indirect tax on all purchases by
replacing (1-S) with 1/(1+S’) where S’ was the equivalent rate of indirect tax. In this case in (2.7a), while P
would measure the factor-cost price of output, P(1 + §') would measure the market-price of output, i.e. the
cost of living.

% In passing one may note a very important dynamic property implied by the distinction between these
two ‘cost-push’ elements. The upward cost-push effects on money costs and prices due to a high rate of tax
will be greater during the process of raising the tax than it will be subsequently when the rate of tax is
stabilized at the higher level and the f;-effect will have fallen to zero. This difference becomes important in
Chapter 3.

4 From the values for 6y, 65, and oy, in (2.11) it can be shown that |w| = |op/oj| = (1-%; [1-8])(1 -
Bi/Bery V) vand || = 6 /oy, = Sy (1 = B/ Bepoey Y/ (1 = 3y = ).

5 The need for a correct instrument-target emphasis is much more obvious in the case of a comparison
between diagrams (a) and (b) of Figure 2.2 where the equilibrium points are far apart with a change of sign
than in the case of diagrams (c) and (d) where the equilibrium points are close together without any
change of signs. Nevertheless correct instrument-target emphasis remains important as may be suggested
by the following parable in which we examine the case of what may be called 100% instrument-target
emphasis with each control instrument being assigned completely to the control of one objective without
any cross linkage to the other objective together with a dynamic process of interplay between the two
controllers. Suppose the Bank of England operates R to control inflation and the Treasury operates S to
control investment, each authority operating without thought about the repercussion of its action on the
problem facing the other authority. The Bank of England is instructed to change ‘5 by an amount {B .6]*

and the Treasury to keep I unchanged. In terms of the parameters of matrix (2.10) this leads to the
following stages of adjustment:

1 2 3 4

el « P e

SR=2L 1= 8B) L ~55= - (38)" = ~sP= —aP) 2. L
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The Bank alters R as in stage 1 in order to change ‘Sby {B .6] * This causes I to change as in stage 2. The

Treasury responds as in stage 3 in order to offset the change of I of stage 2. In stage 4 the change of S of
stage 3 gives rise to the need for secondary action by the Bank of England in order to offset a secondary
change in ‘3 which in absolute size is |0,/ times the desired change in (6P)". The process will converge if
|o,/o;| < 1 and will explode if |5,/c;| > 1. Thus the control of ‘5 should be assigned to the Bank of England

if |o/54| < 1; and by a similar analysis it can be seen that it should be assigned to the Treasury if |o /oy > 1.
The final adjustment would, of course, be achieved more directly and smoothly if suitable cross linkages
were employed which implied that each authority was concerned also with what was the primary
objective of the other authority; but it would still be essential to get the instrument-target emphasis correct
in the use of each instrument of control. We do not advocate the use of 100% instrument-target emphasis
for actual policy design nor do we consider that any dynamic process of the simple kind described in this
parable is likely to occur in the real world. These features are introduced only to provide an intuitive
understanding of the importance of paying regard to the correct instrument-target emphases in cases of the
kind described in diagrams (c) and (d) of Figure 2.2.

© Except in the extreme case in which f, = 0 in which case the Y- and ﬁ-contours have the same slope.

7 From (2.37) we can obtain po= - Bex I{Y _ I‘ + GIR}P: + ﬂ'.'(l _ 1.»51?#} where
i" -+ ﬂ) R = ()is the multiplicand. It follows that dp/8u < 0. Since p will — oo as S is decreased
without limit, there must in the open economy as in the closed economy be a limit to the possibility of
reducing ‘5 by reducing S. The demand-pull effect will ultimately be dominant in the open economy as it
was shown to be in the closed economy in the discussion of equations (2.15) to (2.19).

8 This is not impossible if the volume of the country’s exports and the elasticity of the foreign demand
for them are sufficiently small.

9 It is, of course, possible in an international setting for the various countries to co-operate on choice of
national financial targets which they will seek to attain. Such agreements could very materially affect their
emphases on monetary and fiscal policies for the control of inflation and wealth.



3 THE DYNAMICS OF PRICE STABILIZATION

! Since the analytic model does not cumulate stocks we are obliged to limit ourselves to a target
expressed in terms of the flow of investment.

2 Notice that setting the real interest-rate and real exchange-rate terms in equation (3.5) equal to ¢ and ¢’
respectively implies that, in equation (3.8), (i) we assume that the interest rate has no effect on domestic
consumption and (ii) we assume that the ‘impact’ effect of the real exchange rate on aggregate demand is
the same as that on the trade balance.

% Notice the absence of any time trend in this equation. If there were a time trend in £ in the labour
supply equation — due to the growth in workers’ aspirations — and a time trend in labour productivity, then
prices would rise or fall without limit unless the effects of these terms were brought into equality. One
would then need to study the process by which that happened, but modelling that would introduce an
extra dynamic equation into our system. We abstract from all of this.

* The position can be understood in the following way. Suppose S to be raised with R and a held
constant. The rise in S would lead to a decrease in Y which in turn would cause (i) a decrease in I because
of the accelerator effect and (ii) a rise in (X — M) because of the reduced demand for imports. We are
assuming that effect (ii) outweighs effect (i), so that there is a net increase in J = I + X - M. With R constant
it would be necessary to appreciate in order to reduce the increase in (X - M) to the extent necessary to
keep I + (X - M) constant. This is the end of the story as far as Figure 3.1 is concerned; for J to remain
constant when S rises, there must also be a rise in a. There would of course remain some net increase in X
- M sufficient to offset the accelerator decrease in I This increase in the current account balance needs to
be financed. With the perfect unlagged substitutability between home and foreign assets of Chapter 3, this
flow of capital funds needs no change in R. But in the short-period model of Chapter 2 in equation (2.29) it
is assumed that the increased outflow of capital funds would need a reduction in the rate of interest. If the
change in the rate of interest had no effect on I, that would be the end of the Chapter 2 story. If 7 is to be
kept constant, the rise in S would require the same rise in Chapter 2 as it does in Chapter 3, the only
difference being that this must be associated with a constant rate of interest in Chapter 3 and a lower rate
of interest in Chapter 2. But in so far as the reduction in R leads to an increase in I, there will be a need for
a smaller increase in (X - M) in order to keep J constant, and this will require a higher value of a to be
associated with a given rise in S in Chapter 2 than in Chapter 3. Thus if it were drawn in both cases in the
S-a plane, the j curve would slope upwards in both cases, but rather more steeply upwards in Chapter 2
than in Figure 3.1.

5 This corresponds to the problem raised in Chapter 2, relating to policies designed to reduce the rate of
price inflation without changing the level of the investment target.

6 In our empirical work @ — a_, only as a result of ‘integral control’ in the policy feedback rules rather

than as a result of setting a directly with reference to a,. But to add integral control would add another
differential equation to our analytical model, which would not be helpful.
7 In our empirical work § — S, only as a result of integral control. See note 6.

8 This is possible because the evolution of investment does not affect the dynamics of our system, given
that stock effects are neglected and given our simplifying assumption that the level of investment does not
feed back in to the determination of p or a. It is not possible in our empirical work.

® This is the result identified by Fischer (1988) - that 100 per cent accommodation of inflation by the real
exchange rate (k, = 0) leads to price indeterminacy, but that 99 per cent accommodation does not.

19 This is true however large the short-run cost-push effect B, of a tax increase.

11§ e. regimes in which both instruments are used to look after both targets.

12 proportional components relate the change in a policy instrument proportional to the change of the
deviation of a target variable from its desired value. Integral components relate the change in a policy
instrument to the level of the deviation of a target variable from its desired level. And derivative
components relate the change in an instrument to the second difference of the deviation of a target variable
from its desired level.

13 This contrasts with the analysis of Boughton (1988). In his case it is almost certain that monetary
policy has a comparative advantage in dealing with inflation. This is because his second target is a current
account target rather than an investment target. As a result thereduction in imports following an interest-
rate rise work to cancel the fall in net exports arising from the resulting currency appreciation. This means
that monetary policy may have almost no effect on the current account and almost certainly gives it a



comparative advantage in dealing with inflation. Here this presumption is less strong.

4 WEALTH TARGETS, STOCK INSTABILITY AND MACROECONOMIC
POLICY

! The most straightforward function is U(C) = log(C).

2 Except that the stability of the economy might be greatly affected if the tax rate could increase to the
point at which the post-tax real rate of return became negative.

% Ideally we would investigate the working of a target exchange rate which was infrequently adjusted,
and see whether this could be used to exert a stabilizing influence. This in fact raises the whole question of
policy design when different instruments can be adjusted with different frequencies. It is an issue which
we regard as very important, but not one on which we have made much progress.

4 With U, = 0 the reader can determine, by examination of (4.70), that there is one stable root and one
zero root.

5 A STOCK-FLOW MODEL WITH MODEL-CONSISTENT OR
REGRESSIVE EXPECTATIONS

! The current state of this art was discussed at a recent conference organized by the National Institute of
Economic and Social Research (Britton, 1988). That conference produced an opportunity for reflecting on
the progress which has been made since a similar meeting held ten years earlier (Posner, 1978). In 1978
much emphasis was placed on a comparison of ‘multiplier properties’, showing the response of economic
models to isolated shocks to policy instruments and exogenous variables. In 1988 people focused on the
simulation of endogenous policy responses (i.e. on policy regimes) and the way in which the effects of
these are influenced by forward-looking expectations. These themes are at the heart of the exercises which
we describe in the subsequent chapters.

2 We had originally intended to study the sensitivity of our results to the degree of substitutability
between home and foreign assets. But it became apparent that the issues raised by the nature of the wage
equation were of much greater interest, and we did not in the end study the effects of changes in other
parameters such as this substitution parameter.

% We treat durable goods as perfect substitutes for other types of asset, as determinants of consumption
and for the purposes of studying the portfolio allocation between home and foreign assets. However, we do
not concern ourselves with the fact that our consumption function may not ensure that the implicit yield
on durable goods is brought into equality with that on other assets.

4 The reason for this is that we leave public sector capital out of our wealth target in Chapters 6-9. Its
inclusion here would then be an unnecessary complication.

5 The net asset position of the government is therefore negative, but the amount of negative interest-
bearing assets which it owns is reduced by the extent to which it can issue non-interest-bearing debt (the
monetary base). This explains why the government’s interest-bearing net asset position is shown as HAG +

D.
6 In many econometric models (including version 7 of the NIESR model), property income flows are

econometrically estimated. But that can end up with a violation of the implied logic of the balance sheet
identities.

7 The minus signs in this equation are present because an increased budget deficit reduces the
government’s net property income.

8 The ‘replacement cost’ of land is calculated by dividing the market value of land holdings by the end-
1980 valuation ratio.

° Depending on the timing of each period, the arbitrage equation for Q could be interpreted as
backward-looking in expectations of changes in the price of capital goods. However, we thought it best to
avoid introducing a variable to represent the expected future price of capital goods. The problem would, in
any case, disappear in continuous time.

10 The corporation tax system explains, at least partly, why Q was often below 1. Also, the stock market
was, from the perspective of longer-term history, very depressed during the period.

11 A unique solution exists because it is calculated for a linear reduction of the model. Itis of course
possible that multiple paths with this property may exist in the non-linearmodel.



12 In order to satisfy the Lucas critique fully, our model would need two features which we have, for
reasons of simplicity, omitted. First, expected future rather than lagged stocks should enter the portfolio
allocation equations. And secondly, the sensitivity of portfolio allocation to expected yield should depend
on the variance of that excess yield.

13 The effect would work in the opposite direction if the private sector were a foreigncurrency debtor.
Such a situation can lead to a ‘debt trap’ (Christodoulakis, Meade and Weale, 1987).

14 In Chapters 3 and 4 we used a specification in which the expected change in the nominal exchange
rate took account of core-target inflation. There is no historical value forcore-target inflation, since we do
not know what sort of normal rate of inflation people had in mind. It is difficult therefore to adopt a
specification which both allows single-equation residuals to be used as a source of noise, and takes account
of core-target inflation in its determination. We have given priority to the calculation of single-equation
residuals to the exchange rate over an adjustment for core-target inflation.

15 Or of course a tax change resulting from a known policy response to an unforeseen shock.

16 The other unstable root in the consistent expectations model arose from theinteraction with human
capital. Such an effect is not present here.

17 We are aware that more recent versions of the National Insitute model take account of the effect of
expected future changes in output on stockbuilding.

18 The conventional view that marginal Q is relevant need not hold. If investment consists substantially

of setting up new firms then average Q will be relevant even though there may be increasing returns
within each firm (Christodoulakis and Weale, 1987).

19 In the extreme case of perfect capital mobility no steady state would exist unless thehome real interest
rate were the same as the foreign real interest rate (see equation (4.20c)).

20 This is the opposite of the conclusion that some people draw from the assumption of rational or
model-consistent expectations. The reason, of course, is that we have not made the implausible
assumptions necessary for the labour market to clear instantaneously, see Chapter 1.

21 The General Agreement on Trade and Tariffs authorizes the use of import restrictions in this case.

6 MACROECONOMIC POLICY RULES FOR ECONOMIC STABILIZATION

! In the notation of Chapter 3, the wage equation has p, = vand p, = 1-v.

2 In order to hold the real exchange rate constant, the interest rate is adjusted to clear the foreign
exchange market. With model-consistent expectations the valuation ratio, human capital and the consol
rate are allowed to jump to clear instabilities in their trajectories. This does raise a problem of the
interpretation of the trajectories in the model-consistent case. Nevertheless the dynamics of the wage-price
loop, which these graphs illustrate, seem to be relatively insensitive to the initial jumps in these variables,
provided that jumps which lead to clear instability are rejected. An incorrect jump in the valuation ratio
turns out to be the most important source of such instability.

% The same wage equation is used in both of the cases of Figure 6.2, but other aspects of the models
differ, of course.

4 Ideally we would have embedded our interest-rate policy rule, which we present in section 6.7, into our
model and then treated the target real exchange rate as our instrument of monetary policy. But this raised
problems in finding the necessary stabilizing jumps in our non-linear model with model-consistent
expectations. We therefore settled on using the actual real exchange rate as the instrument for the purpose
of the calculation of comparative advantage.

5 McKay (1987) has investigated ways in which timely estimates of Money GDP can be produced. We
have assumed, in setting out our policy rules here, that his preliminary estimates of Money GDP are
available at the end of each quarter and that similar preliminary estimates of national wealth exist.

6 This argument has two parts. First it relies on the assumption that a ‘correct’ exchange rate with an
‘inappropriate’ interest rate is much less damaging to the the economy than an ‘incorrect’ interest rate with
an ‘appropriate’ exchange rate. We are confident that this is true for a country such as the United
Kingdom, although we do not necessarily claim that it is universally true. Secondly, it supposes that the
effects of an incorrect exchange rate on Money GDP or wealth are lagged, and that collecting data on these
variables takes time, so that setting the interest rate with respect only to those targets would not call forth
immediate corrective action in response to an incorrect rate.

7 In principle the frequency domain methods described by Maciejowski and Vines (1984) could be used
to assess the robustness of our rules. But we have not yet succeeded in extending these techniques to
models of the complexity required for our consistent expectations solution. See Chapter 11.

8 This is a procedure which Blake (1988) goes some way to formalizing. We hope to build on his results.



See Chapter 11.

° It would have been possible to produce stable rules which did not conform to the pattern of
comparative advantage. In fact we do this for a particular reason in regulating the reformed wage
economy. But failure to follow the structure of comparative advantage makes the control less precise and
more likely to be cyclical.

19 See Blake, Vines and Weale (1988) for an illustration of rules which are not constrained by the
requirements of counterfactual simulation.

1 The linear model which we use with model-consistent expectations models directly the behaviour of
the jumping variables. The reason for this is explained in Chapter 10. These variables can therefore be
displayed graphically. With adaptive expectations we use a simpler model structure which does not allow
us to display the same variables.

12 This does not, of course, conflict with our point in Chapter 2 that the required instrument movements
are determined by the choice of targets. Here we are tolerating poor short-run control of a target in order
to avoid excessive short-term movement in an instrument. That possibility was explicitly allowed for in
our discussions in Chapters 2 and 3.

13 This is in fact the mirror image of the process identified by Buiter and Miller (1983) in which an
expected reduction in the long-term domestic price level has an immediate effect on the nominal and real
exchange rates.

7 COUNTERFACTUAL SIMULATION WITH FORWARD-LOOKING
EXPECTATIONS

1 Of course, tax rates are also exogenous. But, with the exceptions of those tax rates which are affected
by our policy rules, we hold these constant throughout our conterfactual simulation.

2 Since the private sector is expecting 2 per cent per annum growth which has not happened, this shift is
0.5 per cent per quarter.

% In fact, since we have defined the real exchange rate in terms of domestic and foreign unit labour costs
with a lag of one period, the movements of the measured real exchange rate are exactly the same. But this
lag of one period is introduced for statistical reasons, and the ‘true’ real exchange rate would not move in
exactly the same way.

4 The effects of these disturbances are very similar to those identified by Buiter and Miller (1983). But
Buiter and Miller were discussing the effects of changing perceptions about the long-run level of home
prices, while the problem which we are identifying concerns uncertainty about the long-run level of
foreign prices.

8 A SIMULATION OF THE COST-PUSH ECONOMY

! In particular, we do not follow the much less realistic approach suggested by Hall (1987). He derives
expectational series from the historical data set by fitting time-series models, and assumes that
expectations are not revised.

2 We could have equally well demonstrated this by a high-inflation trajectory, but this could have led to
the misunderstanding that the high inflation was caused by our policy rules and not by the target path.

% Even though the price of imports does not enter into the GDP deflator directly, a change in import
prices is likely to influence wages and profits, through mark-up and cost-push effects.

% The beneficial effects of this incomes policy on inflation during 1976 and 1977 are treated as negative
inflationary shocks during this simulation. They facilitate the control of inflation during this period, in a
fashion which could be regarded as ‘illicit’.

5 In our model we have attempted to standardize our measure of unemployment at the measure used in
1984, and our results therefore show the historical peak at considerably higher than the current published
figures.

6 Although we have noted that even with our policy rule, a substantial nominal appreciation takes place
as a result of an upward shift in the perceived long-run price level.

7 Our model suggests an estimate for the valuation ratio over 10 per cent above the long-run norm
lasting for most of the 1980s. This figure, which is much the same as the historic value at the end of our
data period, leads to a domestic investment boom. One explanation of this may be simply that the
depressed valuation ratio of the 1970s led to a build-up of profitable investment opportunities which could
be exploited once the problems of the 1970s had been overcome.



9 THE CONTROLLED ECONOMY WITH REFORMED WAGES

! This trend rate of growth of 2.8 per cent is actually slightly below the growth rate of 2.9-3 per cent
which our model delivers. But, as we note when discussing the pattern of unemployment, there were,
during the simulation period, gains in productivity which were unexplained by our model. It therefore
seemed sensible to use a trend slightly below the actual growth rate of Money GDP, but faster than the
long-term trend growth in real wages (2.2 per cent per annum) implied by the unreformed wage equation

9.1).
2 For example, in equation (3.18b), one may set the term B, = 0, in order to consider the steady state
without cost-push terms. It then follows that the multiplier parameter, »,” which reflects the propensity to

consume out of income, cancels. And in (4.20), which assumes the absence of a cost-push term, the steady-
state real exchange rate depends only on the value of (external) wealth, and not on the consumption
function parameters.

% Meade (1985) suggests some possible solutions to this dilemma.

10 THE DERIVATION AND USE OF A LINEAR MODEL

L If the model is not saddlepath stable with consistent expectations there are additional solution
problems.

2 1t would be possible to use a historical trajectory instead, but this introduces non-linearities which can
confuse the subsequent identification of the response of the model to step-changes in key variables.

% In this aggregate form approximation errors of weak responses may be neglected, so the algorithm will
produce good approximations for the strong responses only. To overcome any resulting problems input-

output scaling can be used to balance the power of each response El] ,}..,f ( ‘:’ j)' 2

4 When the solution period T is not long enough to obtain steady-state values for i}& a simple
3
extrapolative procedure may be used to generate the long-term values.
5 Recall that we are trying to linearize the uncontrolled economy in which the interest rate is an

instrument; the instability would not normally be present in a model with a fixed money supply, but we
are not interested in such a model. One of the tasks of our policy rules is to remove this instability.

6 An alternative procedure which uses expectations as inputs and current values as outputs could also be
adopted (see Christodoulakis, 1989).

7 If a fully consistent solution were sought for the non-linear model, the linear expressions (10.36-38)
could be used to supply the terminal conditions for the non-predetermined variables. Then, computer-
intensive methods based on the shooting technique (Lipton et al, 1982), or on full-period iterations (Fisher
et al., 1985) could be used to determine the initial jump that is compatible with the terminal specifications.
In addition the starting position for the application of the shooting algorithm could be based on (10.34). The
full model could then be solved as before.

8 It should be noted that the policy rules were designed including the stabilizing rule, which meant that
the rule had to be chosen very carefully.

 We are grateful to John Flemming for stressing the importance of this to us. It draws attention to an
unsatisfactory aspect of optimal control exercises carried out over a finite horizon on a non-linear model.
Such exercises will inevitably exploit implausible features of the model on which they are performed. Price
inhomogeneity is one of those implausible features.

10 This was necessary to enable the model solution techniques described in Chapter 7 and sections 10.7
and 11.2 to be used.

11 THE DESIGN OF ECONOMIC POLICY RULES

! Any feedforward control would have to be proportional and not integral (since otherwise the targets
would not be met). But we have not used it in our study.

2 This obviously means such results are no longer ‘optimal’.

% Indeed, while it may be possible to quantify some types of uncertainty, that of the ‘who could have
known what a year would have brought’ type cannot be quantified. The presence of such uncertainty
makes the notion of optimality, except with reference to certain well-defined issues, meaningless.

4 The simplest example of this dynamic or time inconsistency is given by considering a government (or



indeed any economic agent) who borrows money. It is only possible to borrow by creating the expectation
that the debt will be repaid. But, having borrowed, the government can improve its position by deciding
not to repay, at least if it does not expect to want to borrow again.

5 In our borrowing example of note 4, no borrowing could take place.

6 The reason for this may be explained simply. The government may be able to reduce inflation simply
by reducing future expectations of the price level, and thereby reduce the expectational cost-push in the
Phillips curve. If the government is not credible it cannot do this, and must instead rely on deflation.

7 For example, a differential rule which appeared satisfactory on our linear model led to the VAT rate
moving from 3 per cent to 40 per cent between succesive quarters in a rerun.

8 As noted above, Westaway (1985) describes some guidelines for formalizing this process of tuning ‘by
hand and eye’.

12 SUMMARY OF RESULTS AND CONCLUSIONS

! Richard Green, a postgraduate student in Cambridge, has begun to work in this area.
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