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Preface

This book provides an overview of the idea of economic psychology from
behavioral and mathematical perspectives and related theoretical and empirical
findings. Economic psychology is described briefly as the general term for
descriptive theories to explain the psychological processes of microeconomic
behaviors and macroeconomic phenomenon. As the studies of G. Katona who
started economic psychology, G. H. A. Simon who won the Nobel Prize for eco-
nomics in 1978, D. Kahneman, and R. Thaler who won the prize in 2002 and 2017,
respectively, suggest, however, the psychological methodology and knowledge of
economic psychology have been applied widely in such fields as economics,
business administration, and engineering, and are expected to become useful in the
future. This book will explain various behavioral and mathematical models of
economic psychology related to microeconomic and macroeconomic phenomenon.
Numerous models have been proposed to explain the psychological processes
related to such economic phenomenon. This book will also introduce some new
models that are useful to explain human economic behaviors. It ends with some
speculation about the future of modern economic psychology while referring to
their relation with fields related to neuroscience, such as neuroeconomics, that have
been developed in recent years.

Economic psychology is recently widely recognized in many countries since
Daniel Kahneman received the Nobel Prize in 2002. In fact, there are many
researchers and students who are studying economic psychology in Europe and
North America. Interest in economic psychology is increasing in Asian countries
such as China, Taiwan, Singapore, Malaysia, Korea, and Japan. I think that many
people are becoming concerned with economic psychology because they have
recognized that standard economic policies and standard marketing policies
sometimes fail to predict consumer’s behaviors and decisions.

This book covers a range from classical to relatively recent major studies related
to economic psychology. It comprises nine chapters––What is Economic
Psychology (Chap. 1), Rational Choice and Revealed Preference (Chap. 2),
Expected Utility Theory and Economic Behavior (Chap. 3), Nonlinear Utility
Theory and Prospect Theory (Chap. 4), Mental Accounting and Framing (Chap. 5),
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Multi-attribute Decision making Process in Economic Behavior (Chap. 6),
Deployment on the Consumer’s Interaction Research (Chap. 7), and Consumers’
Preference Construction, Affects, and Neuroscientific Research (Chap. 8).

Chapter 1 introduces the concepts of economic psychology and historical per-
spectives of the research frameworks, such as the hermeneutic paradigm, utility
theory paradigm, psychoanalytic paradigm, macroeconomic psychological para-
digm, social psychological paradigm, behavioral decision theory paradigm, and
behavioral economics paradigm, and explains that all of these are closely related to
one another. Chapter 2 describes that a rational choice is based on the premise that
at least the best option can be selected and the options can be ordered in descending
order of preference from axiomatic properties such as completeness and transitivity,
and provides an explanation of revealed preference concepts relation to the rational
choice while presenting examples that do not satisfy transitivity, which is the
premise of the ordinal utility concept. Chapter 3 highlights the relation to expected
utility theory, which is often used in economics and psychology, and presents
empirical research findings related to the axioms of expected utility theory and the
Allais and Ellsberg Paradoxes. Chapter 4 introduces basis of the general expected
utility of Choquet integral, and the prospect theory that Kahneman and Tversky
proposed, and illustrates the economic phenomenon that is explainable using this
theory.

Chapter 5 focuses on the economic psychology of mental accounting especially
in price judgment where people organize and understand price information, and
interprets the problems of mental accounting and framing by using the mental ruler
model proposed by the author. Chapter 6 outlines the theoretical framework that
describes the process of consumers’ multi-attribute decision making and the
method for its analysis, showing empirical and theoretical research findings.
Chapter 7 explains game theory as a theoretical viewpoint to examine consumer
interaction and discusses the research on happiness in relation to people’s social
welfare. Finally, Chap. 8 explains the consumer’s preference construction and the
influences of affects such as mood on the decision making process from the
viewpoint of prospect theory and related models especially in the fields of economic
psychology and neuroeconomics as neuroscientific research of economic behavior.

Reading this book requires no advanced expertise. Nonetheless, introductory
knowledge of psychology, business administration, and economics and approxi-
mately high school graduate-level mathematics should improve a reader’s com-
prehension of the content. In addition, each chapter includes corresponding
references, which can be referred to when studying more details related to economic
psychology.

This book is based on the Japanese book entitled “Economic Psychology:
Psychological Foundations of Behavioral Economics” published by Baifukan Co.,
Ltd. in 2015. The information provided in this book has been also used for lectures
at Waseda University, Gakushuin University, Rikkyo University, The University of
Tokyo, Tokyo Institute of Technology, Nagoya University, Kansai University,
Osaka University of Human Sciences, Osaka University, Kobe University,
University of Tsukuba, Saint Petersburg State University, Russia, National Cheng
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Kung University, Taiwan and Venice International University, Italy. Questions and
answers exchanged with students at all of those places have contributed greatly to
the compilation of this book. Particularly, I have received highly valuable opinions
from graduate students taking the Takemura Seminar at Waseda University and
from researchers in decision making studies through usual discussions. Above all,
Mr. Hajime Murakami, Mr. Keita Kawasugi, Mr. Rammaru Watanabe, and
Ms. Momo Tamura of Waseda University helped with some of the proofreading,
corrections, and editing files of figures and tables. Ms. Tayeko Kondo of Baifukan
gave me helpful comments to the Japanese book. The Springer team, especially the
editor, Yutaka Hirachi, has been helpful from the inception of this book project.

The research discussions and workshops for the Experimental Social Science
Project (headed by Prof. Tatsuyoshi Saijo at Kochi University of Technology) and
Economic Behavior Project conducted under a Grant-in-Aid for Scientific Research
on Priority Areas of The Ministry of Education, Culture, Sports, Science
and Technology (No. 19046007), Grant-in-Aid for Scientific Research A
(No. 24243061, No. 16H02050, No. 18H03641, and No. 19H00601), Grant-in-Aid
for Scientific Research B (No. 16H03725, and No. 16H03676), Grant-in-Aid for
Scientific Research C (No. 17K03637), Grant-in-Aid for Challenging Exploratory
Research (No. 18K18570, and No. 18K18701), and Waseda University
Grand-in-Aid for Research have allowed me to exchange opinions with researchers
from various fields including experimental psychology, behavioral economics,
social psychology, consumer psychology, and experimental economics. Professor
Satoshi Fujii at Kyoto University, who has been conducting joint research on
economic decision making for nearly two decades, also provided me with extre-
mely informative advice and suggestions on a regular basis. A part of our joint
research is introduced in this book. Professor Hidehiko Takahashi at Tokyo
Medical and Dental University, Prof. Yutaka Nakamura at University of Tsukuba,
Prof. Yoichiro Fujii at Meiji University, Prof. Takayuki Sakagami, Prof. Toshiko
Kikkawa, the late Mr. Shigetaka Ohkubo at Keio University, Prof. Kaori Karasawa
at the University of Tokyo, Prof. Naoko Nishimura at Shinshu University,
Prof. Yutaka Matsushita at Kanazawa Institute of Technology, Prof. Mieko
Fujisawa at Kanazawa University, Prof. Tsuyoshi Hatori at Ehime University,
Prof. Yumi Iwamitsu at Kitasato University, Prof. Mikiya Hayashi at Meisei
University, Prof. Takashi Ideno at Tokuyama University, Prof. Yuki Tamari at
University of Shizuoka, Prof. Henry Montgomery at Stockholm University,
Prof. Marcus Selart at the Norwegian School of Economics and Business
Administration, Prof. Michael Smithson at the Australian National University,
Prof. Yuri Gatanov at Saint Petersburg State University, Prof. Baruch Fischhoff at
Carnegie Mellon University, Prof. Colin Camerer at California Institute of
Technology, and Prof. Cheng-Ta Yang at National Cheng Kung University have
given me useful comments for our joint research on economic decision making
through daily practice, which also benefitted this book.

I have been participating in the 30-year-old Cognitive and Statistical Decision
Making Research SIG (headed by Prof. Kazuo Shigemasu at Keio University) from
its inception. Moreover, I continue to learn much from researchers in economic
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psychology and decision studies such as Prof. Gerrit Antonides of Wageningen
University, Prof. Tommy Gärling of Gothenburg University, Prof. David Leiser at
Ben-Gurion University of the Negev, Prof. Tomasz Zaleskiewicz of SWPS
University of Social Sciences and Humanities, Prof. Ola Svenson of Stockholm
University, Prof. Shuzo Abe, Prof. Hiroo Sasaki, Prof. Mamoru Kaneko,
Prof. Yukihiko Funaki, Prof. Tsuyoshi Moriguchi, Prof. Naoto Onzo, Prof. Kazumi
Shimizu, Prof. Kenpei Shiina of Waseda University, Tetsuo Sugimoto of Sophia
University, Prof. Mitsuro Nagano of Kyoto Tachibana University, Prof. Taizoh
Motonishi, Prof. Yasuhiro Ukai of Kansai University, Prof. Manabu Akiyama of
Kobe Gakuin University, and Prof. Makoto Abe of University of Tokyo.

I am most appreciative of the guidance and encouragement offered by prede-
cessors such as the late Prof. Sotohiro Kojima (Doshisha University), Prof. Osamu
Takagi (Kansai University), Prof. Kazuo Shigemasu (Keio University),
Prof. Nozomu Mastubara (Seigakuin University), and Prof. Tomio Kinoshita
(International Institute for Advanced Studies).

Finally, this book is the fruit of valuable advice from numerous people with
whom I have become acquainted but whose names have not been put into print
here. I am truly grateful for all of their support.

Tokyo, Japan Kazuhisa Takemura
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Chapter 1
What Is Economic Psychology? The
Perspective of Economic Psychology
and the Research Framework

Keywords Economic psychology · Economic behavior · Consumer behavior ·
Marketing · Economics

Economic psychology studies the psychological aspects behind various economic
phenomena and the mechanisms of people’s judgment, decision making, and behav-
ior in an economic situation. Traditional economics is the study of how limited
resources are used for production and distribution, with the aim of exploring eco-
nomic phenomena through theoretical and empirical analyses. However, traditional
economics has mainly studied economic phenomena by assuming the rationality of
individuals and assuming the concept of “homo economicus,” who makes a rational
choice. With this background, an area called “experimental economics,” in which
theoretical hypotheses on economic phenomena are examined through experiments
similar to those conducted in psychology, has emerged in recent years. Moreover, the
term“behavioral economics” has also spread sinceDanielKahneman, a psychologist,
received the Nobel Prize in economics in 2002. Recently, R. Thaler who proposed
mental accounting concept of consumer psychology also received the Nobel Prize in
Economics in 2017. Meanwhile, economic phenomena related to consumer behav-
ior have been empirically studied in management science-oriented studies, such as
marketing and consumer psychology, which are integrated with research on behav-
ioral economics. Certain concepts of economic psychology overlap with some ideas
studied in these areas.

© Springer Nature Singapore Pte Ltd. 2019
K. Takemura, Foundations of Economic Psychology,
https://doi.org/10.1007/978-981-13-9049-4_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9049-4_1&domain=pdf
https://doi.org/10.1007/978-981-13-9049-4_1


2 1 What Is Economic Psychology? The Perspective of Economic …

1.1 Economic Behavior as a Subject of Economic
Psychology and Related Academic Societies

1.1.1 Economic Behavior

Economic behavior is a collective term for acts of judgment and decision making as
well as behaviors displayed by humans in different socioeconomic situations. Eco-
nomic behavior includes production (i.e., a series of behaviors wherein goods are
made by using resources such as land) and consumption (i.e., a series of behaviors
wherein people satisfy their desire with the consumed goods). In modern society,
where the system of division of labor is established, some people are producers
and the rest are consumers. Accordingly, as examples of economic behavior, con-
sumers’ judgment, decision making, and other behavioral aspects are emphasized in
the research in this field.

Although production can be considered part of economic behavior, the latter is
placed at the center of economic behavior research. Consumer behavior occupies an
important position in the fields of economics, marketing, and industrial psychology.
Consumer behavior is roughly divided into three aspects. The first aspect is the
pre-purchase behavior. This consists of judgment, decision making, and behavior
regarding the consumers’ plans at the preparatory stage for purchasing goods and
services. In other words, pre-purchase behavior mainly focuses on (1) allocating
income to saving and consumption; (2) planning budgets, such as how to allocate
income for consumption of which items; (3) forming product knowledge; and (4)
forming knowledge about purchasing destinations and purchasing stores.

The second aspect is purchase behavior, which refers to the judgment, deci-
sion making, and behaviors directly related to the purchase of goods and services. In
other words, purchase behavior includes (1) considering the types of products and
services (decision of choice sets), (2) deciding purchasing destinations, (3) deciding
purchasing stores, (4) deciding brands, (5) selecting a detailed model from the brand
(selection of colors, design model numbers, optional functions, etc.), (6) deciding
the quantity of the brand to be purchased, and (7) repetitive behavior of purchase,
among others.

Finally, the third aspect of consumer behavior is post-purchase behavior. This
kind of behavior refers to consumers’ judgment, decision making, and behavior after
purchasing goods and services. In other words, post-purchase behavior includes
(1) how consumers receive services and how products are used, (2) what kind of
experiences are provided as a result of the use behavior and what kind of evaluation
judgment is made about the services and goods (evaluation judgment after use), (3)
how the products are stored and maintained, (4) how the products are discarded,
and/or (5) how the products are recycled, among others.
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1.1.2 Academic Societies Related to Economic Psychology

Traditional economics, under the assumption of the so-called concept of “homo
economicus,” mainly explored economic phenomena by assuming the rationality of
individuals. Recently, an area called experimental economics has emerged, with the
aim of examining theoretical hypotheses on economic phenomena by conducting
experiments. In addition, the term “behavioral economics” became popular after
psychologist Daniel Kahneman received the Nobel Prize.

With respect to the psychological research of economic behavior, we can at least
trace back to research on advertising psychology by W. D. Scott and D. Starch at the
beginning of the twentieth century and the research on industrial psychology by M.
Münsterburg. In addition, J. B. Watson, who initiated behaviorism at the beginning
of the twentieth century, also succeeded in the advertising industry after entering
the business world.

The International Association for Research in Economic Psychology (IAREP)
is an international academic society of economic psychology founded in 1982. By
referring to the website of this academic society (http://www.iarep.org), one can
understand that it studies an area where economics and psychology intersect and is
also related to research on businessmanagement, marketing, and consumer behavior.
This academic society aims to study both the psychological mechanisms generating
economic activities and the psychological effects of economic phenomena, with the
results of the study being published through the Journal of Economic Psychology.

In economic psychology, the focus is consumer behavior, which is being inves-
tigated by researchers in various areas. Research on consumer psychology in recent
years has not only focused on the mere application of cognitive psychology and
social psychology but has also produced some unique theories. Indeed, the afore-
mentioned consumer decisionmaking research represented byBettman et al. is based
on their unique theory andmethodology and is forming an individual area even in the
psychonomic society in the USA, which deals with basic perception and cognition.

Representative periodical publications, such as academic journals related to eco-
nomic psychology, are listed below.

(1) Journal of Consumer Research: This is a traditional academic journal in the
consumption behavior research first published in 1974. Published by the Uni-
versity of Chicago Press, this journal carries interdisciplinary papers, such as
those on psychology, marketing, economics, and sociology.

(2) Journal of Consumer Psychology: This is an official academic journal of the
Society for Consumer Psychology.

(3) Advances in Consumer Research: This is a collection of papers in the annual
conference of the society. This is published by the Association for Consumer
Research (ARC).

(4) Psychology and Marketing: Published by Wiley Europe, this is an interdisci-
plinary academic journal on psychology andmarketing that carries many papers
related to consumer psychology.

http://www.iarep.org
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(5) Journal of Economic Psychology: This is an academic journal of economic psy-
chology and behavioral economics published by the International Association
for Research in Economic Psychology.

(6) Journal of Marketing Research: This is an academic journal of marketing
research published by the American Marketing Association (AMA). As a jour-
nal that is dedicated only to consumer behavior research, it carries experimental
psychological papers on consumers.

(7) Journal of Behavioral Decision making: This is an academic journal concerning
decision making and behavioral decision theory and carries a relatively large
number of consumer decision making papers and is published byWiley Europe.

Box 1: Herbert A. Simon
Born in 1916; deceased in 2001. He worked as a professor at the School of
Computer Science and Psychology Department at Carnegie Mellon University
and died in Pittsburgh in 2001. In 1978, he was awarded the Nobel Memorial
Prize in Economic Sciences for his achievements in the research of human
decision making process in organizations.

Photograph: Toshiya Tanaka, Kansai University

1.2 The Perspective of Economic Psychology

1.2.1 Micro and Macro in Economic Psychology

Economic psychology, like economics, has a micro-perspective, which views things
through individual economic entities (e.g., the decision making behavior of one con-
sumer), as well as a macro-perspective, which views things through the macro-level
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of economic phenomena (e.g., depression and unemployment). Economic psychol-
ogy analyzes economic phenomena from the perspective of decision making in indi-
vidual consumer behaviors, while microeconomics analyzes economic phenomena
based on individual and household decision making activities and macroeconomics
deals with macroeconomic phenomena. Economic psychology can analyze, from
the macro-perspective, macro-phenomena such as product spreading among other
popular phenomena.

Although both micro- and macro-viewpoints are important, considering the inter-
action between micro- and macro-phenomena is also necessary. For example, a pop-
ular phenomenon occurs and subsides suddenly, but because it can be thought of as
an accumulation of individual social judgment and decision making, one can under-
stand the cumulative popular phenomenon from the micro-perspective of individual
decision making. The relationship between such micro- and macro-perspectives has
not been fully explored so far, but it will make an important research topic in the
future.

1.2.2 Process and Consequences

On the one hand, economic psychology analyzes the processes of economic behav-
ioral phenomena. For example, when focusing on the decision making process as
a micro-individual consumer, it is important to view the process by which a con-
sumer finally decides to buy a product, including the process before the purchase,
the reasons for selecting a brand, relevant information collection, and comparison
with other brands. Moreover, analyzing the process of popularity and word of mouth
is also important. On the other hand, apart from processes, economic psychology
also focuses on the outcomes of economic behavior. For example, one must focus
on results, such as preferred brands, the factors influencing the final purchase deci-
sion making, and the factors promoting a product‘s popularity, to further analyze
economic behaviors. The analysis from this perspective rather emphasizes the aspect
of “prediction.”

Economic psychology makes analyses from the perspectives of “process” and
“result.” In other words, to successfully predict the results, one must identify the
process. Moreover, explanations that cannot predict the results are not very useful.
From these facts, it is understood that both process analysis and result analysis are
necessary for research on economic psychology.
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1.2.3 Explanation by Natural Language and Mathematical
Explanation

In psychology, experimental data and survey data are often analyzed quantitatively,
but in the theoretical analyses, except in research areas like visual perception and
learning, most of the theoretical explanations are made using language (natural lan-
guage). Meanwhile, in economics, except for areas likeMarxian economics and eco-
nomic thought,mathematics is typically used as the theoretical language. In economic
psychology, an area of study where economics and psychology overlap, theoretical
descriptions using mathematical expression and natural language are often used. To
a certain extent, it can be expressed mathematically and it is actually described that
way. Mathematical descriptions are possible not only for individual decision making
and preference relationships but also for simple interactions that can be explained
using game theory. In contrast, mathematically expressing popularity phenomena,
consumer trends, and psychological processes within individuals is often difficult
because these feature complicated interactions that require linguistic explanations.

In economic psychology, explanations by natural language and mathematical
expressions are often used in combination and both are deemed useful in describing
various phenomena. Mathematical expressions are suitable for explaining phenom-
ena with a clear structure. For highly complicated phenomena with ambiguous struc-
tures, linguistic expression is more suitable. Therefore, to achieve balance, there is a
need to acquire perspectives from both descriptions. Nevertheless, as mathematical
expressions are considered scientific explanations, they can be better applied in other
research areas. Moreover, because mathematical expressions are best used to make
predictions, using these as foundation for developing a research track is an ideal
option.

1.2.4 Qualitative Analysis and Quantitative Analysis

In psychology and economics, quantitative analysis of data is the mainstream
approach, and data are often analyzed statistically. However, qualitative analysis
is also an important method for economic psychology. Especially, it is extremely
effective to use qualitative analysis methods for cases where phenomena are diffi-
cult to quantitatively describe or in studies wherein subjects are difficult to quantify.
Economic phenomena that can be expressed in mathematical theoretical language
can be easily analyzed quantitatively, but mathematical theories do not always cor-
respond to quantitative analysis, and theoretical explanations by language do not
always correspond to qualitative analysis either.

Economic psychology is a field of study that aims to describe human economic
activities and explore human judgment and decisionmaking in the economic situation
mainly by conducting measurements based on experiments and surveys. Therefore,
for this purpose, the measurement of the results of judgment and decision making
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must be theoretically guaranteed. People’s judgment and decision making are qual-
itative in many cases, so from this qualitative relationship, researchers must have
ideas of theories and measurement that guarantee quantification.

Various theories of measurement can be used, and these can be roughly divided
into representational measurement and psychometric measurement based on the
axiomatic measurement theory in mathematical psychology. The first type of mea-
surement method, which is based on the axiomatic system, expresses an empirical
relational system by a numerical relational system. This method basically attempts
to construct a proportional scale and interval scale from ordinal scale judgment.
Axiomaticmeasurement theory is a representative example of this approach. Accord-
ing to this theory, measurement is the process of associating an empirical relational
system with a specific numerical relational system. First, the empirical relationship
is a relationship between subjects observed empirically. For example, the prefer-
ence relationship wherein a decision maker prefers B over option A is an empirical
relationship. The approach based on this axiomatic measurement theory is mathe-
matically the same as the axiomatic theory of utility, which expresses the preference
relationship by the magnitude relationship of real numbers.

In comparison, the second type of measurement method is an extension of the
traditional method of psychometrics, which presupposes the quantifiability of the
economic phenomena of utility. Especially in economic psychology, conducting
measurements based on the idea that psychological variables have random error
terms is the mainstream approach. This includes quantitative methods based on psy-
chophysical measurement and rating scales in general psychology. In addition, the
willingness-to-pay (WTP) method that answers the payment intention amount and
is used in the evaluation experiment, among others, can also be included in the
psychometric measurement.

1.2.5 Abstraction and Materialization of Economic Behavior

The problems of abstraction and materialization can be encountered in the field of
economic psychology. Academic researchers in economic psychology tend to prefer
abstract discussion, whereas practitioners tend to ask for concrete discussion.

It seems that practitioners often criticize academic researchers who are seeking
theories with too much abstraction. As for the abstraction of the theory of economic
psychology, there is a desirable aspect, but at the same time, there is also a danger
of seeing the reality by just the abstracted theoretical construct. Abstracted theory is
necessary in viewing the reality, and theoretical abstraction is necessary to recognize
the actual complexity.

The word “abstraction” is considered to be “A mental effect of understanding
things or representations by extracting their certain aspects and properties. In that
case, there arises behavior that naturally eliminates other aspects and properties, and
this is also referred to as abstraction.” Such a definition is considered natural from
daily usage. Thus, abstraction has an aspect that selects remarkable attributes from
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a subject and ignores other aspects. However, this may be useful for simplifying our
understanding of the subject and for viewing it further.

The significance of abstract theory cannot be doubted. However, it ignores many
elements of concrete reality and has less information to offer compared with other
similar theories. Subjects in social psychology have interactions in many ways even
if they are abstracted and simplified, so their modelizationmakes quite a complicated
construct. Here, we can understand the significance of viewing social psychological
subjects through abstraction. In other words, the real economic situation and the
interactions among individuals and organizations are more complicated than the
models themselves. Thus, when viewing the reality, researchersmust develop amuch
more complicated recognition framework. Abstract theories seem more useful than
a highly complicated recognition framework. Even if one tries to look at the reality,
which may be too complicated, one cannot even recognize its complexity. I believe
that abstracted theories facilitate such a recognition.

1.3 The Goal of Economic Psychology and Its Approach

1.3.1 Elucidation of Economic Phenomena and Relationship
with Behavioral Economics

Research on economic psychology analyzes humanbehaviors in economic situations.
Thus, it has a strong interest in the theoretical aspect of the scientific elucidation
of human decision making and the further explanation of various socioeconomic
phenomena. At the same time, economic psychology not only has links with business
administration, economics, and applied psychology, it can also contribute to the
marketing activities of governments, public organizations, and companies and can
be useful in improving the lives of ordinary citizens through consumer protection.
The former goal is a rather theoretical one, whereas the latter focuses on the practical
aspect. Both perspectives are necessary; practice without a theoretical perspective
tends to result in wrong intuitions and some hindsight, whereas theory without a
practical perspective can lead us to the direction of the study for the study itself,
which is likely to accepted only in a narrow academic discipline. Hence, if one
has studied a field thoroughly, one would come across many other studies and an
association with practice. In the next part, I would like to explain the goals of the
following items and describe their relationships with the adjacent study areas and
practical problems.

Elucidating economic phenomena is a very important goal for economic psy-
chology. Whether the elucidation of economic phenomena is done from a micro-
or macro-perspective, it is important to observe economic phenomena and generate
theoretical explanations for these. Regarding the theoretical explanation of economic
phenomena, there is a considerable accumulation of such in traditional economics.
As mentioned earlier, economics often uses mathematical models for theoretical
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statements and often assumes rationality on the part of the individual decision mak-
ers. Rationality, in a broad sense, is not preposterous decision making or behavior
but is a property that allows an individual to make a convincing explanation when
looking back on one’s own behavior. Usually, however, it is understood to mean that
one acquires information with as many options as possible, use all information, have
a consistent preference relationship, and make the best decision from these options.
Conversely, such an assumption is advantageous as it is compatible with a mathe-
matical model and is easy to analyze. Moreover, given that the behavior of actual
individuals and organizations features rationality to a certain extent (but not com-
pletely irrational), we cannot say that this assumption is completely wrong. However,
assuming perfect rationality on the part of the decisionmakers in economic situations
is an inappropriate explanatory theory in certain situations. For example, there are
cases where personal decision making changes due to essentially irrelevant informa-
tion or where economic panic phenomena occur due to the influence of others (e.g.,
the phenomenon of panic buying toilet paper), and it is often difficult to explain them
from a full rationality model. Therefore, traditional economics alone is not sufficient
for describing the wide range of economic phenomena that can be observed.

Meanwhile, psychology has a history of more than 100 years in terms of making
accurate measurements; hence, there is a considerable accumulation of quantitative
measurements of various phenomena, and many past studies have been conducted
from the aspect of economic psychology. However, as psychology does not assume
rationality very strongly as in traditional economics, there is no powerful theory at
present. Therefore, in economic psychology, together with descriptive measurement
and quantification of economic phenomena, theoretical explanations can become
issues of further research.

The elucidation of economic phenomena is not only theoretically important but
it also has a close relationship with economic policies and practice in society. In
Japan, for example, some economists are appointed to become members of the advi-
sory bodies of the government, as special advisors to the Cabinet Secretariat, and
ministers; hence, economic research has a strong influence on economic policies.
Other countries have the same circumstances. However, if politics and social policy
are being carried out based on the theories with wrong assumptions, this can be
quite problematic. In recent years, under these backgrounds, the areas of behavioral
economics and experimental economics have emerged, and more people are think-
ing about economic theories based on the observation of people’s actual behaviors.
However, there are still many unknown occurrences of socioeconomic phenomena
related to economic behavior. For example: How is the business condition related to
consumer psychology? What influence does the consumption tax have on consumer
demand? What kind of mathematical model is appropriate for approximating con-
sumer decision making? There are still many important issues that have yet to be
addressed. From these viewpoints, elucidating the actual behavior of consumers can
continue to help clarify various socioeconomic phenomena. In fact, recent findings
in the field of behavioral economics have had some degree of influence on economic
policies. Thus, even in this sense, I believe research on economic psychology can
develop further in the future.
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1.3.2 Marketing

Economic behavior research provides practical viewpoints regarding the marketing
activities carried out by producers (companies and public organizations) and has a
theoretical contribution to marketing. Many people associate the word “marketing”
with advertisements or efforts made to sell (products or services). Those activities,
of course, comprise one aspect of marketing activities, but there is more to it. As
marketing was originally part of commercial activities, it can be traced back to
ancient Babylonia and ancient Japan. It was first developed in the USA, where mass
production started at the beginning of the twentieth century. Thus, it would be a good
idea to examine how it is used in the USA.

According to the 1985 definition of the AmericanMarketing Association (AMA),
a representative organization concerning marketing in America, marketing is defined
as the “processes in which in order to create an exchange that satisfies the purpose
of individuals and organizations, concept formation, price setting, promotion, and
distribution regarding ideas, products, and services are planned and carried out.”
What is noteworthy in this definition is that marketing is not limited to corporate
profit activities or promotional activities such as sales or advertisement. Therefore,
the advertisement of public entities is considered to be marketing activities. In fact,
schools, hospitals, and local governments are also consciously doing “marketing
activities.” In addition, we know that during the summer, electric power companies
are promoting “energy conservation” as part of their public relations campaigns,
which can also be classified asmarketing activities. In 2007, theAmericanMarketing
Association extended its previous definition as follows: “Activities to create and
transmit as well as to distribute and exchange valuable offerings for customers,
clients, partners and society as a whole, and are a series of systems, and processes.”
In this way, marketing has become a fairly broad concept. This recent definition
emphasizes society as awhole, focusing not only on the activities ofmere commercial
organizations but also those of public organizations and general individuals. As the
term “social marketing” exists, we can easily see that marketing is also used for
non-commercial purposes, such as communicating the risks of various hazardous
substances or disseminating information on traffic safety issues to the public.

In marketing, the “4P” strategy has gained popularity in recent years. Consumer
behavior research makes a very important contribution to the development of the 4P
strategy. Let me explain this. The producer comprehensively develops a marketing
strategy from the aspects of (1) product, (2) price, (3) place or distribution, and
(4) promotion (4P) (Kiwata, Kakeda, & Mimura, 1989; Kotler & Armstrong, 1997;
Sugimoto, 2012).Marketing practitioners are engaged inmarketing activities by con-
ducting marketing mix, which combines these factors. Figure 1.1 shows the factors
of the 4P strategy and its specific implementation items (Kotler & Armstrong, 1997).
In implementing the 4P strategy, utilizing the findings of consumer psychology is of
utmost importance (Takemura, 2000).

First, in the product strategy, at the stage of providing products and services, it is
necessary to knowwhat kind of products and services consumers want and what kind
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Fig. 1.1 Four Ps of the marketing mix. Source Kotler and Armstrong (1997)

of products they think are attractive. A product is preferredwhen it is recognized from
the consumer‘s viewpoint that it has better features than other products. This iswhat is
called “product differentiation” in marketing terms, and marketing activities will not
succeed without it (see, e.g., Aoki & Onzo, 2004). For example, Tokyo Disneyland
and Disney Sea are setting high entry fees compared with other amusement parks,
but many people still visit and pay such high prices. In fact, these Disney resorts
have welcomed nearly 30 million visitors annually in recent years. The reason why
so many people visit these places despite the high entrance fees is that they achieved
differentiation from other amusement parks. In other words, they have succeeded in
distinguishing themselves from other amusement parks. They do so by incorporating
unique amusement park features that change each year, employing staff providing
high-quality service, and coming up with various schemes to produce extraordinary
experiences. Hence, if companies succeed in product differentiation, consumers will
spare no expense to patronize them even at high prices. Therefore, the important
thing is to know what kind of product can differentiate itself from other products.
Conversely, even if a technically high differentiation is made, if the product is not
perceptually differentiated for consumers, the product strategywill not succeed. Here
lies the importance of understanding the behavior of consumers.
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Next, in pricing strategies, to improve sales, the act of setting prices must consider
the consumers’ purchase intention (see, e.g., Kojima, 1986; Ueda & Moriguchi,
2004). Although the cheaper price may be more attractive for some consumers, this
is not the case for all consumers, and even if the product is similar, it does not always
have the same cost rate. For example, prices of nutritional drinks, cosmetics, and so
on, are set considerably higher compared to cost pries, but this strategy uses a key
aspect of consumer psychology: The higher-priced product is assumed to be the better
one in terms of quality. Generally, it is assumed in economics that demand decreases
as price rises, but there are products for which demand grows as price rises (also
known as “Giffen goods” in economics). Moreover, most of the refreshing drinks
sold by vending machines are 120 yen or 150 yen; they are uniformly set regardless
of cost. By analyzing consumer psychology and consumer behavior, effective price
setting can thus be made.

In the distribution strategy, sellers consider what kind of distribution channel,
including wholesale shops, retail shops, directly-managed stores, and mail-order
sales, to use for providing products to consumers. At this point, they must also
consider what kind of image consumers have of the product and how such an image
must be used (see, e.g., Kobayashi & Minami, 2004). For example, in the case of
products like toothbrushes, canned coffee, and seasonings, which you want to obtain
immediately, one distribution strategy employed is to increase the number of stores
where they are sold in order to increase opportunities for consumers to know these
products.

In comparison, such a distribution strategy is not effective when selling a luxury
product, such as Prada and Gucci handbags. What would happen to the image of
these brands if anyone can easily buy them at convenience stores or supermarkets?
Consumers highly appreciate these brands because they can only be bought at special
luxury goods stores. Thus, when considering which distribution strategy to employ,
sellers must be able to understand the psychology and behavior of the target con-
sumers. In terms of distribution strategy, one measure to increase sales opportunities
is by expanding distribution channels as much as possible, and another measure is
to sell products only at specialty shops and direct sales stores, allowing the manu-
facturer to strictly exercise control through restricted distribution channels. Either
measure can be adopted depending on how consumers perceive and recognize the
product being sold.

Finally, in a promotion strategy that considers how to advertise and sell, sellers
must also consider the psychological effects a strategy would have on the target
consumers (see Ueda&Moriguchi, 2004). Specifically, advertising agencies analyze
what kind of personality to use for advertisements, how much sales growth can be
achieved with this celebrity, and how effective would the strategy be. The behavior
analysis of consumers can also help in exploring how much attention consumers
are paying to advertisements in stations and trains. In addition, detailed behavior
observations of consumers at physical stores can revealwhat kind of store information
they pay attention to and which shelf they easily purchase products from. Such
information help support future marketing activities at stores. These analyses also
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enable practitioners to consider effective promotion strategies based on the targets
identified.

In recent years, it has been suggested that a marketing strategy that uses only
the 4P strategy is no longer sufficient, paving the way for the emergence of 5P and
6P strategies (now including “people” and/or “process”). When considering interna-
tional marketing strategies, one must also pay due attention to people’s consumption
culture and their regionality. Findings in the field of consumer psychology are useful
in considering such cultural and regional issues (Takemura, 2000).

Studies on marketing and consumer behavior research are closely related to
the aforementioned practical goals. In consumer behavior research, the research
approaches of various consumer psychologies and consumer behaviors are used, and
the methodologies are diverse, including psychological experiments, surveys, inter-
views, mathematical psychology model configurations, and computer simulations.
Research on consumer psychology is no longer just a mere application of cognitive
psychology and social psychology as in the past but now produces unique theo-
ries. Indeed, the aforementioned consumer decision making research represented by
Bettman et al. is based on their unique theory and methodology. This emerging field
is also instrumental in forming a subfield in the psychonomic society in the USA,
which deals with basic perceptions and cognition.

1.3.3 Public Policy for Consumers

Research on economic behavior is also useful in designing public policies to protect
the rights of consumers (Takemura, 2000). Since the war, there have been cases such
as theMorinaga arsenicmilk case in 1955, the thalidomide case in 1962, and the drug-
induced SMON disease, in which the defective products purchased by consumers
caused serious health damages, accidents, and monetary damages due to so-called
confidence tricks (Nishimura, 1999). Hence, effective policies are needed to prevent
the occurrence of similar events in the future and to protect consumers’ rights as
well.

First, knowledge of economic behavior is necessary when conducting risk com-
munication with consumers (Kikkawa, 1999, 2000). Even now, consumers are sur-
rounded by various risks/hazards, such as accidents caused by defective cars or the
improper use of products or food poisoning. When there is a possibility that con-
sumers will be harmed when purchasing or using products, companies and public
organizations (e.g., governments) should disseminate information on these risks and
respond to consumer questions and complaints. Hence, they need to know what kind
of knowledge consumers have, what kind of behavior they take, and what kind of
information, when provided, would they understand well and are convinced by. For
example, even if an organization describes hazards in detail in the instruction manual
of a product, that alone does not guarantee the accurate communication of related
risks. Consumers only read such information unwillingly or ignore it when they are
provided too much information. The busier the consumer, the higher chances there
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are of themmissing or ignoring information. Therefore, researchers and practitioners
must grasp the psychology of consumers and think about communication through
which consumers can be convinced. Further, in risk communication of food, misun-
derstanding of toxic substances can lead to a host of health-related damages. Thus,
gaining a better understanding of consumers’ cognition processes and behaviors is
essential.

Next, findings of research on economic psychology and economic behavior are
indispensable for consumer protection policies implemented by public organizations
such as governments. For example, at consumer centers established for the purpose
of consumer protection, counselors are assigned, negotiations with companies are
conducted within the scope of law by the request of consumers, and aid for consumer
damage and support for problem solving are provided (Nishimura, 1999). In order
to consider the response of counselors to the damaged consumers, it is necessary to
understand what kind of knowledge consumers have and what kind of behavior they
take.

In addition, knowledge on consumer behavior is necessary in the enactment and
implementation of laws for consumer protection. For example, when a consumer
intends to take legal action against a company against a defective product-related
accident, as recognized in the enactment of the so-called PL law, the consumer‘s
burden of proof (i.e., the consumers bear a responsibility for proving the cause on
which the action is based) is becomingmore relaxed in recent years, shifting gradually
to the company side. Such a revision of laws has been made because the authori-
ties now realize the actual situation: The average consumers’ product knowledge
is considerably lower than that of companies. Even in trials, the characteristics of
average consumers’ knowledge and use behavior cause arguments, and sometimes
the analysis of consumer behavior is carried out as evidence for that.

Finally, the findings of economic behavior research are necessary for improving
consumer education on the part of the companies, the public organizations, and the
consumers themselves (usually in the form of organizations promoting consumer
rights). Consumer education from the companies includes the effective dissemina-
tion of product knowledge, good complaint management practices, and information
exchange with consumer organizations. Especially since the enactment of the PL
law, companies have been working diligently on consumer education as part of their
management strategy. For example, regarding defective goods, some companies are
studying responses, through which they can understand consumers’ perceptions,
allowing these firms to design effective management strategies. Consumer educa-
tion carried out by public organizations includes such activities as the prevention of
consumer damage and the provision of consumer aid and enlightenment.

In China, these types of consumer education have been partly integrated into
the social education and school education through the former Ministry of Educa-
tion. In the 1990s, the National Institute on Consumer Education was founded and
jointly supervised by the Economic Planning Agency and Ministry of Education.
In 1997, the Economic Planning Agency launched a dispatch system of consumer
education experts, and since then, the Agency has been engaging in consumer edu-
cation throughout the country (Nishimura, 1999). In implementing such consumer
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education activities, understanding the actual state of consumption behavior and
clarifying the processes leading to damages are quite crucial. Consumer education
includes enlightening activities, such as the dissemination of knowledge through
product testing, as well as learning events related to environmental protection and
consumer rights. Consumer organizations such as theHousewivesAssociation, Japan
Consumers Association, and Life Club Co-op are conducting such consumer edu-
cation programs. Even in consumer education initiated by consumers themselves,
there is a need to know what kind of knowledge consumers have, what points they
misunderstand resulting in erroneous use behavior, and what kind of information
they seek. In recent years, problems such as ore fraud and fraud of financial products
are very much in the news. Hence, studies on economic psychology and economic
behavior are indispensable in dealing with such problems. This kind of research is
being carried out primarily by social psychologists.

1.3.4 Elucidation of Decision Making in Economic Behavior

Research on economic behavior also helps elucidate economic phenomena. Specif-
ically, research on decision making in economic behavior is useful for the fields of
psychology, economics, and neuroscience.

As an example, let us consider the concept of utility, which is often used as the
basic concept for elucidating socioeconomic phenomena, and the system of utility
theory based on this concept. Utility theory, as explained in a later chapter, is used
in most theories in economics and is often employed in business administration and
social engineering. In many cases, this also becomes the basis for the analysis of
socioeconomic phenomena.

Let us consider decision making under certainty, wherein one selects a product:
either brand a or brand b. In this case, utility means an actual value wherein the utility
(u (brand a)) of brand a is higher than the utility (u (brandb)) of brandb,when andonly
when brand a is preferred to brand b. That is, u (brand a) � u (brand b) ⇔ expresses
the relationship wherein brand a is equal or preferred to brand b. This preference
relationship is expressed by the utility function u. With regards utility theory based
on the concept of utility, we can use some counterexample phenomena that cannot be
justified from theperspective of consumer psychology.Asdescribed in a later chapter,
humanpreferences do not necessarily satisfy transitivity (Tversky, 2004). Transitivity
is the relationship between two options; for example, if you prefer oranges to bananas
and prefer apples to oranges, then you prefer apples to bananas. This notion indicates
the nature of a consistent preference relationship. There is also preference reversal,
a phenomenon that deviates from the procedural invariance that preference is not
reversed by the procedure of preference statement. This phenomenon cannot be
explained simply by the idea of traditional utility theory (Takemura, 2014). In this
phenomenon, for example, in the purchase decisionmaking situation, a person prefers
brand a when he/she is allowed to identify the evaluation value (the amount which
he/she thinks is acceptable to pay, etc.) of both brands independently; yet, when
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he/she is made to actually choose either brand by comparing the two, he/she ends
up choosing brand b. In economic psychology, decision makers think about the
reasons why consumers sometimes cannot indicate preference-satisfying transitivity
or cause preference reversal. In explaining such a phenomenon, researchers proposed
consumer decision making theory, which does not necessarily satisfy transitivity or
procedural invariance. This can influence studies that aim to elucidate socioeconomic
phenomena, such as those on economics, business administration, social engineering.

The findings of economic psychology demonstrate that human decision making
often does not follow utility theory. Such studies also show that explanations by
alternative theories, such as prospect theory, also shown in a later chapter, can bet-
ter explain economic phenomena. In this research on decision making, we focus on
human judgment and decision making processes in an economic situation and try
to understand them by using process-tracking techniques, namely the language pro-
tocol method and information monitoring method. The process-tracking techniques
also include physiological and psychological measurement techniques, such as the
measurement of eye movement and skin electrical activities. Recently, a method
using functional brain imaging has also been proposed. Based on the development of
neuroeconomics, which aims at exploring the neuroscientific basis of human deci-
sion making behavior, the noninvasive brain activity measurement methods (i.e.,
imaging methods for brain functions and the blood flow in the brain, such as func-
tional magnetic resonance imaging (fMRI) and the positron emission tomography
apparatus (PET)) have been developed and a system has been established, demon-
strating the cooperation among psychologists, economists, and neuroscientists as
they attempt to clarify the findings based on previously conducted behavioral experi-
ments (Takemura, 2014). Especially, C. Camerer in the USA and E. Fehr in Switzer-
land have made a great contribution to the development of neuroeconomics. Since
the beginning, economic psychology has mainly focused on personal analysis as
the target for the decision making and behavioral phenomena analysis. However,
at present, apart from personal analysis, this field has also targeted other research
areas, such as the analysis of interactions among individuals, decision making in
a group, decision making in an organization, social decision making, and crowd
behavior, and so on, which social psychology has been targeting so far. In recent
years, as a derived area of behavioral economics, behavioral game theory has also
emerged,which describes decisionmaking behaviors under human interactions using
themethod of experiment games. In these kinds of research, various games are played
in experimental situations based on game theory.

1.4 Theoretical Framework of Economic Behavior
Research

Based on the historical background of economic psychology, some classifications of
the theoretical framework of economic behavior are presented.
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1.4.1 Hermeneutic Paradigm

Shionoya (2009) stated that economics and psychology originally had a very close
relationship. Economics was thought of as moral science and mental science, and it
was also related to the hermeneutics of W. Dilthey. J. M. Keynes stated that moral
science “includes all the individual sciences treating a human being as one with
subjective ability, that is, as being who senses, thinks, and wills.” In early classical
economics, themethod of introspection was used to obtain knowledge of mental phe-
nomena. However, apart from psychology, economics has asserted its independence
from the former since the beginning of the twentieth century.

Even in the Austrian school, exemplified by C. Menger, in the economics of the
nineteenth century, they had close relationships with the Brentano school of psychol-
ogy. Meanwhile, the tradition of “psychologism” claims that economics must find
the basis of ultimate explanations in psychological facts (Shionoya, 2009). Menger
and his colleagues thought of psychological processes such as necessity, desire, and
satisfaction as the “essence” behind economic phenomena, and thought that these
psychological experiences exist in their foundation (Shionoya, 2009).

Brentano created the branch of psychology called “descriptive psychology” or
“act psychology,” and formed the so-called Würzburg School, which conflicted with
the notion of “experimental psychology” and “content psychology” represented by
Wundt. Meanwhile, F Brentano emphasized the concept of “intentionality,” whose
abstract intentional behavior separated from the subject content is not inherent in
human beings as a psychological phenomenon but a mental activity wherein mental
phenomena affect outside subjects.

Brentano and a contemporary, Dilthey, founded “hermeneutics” as amethodology
of mental science based on Brentano’s psychology. Dilthey asserted that research on
human behavior differed from research on natural phenomena, and while reliving it
in light of the human spirit and its historical development, it should be understood
and interpreted in light of a broader understanding of the world, including the self
and others (Shionoya, 2009).

According to Shionoya (2009), such hermeneutic tradition is also inherited by
the present cognitive psychology and behavioral economics. From this viewpoint, it
is now possible to think that the position that emphasizes subjectivity in the current
economic psychology belongs to this hermeneutic tradition.

Another research approach, sometimes called postmodern research in the area of
marketing research, which has also inherited the hermeneutic tradition in a broad
sense. This approach, developed by Hirschman and Holbrook (Hirschman & Hol-
brook, 1992; Holbrook & Hirschman, 1993), sought to fully deal with problems of
consumer symbols and meanings as well as the social contexts and circumstances
involved in them. This approach takes a position similar to social constructionism
and hermeneutic research in the fields of social psychology and sociology. In this
approach, however, conventional research has paid little attention to the interactions
that occur among consumers. Moreover, there is an implicit assumption that the
mental mechanisms, such as memory and thinking, have universality among cul-
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tures, situations and individuals, and this notion has been critically examined in
this approach. This approach makes qualitative analysis the main research method.
Although it cannot be said that sufficient results have been obtained with regards
empirical research, this approach is accurate as to the problem identification of con-
ventional research, and its future development is expected.

1.4.2 Utility Theory Paradigm

The tradition of utility theory can be traced back at least to the formulation of
the mathematician D Bernoulli in the eighteenth century. He submitted the idea
of expected utility to solve the St. Petersburg Paradox (to be discussed later) intro-
duced by N. Bernoulli. The basis of this idea is that humans do not make decisions
based on mathematical expected values but do so according to the expected values
of utility expressed by the monotonic increase function of the result. The idea of this
utility theory developed in the Austrian school represented by Menger, and many
economists have also begun to utilize this approach. Menger’s Austrian school, as
Shionoya (2009) pointed out, sought the essence of economic behavior in the desire
satisfaction by goods and attempted to explain economic behavior based on the
principle of utility maximization and the law of diminishing marginal utility. The
utility maximization theory is based on the hypothesis that economic behavior can
be explained by the maximization of utility expressing a preference relationship and
is based on the hypothesis that the increment of utility decreases in accordance with
the increment of the monetary value (the slope of the utility function decreases).

Originally, utility theory was different from the hermeneutic paradigm, but a psy-
chologism tendency was suggested by the fact that the subjectivity of utility was
taken up (Shionoya, 2009). However, P. A. Samuelson, an economist, incorporated
the hypothesis of revealed preference (i.e., the utility function expressing the pref-
erence relationship could be directly estimated from the actual economic behavior,)
which distanced utility theory further from psychological ones. The hypothesis of
revealed preference is based on human rationality, but it can correspond with behav-
iorism in psychology, which makes scientific statements only from observed ones.

Utility theory was further developed theoretically by von Neumann and Morgen-
stern (von Neumann &Morgenstern, 1944, 1947). They proved that utility functions
exist based on objective probabilities if some axioms are satisfied and demonstrated
that utility can bemeasured assuming the expected utility theory. Their expected util-
ity theory does not necessarily assume a logarithmic utility function like Bernoulli’s
expected utility theory but formulates a utility function in a more abstract form.
In addition, they not only axiomatized the expected utility theory but also laid the
basis for interaction analysis by devising game theory that can treat interactions in
economic behavior.

The theory that considers the expected value of utility is called the expected utility
theory, and the one in which subjective probability is assumed is called the subjective
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expected utility theory. In recent years, it has developed into the system of nonlinear
expected utility theory, as represented by modern prospect theory.

Moreover, in the measurement of actual economic behavior, a method called con-
joint analysis is used. This analytical method, in multi-attribute decision making, is
a quantitative psychological method of utility measurement satisfying the axiomatic
system of the additive conjoint system, which in turn can express preference relation-
ships among choices by the sum of the utility of each attribute. For conjoint analysis,
a utility estimation does not make sense unless the preference relationship satisfies
the axiomatic system of the additive conjoint, but quantitative analysis is often per-
formed from priori assumptions that this axiom is satisfied. Marketing studies often
employ this approach.

In the analysis of economic behavior, the discrete choice model assuming the
utility theory is often used. This analysis was developed by the psychologist L. L.
Thurstone and later by the economist L. D. McFadden, who improved this method
and conducted extensive research. McFadden received the Nobel Prize in economics
in 2000. In the discrete choice model, the utility of the choice is a metric model
of decision making expressed by the sum of the deterministic utility for the choice
and the probability term assuming a certain probability distribution. The discrete
choice model is sometimes called a random utility model. The models assuming a
normal distribution for the probability term and a Gumbel distribution are called the
probit model and the logit model, respectively. The logit model that features two
choices is called a binary logit model, and the one with three or more choices is
called a multinomial logit model. This discrete choice model is also known as a
disaggregated behavioral model. This is a method of estimating the parameter from
the choice results of each individual, and not from the aggregated data of a group.
This is sometimes used as another term for the discrete choice model.

The utility theory paradigmmathematically and quantitatively expresses people’s
decision making and preferences, and even now, economics in particular is following
this tradition and it is often used in economic psychology as well.

1.4.3 Psychoanalytic Paradigm

After immigrating to New York in 1937, E. Dichter, influenced by S Freud, the
founder of psychoanalysis, explored consumers’ unconsciousness in “motivation
research” and conducted research in the USA from the 1940s. Dichter tried to reveal
the consumption motivation hidden behind behaviors related to purchasing products
by conducting in-depth interviews with consumers. For example, he understood that
a carpenter’s tools were for the sake of satisfying masculinity and motivation for
strength; meanwhile, red sports cars indicated motivation for eroticism (Lindquist &
Sirgy, 2006).

Such a theoretical framework attempts to clarify the purchase motivation that
consumers may be unaware of and understand why they purchase specific brands.
This theoretical framework is heavily influenced by psychoanalysis, which attempts
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Table 1.1 List presented in
motivation research

List A List B

Hamburger Hamburger

Bread Bread

Carrot Carrot

Baking powder Baking powder

Instant coffee Drip coffee

Canned peach Canned peach

Potato Potato

Source Haire (1950)

to explain human motivation on a subconscious level. This theoretical framework
was popular, especially in the 1950s. To date, many studies conducting marketing
research still adopt this approach.

One of the famous studies under this framework is the purchase motivation
research of Nescafe instant coffee conducted by Haire (1950). Nescafe’s instant
coffee sold to a certain extent at the beginning, but its sales gradually slowed down.
Even though they asked consumers directlywhy they no longer bought instant coffee,
the reason was not clear; moreover, they found that consumers could not distinguish
between instant coffee and drip coffee in terms of taste. Then, Haire prepared shop-
ping lists, in which only coffee was presented as different options (Table 1.1), and
conducted a survey asking people what kind of woman they thought would buy
these items. Such a survey is called a projection method, which aims to elucidate
the unconscious desires and consciousness of consumers. From the results of the
survey, Haire found that those who received the list with drip coffee thought of the
purchaser positively. On the other hand, those who received the list with instant cof-
fee assumed common consumer images, such as lazy people and a lack of planning
skills. Based on the results of this survey, Haire concluded that through marketing
and advertisements, Nestlé succeeded in conveying the notion that drinking Nescafe
is rather active and necessary for family members.

In motivation research, such projection methods and interview methods are often
used. Currently, they are used in the practical sphere as part of research on consumer
insights.

Box 2: Sigmund Freud
Born in 1856; deceased in 1939. He received a medical degree in 1881 at the
University of Vienna. He is the founder of psychoanalysis, who created a new
approach to the understanding of the human unconsciousness. His thought
influenced the psychoanalytic approach of consumer research such as motiva-
tion research proposed by Ernest Dichter.
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1.4.4 Macroeconomic Psychology Paradigm

This paradigm can be attributed to G. Katona, who was born in Hungary and studied
basic psychology under the influence of Gestalt psychology. He later went to the
USA to begin his research on the psychological factors of the problem of inflation
during the Second World War. In his works, he studied the psychological factors
of macroeconomic phenomena such as inflation through extensive research. Katona
tried to clarify macroeconomic phenomena psychologically without assuming the
rational “homo economicus” in traditional economics theory. Regarding “mass con-
sumption society,” he pointed out the importance of general affluence, which allows
discretionary purchase (i.e., consumer rights that affect the economy and consumer
psychology) and tried to elucidate the characteristics of consumer behavior from the
psychological aspect. He established research methods of economic society by elu-
cidating consumers’ motivation, attitudes, expectations, and so on, which are factors
that have a significant effect on macroeconomic phenomena.

Katona also pointed out that the economic behavior of individuals does not exist
independently, but imitation behavior, occur due to the simultaneous transmission
of information by the mass media; moreover, economic behaviors correlate with
one another, so macroeconomic phenomena cannot be predicted or explained by the
quantitative analysis assuming independence of ordinary individuals (Maeda, 1999).
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With respect to economic psychology, Katona stated that “The fundamental need
for psychology in economic research is to discover factors behind economic pro-
cesses, that is, factors responsible for economic activities, decision making, and
choices, and to analyze them… ‘Economics without psychology’ did not succeed
in explaining important economic processes, and ‘psychology without economics’
cannot explain an aspect of the most common aspects of human behavior” (Katona,
1975, p. 9). Furthermore, Katona indicated that the socialization of the economy
is a long-term process of the education of children by family members, teachers,
and friends, which would take a decade to produce changes in economic behavior.
He also predicted the effect this learning process would have on various economic
phenomena. Furthermore, Katona believed that consumer optimism and pessimistic
indicators against income changes can explain consumer spending and savings in
the aggregate level, adding that the combination of these two factors shows a higher
predictive value than that of only income data or expectation data (Katona, 1975).

Research on such a macroeconomic psychology paradigmwas energetically done
at the University ofMichigan, where Katona belonged, although this trend had rather
been inherited especially in Europe. Vigorous studies are being conducted by F. van
Raiij, G. Antonides, H. Montgomery, and T. Gärling. For example, Gärling, Kirch-
ler, Lewis, and van Raaij (2009) explained the psychology of people and what kind
of economic behavior may occur related to the financial crisis of this century from
the economic psychology perspective; they also attempted to explainmacroeconomic
phenomena. A survey-based research from amacroeconomic psychological perspec-
tive was also attempted by Japanese psychologists such as H. Akuto and S. Kojima
in the 1960s. Currently, such research is being conducted by Japanese economists
such as Y. Tsutsui, F. Otake, S. Ikeda, T. Ida, M. Ogakim and Y. Ukai.

Box 3: George Katona
Born in 1901; deceased in 1981. He graduated with a doctorate in Experimen-
tal Psychology from the University of Göttingen, Germany in 1921, and then
moved to USA in 1933. He was working on the application of economic psy-
chology to macroeconomics, developing measures of consumer expectations.
Katona wrote many books and papers for macroeconomic aspects of economic
psychology.
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1.4.5 Sociopsychological Paradigm

This paradigm overlaps with the macroeconomic psychology paradigm of Katona
and colleagues. Rather than explaining macroeconomic phenomena, it is used as
a general term for research approaches applying the concept of “attitude” in the
prediction of personal economic behavior. The attitude is a concept that is commonly
used in social psychology, and is defined as the “Psychological or neurophysiological
prepared state organized through experience, which directs or changes the behavior
of the organism itself for all of the subjects and situations the organism is involved”
(Allport, 1935). Studies on predicting consumer behavior using the questionnaire
method based on the concept of this attitude were particularly active in the 1970s.

Fishbein andAjzen (1975) proposed a reasoned action theory to explain the behav-
ioral relationship from the attitude. This theory is also used extensively in consumer
behavior, and because this theory assumes the attitudes of various attributes, it is
considered to be the study of a multi-attribute attitude model. As shown in Fig. 1.2,
researchers stated that it is not the attitude but the intention to perform a behavior
that directly defines that behavior, and that the intention is the subjective norm of
taking the attitude and its behavior. Here, the subjective norm is one that is related
to the degree by which others (parents, friends, a spouse, etc.) are expecting you to
act upon such a behavior. The weight of how much the subjective norm and attitude
contribute to intention and ultimately lead to behavior is estimated by the statistical
analysis of actual research and experimental data.

Ajzen (1991) further developed the reasoned action theory and proposed a planned
behavior theory. As shown in Fig. 1.3, it is intention that directly defines behavior,
but in addition to the attitude and subjective norm, the sense of behavioral control

https://isr.umich.edu/fellowships-awards/george-katona-economic-behavior-research-award-fund/
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Fig. 1.2 Path diagram of reasoned action theory (Fishbein and Ajzen 1975)

Fig. 1.3 Planned behavior theory. Source Ajzen (1991)

contributes to the intention. The sense of behavioral control is related to carrying out
a behavior and is a cognition of how easy it is for the actor to perform such behavior.
These three factors are interrelated and affect intention, as shown below. Moreover,
the current version of the model was shown in Fig. 1.4 (Ajzen, 2019).

Sociopsychological studies based on such attitudes are still extensively carried
out. Especially, in the field of consumer behavior, studies using the construct level
theory of social psychology are actively carried out (Abe, 2009). Construct level
theory, developed originally in the area of social psychology, posits that the spiritual
representation is divided into construct levels with higher-order and lower-order ones
according to the psychological distances that people feel about the subject and event
being studied (Trope & Liberman, 2010). In addition, the high and low classification
of construct levels can lead to differences in choice criteria. For example, in evaluating
two radios with a clock, in which one radio has good sound quality but the accuracy
of the clock is inferior, and the other radio has bad sound quality but is accurate, the



1.4 Theoretical Framework of Economic Behavior Research 25

Fig. 1.4 Theory of planned behavior diagram. Source Ajzen (2019)

former is highly evaluated in the far future choice, whereas the latter’s evaluation
becomes higher on the condition of the near future choice (Abe, 2009). If construct
level theory is correct, the purchase decision making is made depending on the
secondary features of the product immediately before purchasing, but when it is long
before purchasing, the purchase decisionmaking ismade by prioritizing the basic and
essential features of the product. This idea emphasizes the essential features of the
product in the advertisements, such as television and/or newspaper advertisements,
which are effective at a stage considerably earlier than the actual purchase. Doing so
also emphasizes the secondary features of the product in the POP and leaflets, which
are effective immediately before the purchase.

1.4.6 Behavioral Decision Theory Paradigm

In research on decision making, studies on normative theory traditionally pre-
cede others, and in a way of comparing the theory there with actual human deci-
sion making behavior, research on behavioral decision theory—a descriptive the-
oretical research—has also been conducted (Kobashi, 1988). W. Edwards is the
founder of behavioral decision theory. He began conducting psychological research
on decision making from 1948 and already wrote a review paper titled “Behav-
ioral Decision Theory” in 1961 (Edwards, 1961). In this behavioral decision theory
research, Edwards conducted psychological experiments on how much the expected
utility principle in economics applies.

The original behavioral decision theory research has traditionally been conducted
in psychology. Especially, from a methodological viewpoint, the research has been
done by mathematical psychologists and experimental psychologists as well as by
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cognitive psychologists and social psychologists, when dividing it by research sub-
ject area. These studies have a close relationship with expected utility theory, so it
can be said that they are studies on economic psychology and have no strong rela-
tionship with actual consumer behavior. Under such circumstances, however, H. A.
Simon, who received the Nobel Prize in economics in 1978, refuted the old tradi-
tional economics based on the theories and experiments on human decision making
behavior from the 1950s. Since the 1980s, D. Kahneman has conducted research that
has challenged the expected utility principle, Bayesian inference, problems of uncer-
tainty, and the hypotheses of the universality of preferences in economics based on
the psychological experiments. Kahneman proposed a decision making theory based
on psychological value functions, which he called prospect theory, together with his
collaborator A. Tversky, and tried to explain the economic phenomena.

In consumer behavior research, such as those on marketing, studies on con-
sumer information processing by Bettman (1979) gained momentum, and those
that focused on the consumers’ information processing and decision making serve
as the paradigm. In this approach, as shown in Fig. 1.5, consumers’ decision making
process is conceptually assumed. This model is proposed by Blackwell, Miniard,
and Engel (2001). Basically, it assumes a time process: desire recognition > infor-
mation search > option evaluation > purchase > Result (satisfaction, dissatisfaction,
disposal). Consumer information processing theory clarifies what kind of factor and
store environment consumer decision strategies and heuristics are easy to use and
explains the kind of information processing the act of purchase decisionmaking goes
through.

Fig. 1.5 Consumers’ decision making process. Source Blackwell et al. (1995)
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The reason why this approach focuses on the information processing process of
consumers is that the way of information processing may affect the results of deci-
sion making. Hence, it is sometimes impossible to predict the behavior of consumers
without knowing the actual information processing.

A method called process-tracking technique is used to examine the information
processing of consumers. This technique features the verbal protocol method to
encourage participants talk about what they think and the method of monitoring
information acquisition to analyze the order of information acquisition. The verbal
protocol method identifies how to decide and what decision making strategies to
employ by recording speech and verbal reports in the decision making process. In
addition to the decision making process, there are cases where verbal reporting is
made after a decision is made. In addition, the method of monitoring information
acquisition presents problems to the decision making process, recording the search
process of information in the process, and identifying how to make decisions and
strategies from the search process. There is also a method that uses a device to
measure eye movements.

As described above, the process-tracking technique also includes physiological
psychological measurement techniques such as eye movement measurement and the
measurement of skin electrical activities, and recently, a method using functional
brain imaging has also appeared. Based on the development of neuroeconomics,
which aims at exploring the neuroscientific basis of human decision making behav-
ior, noninvasive brain activity measurement methods have been developed. These
include imaging methods concerning brain functions and the blood flow in the brain,
such as functional magnetic resonance imaging (fMRI) and the positron emission
tomography apparatus (PET). Furthermore, a system has been established that allows
psychologists and economists to cooperate with neuroscientists in clarifying the find-
ings having been handled only by behavioral experiments.

1.4.7 Behavioral Economics Paradigm

Behavioral economics is a study that aims to describe human economic and to explore
human judgment and decision making in the economic situation, mainly by conduct-
ing measurements based on experiments and surveys. In this respect, it is common to
describe the decision making process with the behavioral decision theory paradigm
shown earlier. In addition, as the research by Kahneman and others is also called
behavioral economics, it is common in this field as well. However, in the case of
a behavioral economics paradigm, not only decision making phenomena but also
human interactions and macro-collective behaviors are further explored.

The findings of behavioral economics so far have indicated that both human
judgment and decision making are not necessarily rational and have clarified their
psychological factors, environmental factors, and processes related to them. Some
readers may think that human judgment and decision making are not reasonable,
which is consistent with the commonsense of the world, and that the findings do not
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have any novelty. However, traditional economics has thus far constructed theories
by implicitly assuming that humans are the rational homo economicus and always
adopt the best choice; moreover, economic policies are often considered based on
those theories. Hence, it has been suggested that theories of traditional economics
and economic policies based on these must be revised based on some of the find-
ings of behavioral economics, which have had a great impact. Eventually, Simon,
Kahneman, and Smith were awarded the Nobel Prize in economics for their research
achievements related to behavioral economics. Research on economic theories that
consider the actual human judgment and the characteristics of decision making have
also been carried out relatively recently, andmany other attempts are still in progress.

Behavioral economics has been regarded as an area of economics, but based on the
studies of Simon and Kahneman et al.., it has a close relationship with psychology.
Indeed, the relationship between behavioral economics and psychology has a very
long history.

The early version of “behavioral economics,” which already existed in the area
of psychology, originated from the research called behavior analysis, in the 1930s
by American psychologist B. F. Skinner. Skinner tried to explain the behaviors of
humans and other animals with the concept of operant conditioning, which he devel-
oped from the studies of condition reflexology by I. Pavlov and the trial-and-error
learning theory by E. Thorndike. Operant conditioning is the process of learning in
which the frequency of the voluntary occurrence of the following behavior changes
in accordance with the change of the environment immediately after the behavior
has occurred. In his theory, Skinner tried to explain many learning behaviors through
operant conditioning. Behavioral economics research in the 1970s began to link
behavior analysis with economics. In 1980, Hursh concretely investigated behav-
ioral experimental data on animals by linking them with economic concepts, such as
closed/open economic environments, price elasticity, or substitution and supplemen-
tarity (Hursh, 1980). Behavioral economics, in this vein, attempted to explain animal
behavior by using concepts assumed in traditional economics, such as the assumption
of the maximization of utility, price elasticity, substitution, and supplementarity.

In comparison, the current version of behavioral economics can be traced back to
the research on the behavioral decision theory described earlier. Conventionally, in
decision making research in psychology, studies on normative theory traditionally
preceded others. In order to compare the theory with actual human decision making
behavior, research on behavioral decision theory, a descriptive kind of theoretical
research, has been conducted. Behavioral economics derived from the behavioral
decision theory examined phenomena where human behaviors are not consistent
with normative theories, as in utility theory and the reasons behind such phenomena.
Conversely, behavioral economics derived from behavioral analysis applied theories
of traditional economics to animals, such as pigeons and rats, rather than to humans.
However, in recent years, both approaches have become very close. In particular,
there is a tendency to conduct a unified research applicable to both humans and the
other animals on delayed value discounting and choice behavior research under risk,
among other topics.
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The relationship between behavioral economics and psychology dates back to the
nineteenth century when interpreted in a broad sense. In a book published in 1860,
G. T. Fechner, famous for the classical psychology theory, proposed a psychophysi-
cal method and developed a constant measurement method and a scale construction
method to specify the functional relationship with psychological quantity produced
through stimulus intensity and judgment. He then derived the theory of sensory
quantity expressed by logarithmic functions; this research used expected utility the-
ory proposed by mathematical scientist D. Bernoulli in the eighteenth century. Thus,
psychology and economics have had a lengthy relationship. In addition, Shionoya
(2009) described in detail the close relationship between psychology and economics,
not only in the mathematical scientific aspect but also in the hermeneutic terms. He
further stated that using psychological methods in economics did not seem to be
unique in the nineteenth century.

Since the beginning, the field of behavioral economics has mainly focused on
personal analysis as the target for the decision making and behavioral phenomena
analysis. However, at present, in addition to this personal analysis, the research areas
like the analysis of interactions between individuals, decision making in a group,
decision making in an organization, social decision making, and crowd behavior,
are targeted. These topics are also being investigated in social psychology research.
Hence, we can say that there is also an emerging specialization, called behavioral
game theory, which describes decision making behaviors under human interaction
using the method of experimental games, in which various games are played in
experimental situations based on game theory.

Summary

– Economic psychology studies the psychological aspects behind various economic
phenomena and explores the mechanisms of people’s judgment, decision making,
and behaviors in different economic situations.

– Economic behavior is directly involved in activities throughwhich humans acquire
goods and services and consume and dispose of in their socioeconomic lives.

– Economic psychology research is useful for elucidating various economic phe-
nomena, marketing activities of organizations like companies, public policies like
consumer protection and education, and consumers’ decision making behaviors.

– Economic psychology research features theoretical frameworks, such as the
hermeneutic paradigm, utility theory paradigm, psychoanalytic paradigm,macroe-
conomic psychological paradigm, social psychological paradigm, behavioral deci-
sion theory paradigm, and behavioral economics paradigm, and all of these are
closely related to one another.

Reading Guide for More Advanced Learning

– Antonides, G., & van Raaij, W. F. (1999). Consumer behavior: A European per-
spective. Chichester, UK: Wiley.
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This book is a textbook of European consumer research and covers economic psy-
chology, sociology, and historical studies.

– Kirchler, E., & Hoelzl, E. (2018). Economic psychology: An introduction. Cam-
bridge, UK: Cambridge University Press.

Among books of economic psychology, this book features the general items of eco-
nomic psychological research, and the reader can easily understand how economic
psychological research is conducted and how it is related to other psychology-related
sciences.

– Ranyard, R. (Ed.) (2018). Economic psychology. Chichester, UK: Wiley.

This book concretely explains how economic behavior research is carried out and
how they make contributions to the society. It is particularly useful when you want
to have a concrete image of economic psychological research.

– Leiser, D., & Shemesh, Y. (2018). How we misunderstand economics and why its
matters: Psychology of bias, distortion, and conspiracy. London, UK: Routledge.

This book is explaining why ordinary people misunderstand micro- and macroe-
conomical phenomenon. The author gave insightful discussions on relationships
between psychology and economics.
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Chapter 2
Rational Choice and Revealed
Preference: Theoretical Representation
of Preference Relations Leading
to the Best Choice

Keywords Rational choice · Best option · Revealed preference · Indifference
curve · Marginal substitution rate

Traditional economics has relied on the assumption of “rational homo economicus.”
This chapter investigates the rationality of decision making and focuses on the con-
cept of rational choice. We utilize set theory to conduct a rigorous discussion. The
concept of rational choice is based on the premise that at least the best option can
be chosen and the options can be ordered in descending order of preference. Fur-
thermore, we present the idea of revealed preference, which can deduce preference
relations that produce rational choices from actual economic behavior. We elucidate
the concept of utility, which is inferred from the idea of revealed preference, and
briefly present the concept of traditional ordinal utility theory. Numerous economic
theories have utilized the ordinal utility theory. However, some counterexample phe-
nomena exist, which cannot be justified from the perspective of behavioral decision
theory. This chapter presents examples that do not satisfy transitivity, which is the
premise of the ordinal utility concept. Transitivity indicates the relation between two
options. For example, if a shopper prefers oranges to bananas and apples to oranges,
then the transitivity assumption requires him/her to prefer apples to bananas. This
idea reflects the nature of a consistent preference relation.

2.1 Framework to Describe Decision Making

2.1.1 Relationship Recognition and Set Theory

People in ancient India, ancient China, and ancient Greece considered human pref-
erence judgment. Basically, judgment begins with the recognition of relations.
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Consider a situation. An apple and an orange are placed on a plate. Two boys,
Taro and Jiro, appear; Taro eats the apple, and Jiro eats the orange. A set {apple,
orange} of fruits is placed on the plate, and a set {Taro, Jiro} of persons exists. The
possibilities of who eats what are the sets of combinations between the sets of the
plate and the person {(apple, Taro), (apple, Jiro), (orange, Taro), (orange, Jiro)}. This
implies that possibilities exist where Taro eats the apple, Jiro eats the apple, Taro
eats the orange, and Jiro eats the orange. In set theory, these combinations of two
sets are called a direct product, which indicates the possibilities that can occur.

Let a part (called a subset) of this direct product be denoted by R= {(apple, Taro),
(orange, Jiro)}. This set expresses the relationship that Taro eats the apple and Jiro
eats oranges. In this manner, we can express the relationship between Taro and Jiro
and the apple and orange on the plate using subset R of the direct product showing
possibilities. Set theory is used inmathematics. However, with the use of abstract the-
ory, the relation that forms the basis of judgment can be expressed. When describing
the relationship somewhat more abstractly from another perspective, consider that
an ordered pair (x, y) belongs to R such that x and y are in the relationship with R.
Accordingly, we can express it by writing as xRy and state that “x is more or at least
equally prefered to y with relation R.”

In the aforementioned example, the relationship between two sets of people and
fruits can be called a binary relation. Furthermore, for example, considering a plate
with different fruits, we can express the fruits Taro and Jiro ate among those on the
second plate using the subset of the direct product. In this case, the relationship can
be expressed using the three-term relation. In general, relationships can be expressed
by the n-term relation.

2.1.2 Ordering and Comparative Judgment

Accordingly, we have shown that relationships can be expressed using set theory.
However, how can we describe the ordering of subjects? Ordering judgment is a
situation of binary judgment wherein when two subjects are compared, you judge
which is higher or lower, larger or smaller, or whether subjects are different or the
same. For example, when comparing the length of two line segments, you judge
which segment is longer or shorter. Although such binary judgment may not look
like ordering, comparative judgment is actually being performed in this case. This
is the basis of judgment of ordering. A slightly different example is a case where
you compare two subjects and choose one as per your preference. From the word
“ordering,” you may imagine a situation where you order many subjects, but from
a basic point of view, ordering can be considered to occur from the comparison of
two subjects. We regard such comparative judgment between two simple subjects as
judgment of ordering.

Such judgment of ordering can be thought of as a result of comparative judg-
ment among elements of a collection (set) of a subject. We can express the result
of comparative judgment with the subset by considering the direct product of the
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subject set. In the above example, if you consider a set X with two elements X
= {apple, orange} and make the direct product, then you have X × X = {(apple,
apple), (apple, orange), (orange, apple), (orange, orange)}. Then, for example, if R=
{(apple, orange)}, then the result of comparative judgment—namely, that the apple
is preferred to the orange—may be expressed.

2.1.3 Various Forms of Comparative Judgments

Comparative judgments have various forms. In ordinary psychology, cases for judg-
ment exist where on being shown two options, you are asked to “choose either one.”
This approach is called a forced choice method, and you may choose neither option
in some cases. Even if you make a comparative judgment, ordering the subjects
appropriately is not always possible. We list the standards that divide the judgment
properties as follows:

(1) Completeness (comparability): In decision making, either xRy or yRx is true.
For example, if a set of fruits is X and xRy is defined as the relation such that y is
preferred to x or they are indifferent, thenwe can deduce that banana is preferred
to strawberry or they are indifferent and that strawberry is preferred to banana
or they are indifferent. It is not comparable and does not satisfy completeness in
case “you do not know which one you prefer or whether they are indifferent.”

(2) Reflectivity: In a comparative judgment of the same subject, a relation such as
xRx may exist. For example, when a set of fruits is X and R makes the relation
of the same preference, it is selfevident that the banana and banana, or the
strawberry and strawberry are prefered equally, thereby they satisfy reflectivity.

(3) Symmetry: When making a comparative judgment, when the order relation of
the subjects is reversed, if xRz, then the same relation as zRx can be obtained.
For example, when a set of fruits is X and R makes the relation of the same
preference, if banana is preferred as much as strawberry, then strawberry is also
preferred as much as banana, thereby satisfying the symmetry.

(4) Antisymmetry: When making a comparative judgment, if the order relation of
the subjects is reversed, the same relationship is obtained. If xRz and zRx, then
x = z is always obtained; thus, the antisymmetry is satisfied. For example,
when the set of real numbers is X and the relation of equal magnitude is R,
this relationship is satisfied. However, when the set of fruits is X and R makes
the relation of the same preference, even if banana is preferred as much as
strawberry, it does not make the strawberry and banana equal. Thus, they do not
satisfy antisymmetry.

(5) Transitivity: A transitive relationship states that for elements x, y, z, if xRy and
yRz, then xRz holds true. For example, if a set of fruits is X and xRy is defined
as a relation such that y is preferred to x or they are indifferent, then transitivity
is satisfied. This means that if a relation exists where banana is preferred to
orange or they are indifferent, banana is preferred to strawberry or they are
indifferent, and strawberry is preferred to orange or they are indifferent, then
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transitivity is satisfied. Alternatively, considering the relation xRy such that the
weight of object x is heavier than that of y, if x is heavier than y and y is heavier
than z, then x is heavier than z. This idea holds true as long as the balance is
functioning. In addition, when the transitivity does not hold true, as shown in
Chap. 1, the relation is a three-way standoff. For example, if the relation of
paper–rock–scissors is shown by �, then the relation among paper, rock, and
scissors is such that rock � scissors and scissors � paper, but because rock �
paper does not hold true, � does not satisfy transitivity.

2.2 Best Option and Selection Function

2.2.1 Best Option

In economic behavior, people are considered to act reasonably.Consider, for example,
a casewhere only two brand options exist in consumer decisionmaking. For example,
decision making is needed when choosing either brand A or brand B. Which option
is the best is unknown unless you examine the content of the options, but judging
from the formal features is easy. For example, if you choose brand A, then you can
say A is formally the best. In such a case, if brands A and B are comparable, then this
result will be acceptable.

However, when three or more brand options are available, the situation becomes
somewhat complicated. For example, when brands A, B, and C are presented, choos-
ing the best brand among them becomes rather complicated. If brand A is preferred
to B, brand B is preferred to C, and brand A is preferred to C, then brand Awill be the
best option. However, if brand C is preferred to brand A, then the preference circles
around A to B toC to A and the best option cannot be decided. If the preference order
is circling, then you will not be able to choose the best option.

Here, let us define the best option for decision makers using symbols from set
theory. Let x be an element of X, where X denotes the set of options. For example, if
X = {brand A, brand B, brand C}, then its elements are brand A, brand B, and brand
C. If X = {x, y, z}, then its elements are options x, y, z. If you prefer x at least as
much as the other elements in X, then x is called the best option. C(X, R) as the best
option is defined as “an element of X that satisfies the relationship R such that x is at
least as good as y for y in any X.” Formally, this can be expressed as follows:

C(X, R) = {x ∈ X | satisfies the relationship R such

that x is at least as good as y for y in any X.}

Furthermore, if xRy is expressed as “the relationship R such that x is at least as
good as y,” then

C(X, R) = {x ∈ X | also for y in any X, x Ry }
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can be obtained. The above formula is called “C(X, R) is the set of elements of X
that satisfies xRy for y in any X.” The fact that C(X, R) is not an empty set implies
that the best option exists.

Next, another relation is defined from the relation R. xRy has been understood as
“x is at least as good as y,” and the following relations are defined below.

If it is not xRy or yRx, then it is xPy.
If it is xRy and yRx, then it is xIy.
If x is at least as good as y and if it is not true that y is at least as good as x, then

xPy and x are preferred to y. If x is at least as good as y and y is at least as good as
x, then x is indifferent from y.

2.2.2 Conditions for Guaranteeing Preference Relations
and the Best Option

Usually, in economic behavior, consumers are often assumed to be able to compare
two options. This idea shows that completeness (connectivity) holds true. Thus, when
at least either xRy or yRx holds true, for example, if the set of brands is X and when
xRy is defined as the relation such that y is preferred to x or they are indifferent, then
we can deduce that brand x is preferred to y or they are indifferent and the brand
y is preferred to z or they are indifferent. It is not comparable and does not satisfy
completeness in case you do not know which one you prefer or whether they are
indifferent.

That is, completeness is expressed as follows:
Completeness: ∀x, y ∈ X, x Ry ∨ yRx .
Accordingly, the relation (∀x, y ∈ X), xRy, or yRx holds for any elements x and

y in the option set X. Here, ∨ is a logical symbol, indicating that at least either
one holds true. The following reflective properties can be derived further from the
completeness property. Reflectivity: ∀x ∈ X, x Rx

Next, we explain acyclicity, which can be defined as follows: for any selection
subjects x1, x2, …, xk , if x1Px2, x2Px3, …, xk−1Pxk hold true, then xkPx1 does not
hold true. An example where acyclicity does not hold true is the three-way standoff
relation. For example, if the relation of paper–rock–scissors is shown by P, then
the relation among paper, rock, and scissors is rockPscissors and scissorsPpaper; however,
acyclicity is not satisfied because rockPpaper does not hold true.

A theorem suggests that in the selective set of finite elements, if the preference
relation satisfies the properties of completeness and acyclicity, then the best option
exists. Below, we show the theorem on the best option and rational choice based on
interpretations by Feldman and Serrano (2005).
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2.2.2.1 Theorem on the Best Option

Let X be a finite set to be selected. If the relation R is complete and acyclic, then
C(R, X) is not empty. That is, under this condition, the best option exists.

Proof If you consider any element from X and it is judged as the best, then this
proof will end. Given that X has a finite number of elements and the relation R has
completeness, either the existence of the best option can be proved from the finite
choices or the idea that the choice lasts forever holds true. Given that the elements
of X are finite, if the choice lasts forever, because also for selection subjects x1, x2,
…, xk , if x1Px2, x2Px3, …, xk−1Pxk hold true, then circling such as xkPx1 occurs.
This finding is contrary to the assumption. Therefore, under this condition, the best
option will be available. Thus, the proof is completed.

The following theorem focuses on the existence of the best option.

2.2.2.2 Theorem on the Necessary and Sufficient Conditions
for the Existence of the Best Option

LetR be complete.OnlywhenR is acyclic, the selection subjectX with finite elements
hasC(X, R) that is not empty. That is, under R satisfying completeness, the necessary
and sufficient condition for the selection function to be the best option is that R is
acyclic.

Proof In this proof, the idea that when R is complete and acyclic, it has a nonempty
C(X,R) is the same asmentioned earlier.We now demonstrate that underR satisfying
completeness, having nonempty C(X, R) indicates that R is acyclic. Suppose R is not
acyclic. Then, x1, x2, x3, …, xk exist, which become x1Px2, x2Px3, …, xk−1Pxk ,
and xkPx1. If set X is {x1, x2, x3, …, xk}, then C(X, R) is empty. However, this
contraposition result is that when R is complete, if it has a nonempty C(X, R), then
R is acyclic. Thus, the proof is completed.

Box 1 Amartya Kumar Sen
was born in 1933. He received Ph.D. at Cambridge University in 1959. He
was awarded the Nobel Prize in economics in 1998 for his work of welfare
economics. He has also contributed to the decision theory, social choice theory,
and philosophical study of human value and decision making. He is currently
working as a Professor at Harvard University.
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2.3 Criteria of Rationality and Weak Order

2.3.1 Two Criteria of Rationality

We revealed that acyclicity and completeness are necessary tomake the best decision.
However, even if you have selected the best option, it is unclear as to whether it is
rational. Next, let us consider the following two criteria for rationality (Sen, 1970):

Property α: If an element x belonging to X1, which is a subset of the selected set
X2, is the best element of X2, then x is the best element in all X1.

That is, ∀x ∈ X1 ⊂ X2 → [x ∈ C(X2, R) → x ∈ C(X1, R)].
This propertyβ is also called the conditionof independence fromunrelatedoptions

(Sen, 1970).

https://www.flickr.com/photos/publicresourceorg/26917255153/in/photolist-c9CdcL-bUKj54-c9C8TA-c9C4q7-GfdmNU-c9Ca7Y-231M5Xk-ajS14E-EHXwHF-c9C6dY-cDrnFW-b6fNAe-H1zYb6
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Property β: If elements x, y belonging to X1, which is a subset of the selected set X2,
are the best elements in X1 and x is the best in X2, then y is also the best element in
X2.

That is, ∀x, y, [x, y ∈ C(X1, R)& X1 ⊂ X2] →
[x ∈ C(X2, R) ⇔ y ∈ C(X2, R)]

Property β is such that if both x and y are the best options in X1, which is a subset
of X2, if one x is the best option in X2, then the other y is also a subset of X2; if y is
the best option in X2, then x is also the best option in X2. This property suggests that,
for example, if brand A, the best option in Japanese stationery, is the best stationery
in the world, then brand B, the best type of the same Japanese stationery, must also
be the best stationery in the world.

All the selection functions C(X, R) generated by R satisfy property α but do not
necessarily satisfy property β (Sen, 1970). If x belongs to C(X, R) for all y in X, then
it becomes xRy. Thus, property α is satisfied. However, for example, considering the
following binary relation with three options, property β is not satisfied. That is, when
X = {x, y, z}, consider the preference relation of xIy, xPz, and zPy. Then, given that
{x, y} = C({x, y}, R) and {x} = C({x, y, z}, R) are obtained, this relation obviously
does not satisfy property β.

2.3.2 Rational Choice and Weak Order

An important theorem about rational choice has been presented (Sen, 1970).

2.3.2.1 Weak Order Theorem on Rational Choice

A necessary and sufficient condition for the selection function C(X, R) derived from
the binary relation R to satisfy the property β is that R is in weak order.

The weak order is a relation that satisfies completeness and transitivity. Com-
pleteness has been explained, and transitivity is the relation as described below, that
is,

Transitivity: ∀x, y, z ∈ A, x Ry& yRz → x Ry.
That is, if xRy and yRz hold true for any elements x, y, z (∀x, y, z ∈ A) of A,

then xRz holds true. For example, when A is the set of options of product brands in
the same way above, if you interpret xRy and if a relation exists such that brand x
is preferred to brand y or they are indifferent, brand y is preferred to z or they are
indifferent, and brand x is preferred to z or they are indifferent, then transitivity is
satisfied.

If transitivity does not hold true, then a three-way standoff relation exists. Acyclic-
ity and transitivity are slightly different concepts. If transitivity holds true, then the
relation is acyclic, but the converse does not necessarily hold true. For instance, when
X = {x, y, z}, let us consider the preference relation of xIy, yIz, and xPz. This idea
obviously satisfies acyclicity, but it does not satisfy transitivity.
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Proof We prove this theorem using the proof by contradiction. First, assuming that
it is not in weak order, we need to prove that the selection function C (X, R) derived
from the binary relation R does not satisfy property β. Second, assuming that R does
not satisfy property β, we need to prove that it is not in weak order.

First, R is assumed to not be in weak order. In this case, either completeness is not
satisfied or transitivity does not hold true. When completeness is not satisfied, given
that the selection function cannot be generated, property β is not satisfied. Next,
transitivity is assumed to not be satisfied. Then, options x, y, z that become xPy, yIz,
and zRx exist. Even though {y, z} = C({y, z}, R) and {y} = C({x, y, z}, R) result,
{x} = C({x, y, z}, R) does not hold true. Thus, property β is not satisfied.

Next, R is assumed to not satisfy property β. Then, x, y ∈ C(X1, R) results when
X1 ⊂ X2 and x, y, which result in x ∈ C(X2, R) and ¬[y ∈ C(X2, R)] (¬ means
negation in parentheses). Obviously, z can be present in X2 to be zPy and xRz. Given
that x, y ∈ C(X1, R) hold true, it becomes xIy; from the assumption of transitivity,
zPy& y I x → zPx result. However, this finding is inconsistent with the assumed
xRz. Therefore, R does not satisfy transitivity and is not in weak order. Thus, the
proof is completed.

In this manner, we found that the preference relation that satisfies the rationality
criteria α and β can only be in weak order. Therefore, weak order is considered to be
a formal criterion that must be satisfied in rational choice, especially in traditional
economics wherein we assume weak order for the decision making of an economic
entity.

The fact that transitivity and completeness hold true indicates that the best decision
making that satisfies properties α and β can be made in daily living. If transitivity
does not hold true, then preference circles similar to the way paper–rock–scissors
does, thereby preventing you from making the best decision. In addition, comparing
things is impossible, and you cannot select the best decision in the first place.

2.4 Criteria of Rationality and Utility Maximization

2.4.1 Expression Theorem of Weak Order

So far, we have shown that this preference relation of weak order leads to rational
selective functions, actually equivalent to utility maximization as explained in the
following paragraphs. We have described the preference relation using the symbol
of R; here, we use the symbol � to express the relation of weak order. Let x � y
be used with the same meaning as xRy (however, R is in weak order here).

Utility is a subjective value or desirability for adopting an option in daily usage; in
decision making theory, it is often operationally considered as a real-valued function
that expresses a preference relation (sometimes referred to as a utility function). We
consider utility by using a real number value because mathematical analysis of the
phenomena of decision making makes predicting and explaining phenomena easier.
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Let us give a simple example of utility. We consider decision making under
certainty that you select either brand A or brand B. In this case, the utility means
a real number value such that the utility (u[brand A]) of brand A is higher than the
utility (u[brand B]) of brand B when and only when brand A is preferred to brand
b (brand A � brand B). That is, when the relation of u(brand A) ≥ u(brand B) ⇔
brand A � brand B holds true, the preference relation � is expressed by the utility
function u. In particular, the utility that preserves only the order of preference is
called ordinal utility. The ordinal utility does not lose its essential meaning even if
the monotonically increasing transformation of its utility function is applied, and it
corresponds to the ordinal scale used in psychology and statistics. For example, if u
is an ordinal utility and when u(brand A) = 5 and u(brand B) = 2 are applied as well
as in the function ϕ, which monotonically increases and transforms its value, when
ϕ (u[brand A]) = 8 and ϕ (u[brand B]) = 3 are applied, then preference relations are
preserved.

Let us express the ordinal utility slightly more formally. We assume that the set of
optionsX is finite and the preference structure 〈X,�〉 is inweak order. The preference
structure is a set that arranges the set of options and some preference relations �
together. The following theorems hold true for the weak order that satisfies these two
properties (Krantz, Luce, Suppes, & Tversky, 1971).

2.4.1.1 Theorem on Weak Order (Cases of Finite Sets)

If the preference structure 〈X,�〉 on the finite set X is in weak order, only then does
a real-valued function (ordinal utility function) u: X → Re on X exist

∀x, y ∈ X, x � y ⇔ u(x) ≥ u(y)

In other words, this theorem means that if preference is in weak order, then the
preference relation is expressed with the function that has real number values that
preserve its preference. That is, we can consider the qualitative preference relation
in weak order through quantification by ordinal utility. Although we are considering
this theorem by finite sets, it holds true in countable infinite sets and in uncountable
infinite sets if a certain condition is added (Krantz et al., 1971).

2.4.2 Uniqueness Theorem on Weak Order

For ordinal utility, the following theorem holds true:
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2.4.2.1 Theorem on Uniqueness of Weak Order (Cases of Finite Sets)

When the preference structure 〈X,�〉 on the finite set A is in weak order and 〈X,�〉
is expressed with 〈Re,≥〉 through the real-valued function u: X → Re on A shown
in the above theorem and the structure 〈〈X,�〉, 〈Re,≥〉, u〉 is an ordinal scale.

This theorem assumes finite sets, but it also holds true for countable and uncount-
able infinite sets. In this sense, if the preference satisfies the weak order, then the
superiority or equality for any pair of options can be clearly stated and at least one
best option can be selected. This preference is equal to utility maximization.

2.4.3 Utility Maximization

Therefore, the following can be stated:

2.4.3.1 Theorem on Utility Maximization

The selection that satisfies the properties α and β of the rational criteria equals the
maximization of the ordinal utility derived from the preference relation in weak
order.

The assumption of “rational homo economicus” is often said to maximize utility,
which is the maximization of ordinal utility, and it does not necessarily assume that
the utility can be added ormultiplied in the cardinalmeaning (meaning by the interval
scale).

2.5 Utility Function and Indifference Curve

2.5.1 Indifference Curve

Consider a consumption plan. For example, consider goods constituting two items:
rice (x) and wheat (y). Assume that these goods are measured in kg, and consider that
these goods are expressed by any vectors in the form, such as 5 kg of rice and 1 kg of
wheat. This expression is made abstract as (x1, y1), (x2, y2). Given two consumption
vectors (x1, y1), (x2, y2), we consider that consumers make a comparative judgment
based on their preferences. Assuming that the preference structure 〈X,�〉 is in weak
order, the relation where y is preferred to x is expressed as x � y. Accordingly,

x � y ⇔ x � y&¬(y � x)
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Fig. 2.1 Utility function of two goods

can be obtained. This concept expresses that x is preferred to y in a stronger sense.
Furthermore, x � y indicates that x is preferred in a weaker sense.

Further, when a preference with the same degree is expressed as x ∼ y,

x ∼ y ⇔ x � y& y � x

can be obtained and x and y are indifferent.
A set of consumption vectors indifferent from a consumption vector xi ∈ X ,

I x = {y ∈ X |y ∼ x}

is called an indifference set, and a set of consumption vectors that prefers a con-
sumption vector in a weak sense

Rx = {y ∈ X |y � x}

is called an upper contour set.
With regard to the weight of rice (first good) and wheat (second good), when the

consumption vectors’ consumption amount of the first good and the second good are
on both axes, curves that draw consumption vectors indifferent from the consumption
vectors are indifference curves. This concept may be easier to understand if it is
considered from the utility function shown above. All the consumption vectors that
make the utility function of a consumption vector u(x, y) = k are connected to form
indifference curves. As shown in Fig. 2.1, the utility is higher in the upper part of
the figure. Two-dimensional indifference curves are drawn in Fig. 2.2, where the
amounts of x and y of the same utility height are connected and projected onto a
two-dimensional plane.
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Fig. 2.2 Indifference curves from the utility function of two goods. According to Fig. 2.2, the
consumption vectors A and B are indifferent, indicating strong preference for consumption vector
C

2.5.2 Perfect Substitutes

When a consumer can substitute a good with another good with a certain exchange
ratio, these two goods are called perfect substitutes. For example, when a hamburger
of company A can be substituted with a hamburger of company B with a one-to-one
exchange ratio, indifference curves, such as those shown in Fig. 2.3, can be drawn.
In this case,

u(x, y) = x + y

expresses the utility curve. In the case of perfect substitutes, preferences are generally
indicated by the utility curve as follows:

u(x, y) = ax + by

The slope of the indifference curve is −a/b. The slope of the indifference curve
may be referred to as the marginal rate of substitution. It shows the exchange ratio
when the consumer substitutes the first good with the second good.

Let us explain this marginal rate of substitution from the viewpoint of marginal
utility. The marginal utility of a good is the rate of change in utility �Ux linked to
the minute change �x in the good while the change in the quantity of other goods is
fixed.

If the marginal utility for the first good is MUx,
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Fig. 2.3 Indifference curves for perfect substitutes

MUx = �U

�x
= u(x + �x, y) − u(x, y)

�x

If the marginal utility for the second good is MUy,

MUy = �U

�y
= u(x, y + �y) − u(x, y)

�y

can be obtained. If the utility function is partially differentiable, then MUx is a value
obtained by partially differentiating the utility function with x and MUy is a value
obtained by partially differentiating the utility function with y.

If the marginal rate of substitution is expressed with marginal utility,

MRS = �y

�x
= −MUx

MUy

is obtained.

2.5.3 Perfect Completeness

Goods that are consumed together at a certain fixed ratio indicate perfect complete-
ness. For example, a pair of shoes and a pair of glasses are goods that make little
sense if both objects in the pair are not provided. Another example is a pair of shoes.
Consider that a shoe from a pair is the first good and a shoe from the same pair is the
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Fig. 2.4 Indifference curves
for perfect completeness

second good. In such a case, indifferent curves, as shown in Fig. 2.4, are drawn. In
the case of perfect completeness, as shown in Fig. 2.4,

(x, y) = min(x, y)

expresses the utility function because utility increases only when both pairs have the
same number of pieces. In the case of perfect substitutes, preferences are generally
indicated by the utility curve as follows:

(x, y) = min(ax, by)

Here, a and b are positive numbers that indicate the ratio at which each good is
consumed.

2.5.4 Indifference Curves of Noneconomic Goods

In general, goods satisfy the monotonic property that utility becomes higher as the
quantity increases. However, noneconomic goods (called “bads”) or negative goods
are not preferred as the quantity increases. Environmental wastes and pollutants are
examples of such goods. Figure 2.5 shows an example of noneconomic goods for one
good x, and Fig. 2.6 shows the indifference curves of noneconomic goods for both
goods x, y. Figure 2.5 shows the increase in the utility level in the upper left direction,
and Fig. 2.6 shows the increase in the utility level in the bottom right direction.
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Fig. 2.5 x is a noneconomic
good, and y is a good
satisfying monotonicity

Fig. 2.6 Both x and y are
noneconomic goods

2.5.5 Indifference Curves of Neutral Goods

Goods wherein utility for consumers does not increase even when the amount
increases are called neutral goods. At a hamburger shop, no matter how much the
amount of potato chips increases, if your utility does not increase, then the potato
chips are neutral goods. Figure 2.7 shows the indifference curves in the case where
one good x is a neutral good and the other good y satisfies normal monotonicity.
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Fig. 2.7 x is a neutral good,
and y is a normal good that
satisfies monotonicity

Fig. 2.8 Consumption
vector realizing utility
maximization under certain
budget constraints

2.6 Revealed Preference

2.6.1 What is Revealed Preference?

Determining consumer preferences is a problem when you want to know these pref-
erences. This condition also leads to the issue of inferring the utility function. Pref-
erence may be asked directly by using the questionnaire method, as used in social
psychology. However, no guarantee exists that consumers will answer honestly. A
methodology that obtains information about consumer preference, assuming ratio-
nality of consumers, is called revealed preference theory.

As shown in Fig. 2.8, assume that an indifference curve of goods x and y exists.
When the price per unit of a good x is p1 and the price per unit of y is p2, the budget
m is defined as

m = p1x + p2y.
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The straight line going down to the right in Fig. 2.8 is the budget constraint line.
If the indifference curve is convex, as shown in the figure, then the combination of
goods with the highest utility is the point where the indifference curve connects the
budget constraint line. The consumption vector of the black · mark is the optimal
consumption plan. Furthermore, the utility value of the consumption vector is low at
the lower left of the budget constraint line.

The principle of revealed preference can be shown as follows when considering
the problem of budget constraint.

2.6.2 Principle of Revealed Preference

Suppose that a consumption vector (x1, y1) is selected under the price (p1, p2).
Suppose that (x2, y2) is another consumption vector satisfying p1x1+ p2y1 ≥ p1x2+
p2y2 . At this time, if the consumer intends to select the best consumption vector,
then (x1, y1) is strongly preferred to (x2, y2).

When an inequality p1x1 + p2y1 ≥ p1x2 + p2y2 concerning the budget constraint
holds true and (x1, y1) and (x2, y2) are different consumption vectors, then (x1, y1) is
directly and revealingly preferred to (x2, y2). Furthermore, when three consumption
vectors (x1, y1), (x2, y2), and (x3, y3) exist, for example, even if (x1, y1) is not directly
and revealingly preferred to (x3, y3), (x1, y1) is directly and revealingly preferred to
(x2, y2), (x2, y2) is directly and revealingly preferred to (x3, y3), and the transitivity of
preference holds true, then (x1, y1) is indirectly and revealingly preferred to (x3, y3).

2.6.3 Weak Axiom of Revealed Preference

Suppose that a consumption vector (x1, y1) is selected under the price (p1, p2).
Suppose that (x2, y2) is another consumption vector satisfying p1x1+ p2y1 ≥ p1x2+
p2y2. At this time, when (x1, y1) is directly and revealingly preferred to (x2, y2) and
these consumption vectors are not identical, (x2, y2) is not directly and revealingly
preferred to (x1, y1).

To express this axiom in another way, when a consumption vector (x2, y2) can
be purchased, if (x1, y1) is purchased when (x2, y2) is purchased, then (x1, y1) is not
available for purchase.

The weak axiom of revealed preference holds true when a consumption vector is
defined as x (p, m), the price vector with an arbitrary budget m is p (expressed as (p,
m)), a consumption vector is defined as x(p′, m′) when the price vector with another
arbitrary budget m′ is p′ (expressed as (p′, m′)), and the following relationship is
satisfied. That is, If px

(
p′,m ′) ≤ m, x

(
p′,m ′) �= x(p,m), thenp′x(p,m) > m ′.

Therefore, if the weak axiom of revealed preference is satisfied px
(
p′,m ′) > m,

or p′x(p,m) > m ′ holds true, and px
(
p′,m ′) ≤ m and p′x(p,m) ≤ m ′ are never

satisfied at the same time. Therefore, in the example in Fig. 2.9, px
(
p′,m ′) > m and
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Fig. 2.9 Examples where the weak axiom of revealed preference is satisfied

Fig. 2.10 Cases where the weak axiom of revealed preference is not satisfied

p′x(p,m) > m ′ hold true, and the weak axiom of revealed preference is satisfied.
In the example of Fig. 2.10, px

(
p′,m ′) ≤ m and p′x(p,m) ≤ m ′ are satisfied at the

same time. Thus, the weak axiom of revealed preference is not satisfied.

2.6.4 Strong Axiom of Revealed Preference

Suppose that a consumption vector (x1, y1) is selected under the price (p1, p2).
Suppose that (x2, y2) is another consumption vector satisfying p1x1+ p2y1 ≥ p1x2+
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p2y2 . At this time, (x1, y1) is directly or indirectly revealingly preferred to (x2, y2),
and if these consumption vectors are not identical, then (x2, y2) is not directly or
indirectly revealingly preferred to (x1, y1).

Consumers are maximizing utility when the strong axiom of this revealing pref-
erence is satisfied. On the basis of the axiom of revealed preference, we can infer
preference from the actual purchasing patterns of consumers.

2.7 Empirical Testing of Rational Preference Relations

2.7.1 Empirical Examination of Weak Order

Does the property ofweakorder assumed in rational decisionmaking, strong axiomof
revealed preference, and ordinal utility theory hold true in actual preference judgment
and decision making?

Tversky (1969) experimentally examined whether the transitivity assumed in
weak order is satisfied in decision making. This examination is also an empirical
study of acyclicity, with more relaxed conditions, rather than that of transitivity.

He asked subjects which gamble they preferred by showing them two cards of
pie charts, such as that shown in Fig. 2.11. At this time, the statement of indifferent
preference relations was not permitted. Thus, they had to indicate which one they
preferred. Therefore, this reflects a relation of strong preference x � y, that is,
x � y&not(y � x) (� indicates weak order). On the card, the amount of prize
money was written on the pie chart, and the percentage of the black-painted area of
the fan shape of a circle area was expressed as the winning rate. In the experiments,
several patternswere prepared, and in a typical pattern, the subjectswere askedwhich
one they preferred by combining five cards, as shown in Table 2.1. From a down to
e, the winning rate is higher and the amount of prize money is lower. In the case of
comparative judgment such as a and b as well as b and c, the slight difference in
the winning rate was ignored and the one with the larger prize amount was selected.
However, in the case of the combinations of the winning rate with larger differences
such as a and e, e with a higher winning rate was selected. This finding shows the
relations of a � b, b � c, c � d, d � e, and e � a and does not satisfy transitivity.
This result indicates that the condition of acyclicity with the relaxed condition of
transitivity is also not satisfied.

Tversky (1969) also presented to participants the percentile ranking scores of
the ratings of the intelligence, emotional stability, and sociality of five university
applicants, as shown in Table 2.2. With intelligence given the highest scores, he had
the subjects answer which applicant they think should be enrolled in the university
by pair comparison. In the case of comparative judgment such as a and b as well
as b and c, the slight difference in the intelligence rating was ignored and the one
with the higher ratings in other dimensions was selected. However, in the case of
combinations with larger differences in the intelligence rating such as a and e, e
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Fig. 2.11 Example of a
gambling card used in the
experiment. Drawn from
Tversky (1969)

Table 2.1 Experimental
subjects to examine
transitivity

Gamble Winning rate Prize money Expected value

A 7/24 $5.00 $1.46

B 8/24 $4.75 $1.58

C 9/24 $4.50 $1.69

D 10/24 $4.25 $1.77

E 11/24 $4.00 $1.83

Source Tversky (1969)

Table 2.2 Experimental
subjects to examine
transitivity

Applicant Intelligence Emotional stability Sociality

A 69 points 84 points 75 points

B 72 points 78 points 65 points

C 75 points 72 points 55 points

D 78 points 66 points 45 points

E 81 points 60 points 35 points

Source Tversky (1969)

with the higher intelligence rating had a tendency to be selected. This finding also
shows the relations of a � b, b � c, c � d, d � e, and e � a and does not satisfy
transitivity.

2.7.2 Nontransitivity and Thresholds

Nontransitivity can be explained by thinking that preference becomes indifferent
within a certain threshold. Indifference can be defined as a binary relation I on X
when assuming a strong preference relation P on set X (a relation where you can
state which is preferred). That is, for x, y ∈ S,
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When x I y ⇔ not[x Py]&not[x Py],
x and y are indifferent.
In this way, in judgment and decision making, a relation should exist where you

cannot state which is preferred. Therefore, when considering the preference relation
R on the set X, a real function with thresholds can be assumed as follows, where
indifference occurs with respect to a certain degree of difference, that is, for any
x, y ∈ X ,

x Ry ⇔ v(x) > v(y) + δ(x, y)

Here, v is a utility function, and δ is a function of thresholds taking positive values
and is assumed to vary depending on the subjects x, y. For simplicity, assuming that
the threshold is constant within situation X, the following is obviously gained from
the above equation, that is, for any x, y ∈ S,

x Ry ⇔ v(x) > v(y) + δ

However, δ is a positive constant.
The necessary and sufficient conditions that satisfy this formula, according to

the theorem of Scott and Suppes (1958), are understood to be semiorder with the
preference structure (X, R) below, that is, for any elements w, x, y, z,

(i) not[xPx]
(ii) wRx and yRz ⇒ [wRz or yRx]
(iii) wRx and yRw ⇒ [zRw or yRz].

These conditions are necessary and sufficient conditions to satisfy x Ry ⇔ v(x) >

v(y) + δ.

2.7.3 Decision Making Model to Explain Nontransitivity

Tversky (1969) proposed a mathematical model called additive difference model
to explain human preference that does not satisfy such transitivity. In this model,
first, consider a set of options comprising multi-attributes, as shown in Table 2.2,
such as option set A = A1 × A2 × · · · × An . Assume that each option consists of
multi-attribute values, such as x = (x1, x2, . . . , xn) and y = (y1, y2, …, yn). The
additive difference model is expressed as follows, with ui as a real-valued function
and ϕi as an increasing function.

x � y ⇔
n∑

i=1

φi [ui (xi ) − ui (yi )] ≥ 0

However, for any attribute i, φi (−δi ) = −φi (δi ), δi = ui (xi ) − ui (yi )
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Here, assuming that φi (δi ) = ti (δi ) and ti > 0,

n∑

i=1

φi [ui (xi ) − ui (yi )] =
n∑

i=1

ti ui (xi ) −
n∑

i=1

ti ui (yi )

is obtained. By setting vi(xi) = tui(xi)

x � y ⇔
n∑

i=1

vi (xi ) ≥
n∑

i=1

vi (yi )

is obtained, and an additive utility model result is obtained.When φi can be supposed
to be linear in this manner, nontransitivity cannot be explained. However, in the case
of a step function in which φi has a threshold (e.g., if ε ≥ δ, φi (δi ) = 0), this additive
difference model can explain nontransitivity.

Nakamura (1992) conducted an experimental study on conditions that deviate
from transitivity. He indicated that (1) in the case of preference judgment by a single
attribute, judgment is relatively clear even if the utility difference is small; (2) in the
case where the utility with two ormore attributes allows a trade-off and the difference
is about the same, the judgment becomes ambiguous; and (3) in the case where the
utility can be regarded as equivalent for a certain attribute and the utility cannot be
regarded as equivalent for some other attribute, the effect of the attribute regarded as
equivalent is almost neglected. To explain the nontransitivity of human preference,
he proposed a preference model called the additive fuzzy utility difference structure
model, which assumes utility as a set with ambiguous boundaries called a fuzzy set.

Thus, although we showed that transitivity in weak order does not necessarily
hold true, empirically, comparability will not always hold true either. For example,
we consider that when insufficient knowledge about brands of goods exists, always
showing preference relations that satisfy comparability is difficult. In the study by
Tversky (1969), subjects were forced to select one of the alternatives, but in fact, a
situationwhere selecting one of the alternatives is difficult appears to exist. Takemura
(2007, 2012) expanded the model of Nakamura (1992) by proposing a model with
a fuzzy set as the weight function of utility. He expressed the preference relation
approximately when comparability and transitivity are not satisfied and actually
conducted surveys in product selection (Fig. 2.12).

Box 2 Robert Duncan Luce
was born in 1925 and deceased in 2012. He received Ph.D. in mathematics
at Massachusetts Institute of Technology in 1950. He finished his position
of Distinguished Research Professor of cognitive science at the University of
California, Irvine. He contributed much to the axiomatic approach of psycho-
logical measurement, utility theory, global psychophysics, and mathematical
behavioral sciences.
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Photograph: A. A. J. Marley, University of Victoria 

Fig. 2.12 Expression by the fuzzy set of comparative judgment when comparability does not hold
true. Source Takemura (2007, 2012)
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Summary

– Traditional economics relies on the assumption of “rational homo economicus,”
and a rational choice is based on the premise that at least the best option can be
selected and the options can be ordered in descending order of preference.

– The preference relation in weak order in which completeness and transitivity hold
true leads to rational choice.

– The preference relation in weak order can be expressed by the magnitude relation
of ordinal utility.

– When the preference relation is in weak order, making the best choice is equivalent
to maximizing the ordinal utility.

– Amethodology that obtains information about preference, assuming rationality of
preference, is called revealed preference theory.

– Ordinal utility theory is also assumed in many economic theories. However, some
counterexample phenomena cannot be justified from the perspective of behavioral
decision theory.

– Decision making models with thresholds such as those used in psychology do
not satisfy transitivity, cannot be explained by normal utility theory, and require
another decision making model.

Reading Guide for More Advanced Learning

– Krantz, D. H., Luce, R. D., Suppes, P., & Tversky, A. (1971). Foundations of
measurement Vol. 1: Additive and polynomial representations. New York, NY:
Academic Press.

The axiomatic theory base about the utility theory and measurement theory is
explained in detail. This book is somewhat difficult to understand but is very impor-
tant as a specialized book in this area.

– Varian, H. R. (2014). IntermediateMicroeconomics: Amodern approach (9th ed.).
New York, NY: W. W. Norton & Company.

This introductory book on microeconomics explains concepts such as ordinal
utility and revealed preference in an easy-to-understand manner and provides an
elaborate treatment of various concepts of microeconomics.

– Takemura, K. (2014). Behavioral decision theory: Psychological and mathemati-
cal representations of human choice behavior. Tokyo: Springer.

The concept of decisionmakingutility theory is explained clearlywhile comparing
the findings of behavioral experiments.
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Chapter 3
Expected Utility Theory and Economic
Behavior: Predicting Decision Making
Based on the Expected Value of Utility

Keywords Expected value · Expected utility theory · St. Petersburg paradox ·
Ellsberg’s paradox · Allais paradox

Although economic behavior is often exhibited under conditions of uncertainty, we
can decide future behavior to a certain extent by assigning a probability value to
the uncertainty of the future. A situation is “under risk” when the probability of the
future is known, and it is “under uncertainty” when the probability of the result is
unknown. In this chapter, we examine the problem of decision making on the basis
of the expected value in decision making under risk and propose expected utility
theory as its solution. Expected utility theory has a long history that dates back to the
18th century and has a close relationship with economic psychology. In this chapter,
we explain the basic idea of the original expected utility theory, explain the theories
(e.g., the axiomatic system of expected utility theory), and introduce the economic
psychological study of utility measurement on the basis of expected utility theory.

3.1 Decision Making Problems Based on Expected Values
and Expected Utility Theory

3.1.1 St. Petersburg Paradox

Expected utility theory, which deals with decision making under risk, can be traced
back to the formulation of mathematician D Bernoulli in the 18th century. He pro-
posed the idea of expected utility to solve the St. Petersburg Paradox that had been
introduced by N Bernoulli earlier. The name of this paradox comes from the fact that
D Bernoulli solved this problem when he was staying in St. Petersburg, Russia.
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The paradox is described (Tamura Nakamura & Fujita, 1997) as follows: “Keep
tossing a gold coin with a probability of 1/2 on each side until the coin comes up
with heads, and you get 2n dollar when the coin has showed heads for the first time
in the nth time. Howmuch can you pay for participating in this game?” (For the sake
of simplicity, the unit of the monetary amount here has been adjusted to dollar here).

Assuming that the number of trials is infinite, when participating in this game,
expected value (EV) is expressed as follows:

EV =
∞∑

i=1

2−i · 2i

= (1/2) × 2 + (1/4) × 4 + (1/8) × 8 + . . .

= 1 + 1 + 1 + . . . = ∞.

Then, if the expected value is taken as the criterion for judgment, the finite partic-
ipation expenses, whatever they are, will be exceeded. As this is contrary to people’s
intuition, it is called a “paradox.” Generally, when considering decision making in
a situation under risk, it is often considered to be based on the expected value. For
example, the smoking risk is assessed according to the extent which the expected
value of a lifetime decreases because of the act of smoking cigarettes.Moreover, ideas
that are based on the expected value are also common in relation to radiation risk.
However, this paradox shows that decision making that is based on expected values
only leads to unacceptable decision making that is intuitively difficult to understand.

3.1.2 Expected Utility Theory by Logarithmic Functions

Bernoulli considered the expected utility (EU), which is the expected value of the
logarithmic function utility u(x)= loge x (see Fig. 3.1), as described by the following:

EU =
∞∑

i=1

2−i loge
(
2i

) = loge 2
∞∑

i=1

i/2i

= loge 2(1/2 + 2/4 + 3/8 + 4/16 + · · ·)
= loge 4.

Then, the expectedutility becomes loge 4.However, in seeking the inverse function
of the original utility function, we can see that it is equal to the utility value under
certainty with a very small and finite amount of money, such as 4 dollars. He clarified
this and asserted that the paradox could be solved by considering the expected value
of the utility function of such a logarithmic function.

However, in this paradox, even if the banker has as large a budget of 1 trillion
dollar that exceeds to the Japanese national budget in 2019 by about 900 billion
dollars (101 trillion yen) is only between the 39th and the 40th power of 2 dollars,
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Fig. 3.1 Logarithmic function assumed by Bernoulli as a Utility function

the expected value of the game is only between 39 dollars and 40 dollars. Thus,
even on considering the case of a banker who has as much money as the Japanese
or the US national budgets, the expected value is considerably lower, which does
not lead to a paradox. Likewise, even in the case of the USA, which has a national
budget ranging from about 3 trillion dollars to 5 trillion dollars, the expected value is
between 41 dollars and 43 dollars, and when it is at 50 dollars, you need much more
than 1000 trillion dollars. Furthermore, in the case of the St. Petersburg problem, if
it is assumed that the prize money increases with the nth power of the nth power of
2 dollars for the first coin with heads in the nth time, even if the logarithmic utility
function is considered, the expected utility diverges infinitely and renders the paradox
inexplicable. Such a problem of the St. Petersburg paradox has not been elucidated
as yet; however, the idea of expected utility theory is already widely accepted even
today.

Box 1 Daniel Bernoulli
Born in 1700; deceased in 1782. He is well known by his work on the applica-
tions of mathematics to mechanics and the work in probability and statistics.
Bernoulli also provided a solution to the St. Petersburg paradox as the basis of
the expected utility theory. His theory describes that decision makers do not
always maximize their expected value of monetary gain, but rather maximize
the expected utility.
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3.1.3 Expected Utility Theory and Subjective Expected Utility
Theory

Bernoulli showed that decision making under risk can be explained by the idea of
expected utility, namely the expected value of utility. For example, if you consider
the utility of going out with a raincoat and an umbrella when heavy rain is imminent,
we consider this problem as follows:

EU (going out with a raincoat) = p1 (heavy rain falls) · u1 (going out with a raincoat
in heavy rain) + p2 (no heavy rain) · u2 (going out with a raincoat when heavy rain
does not fall).

Here, p1 and p2 are probabilities, and p1 + p2 = 1 according to the axiom of proba-
bility.Hence, in the decisionmaking under risk, the theory that considers the expected
value of utility is called expected utility theory. In particular, the one assuming sub-
jective probability is called the subjective expected utility theory. The subjective
probability has the property of probability, in which subjectivity is accepted. This
was first introduced by FP Ramsey, B de Finetti, LJ Savage, and others in the 20th
century.
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3.2 Expected Utility and Risk Attitudes

3.2.1 Logarithmic Utility Function and Risk Avoidance

The utility function expressed by the logarithmic function shown in Fig. 3.1 shows the
property of “diminishing marginal utility,” which states that the larger the amount of
money involved, the lesser the rate of utility increase that can be expected. In addition,
this function means risk aversive decision making. In risk aversive decision making,
even for options with the same expected value, reliable options are strongly preferred
to risky options. For example, suppose there are two options: optionA, throughwhich
200 dollars can be surely obtained, and a gamble Option B, wherein 300 dollars is
obtained with a probability of 1/2 and 100 dollars with a probability of 1/2; options A
and B have the same expected value. However, in the case of Option A, the expected
utility is expressed as

EU(A) = loge200� 5.30
EU(B) = (1/2)loge300 + (1/2)loge100� 5.15

This means that EU (A) > EU (B) is gained.
Option A has no risk and Option B has a risk with a gamble, thus indicating risk

avoidance from the expected utility of the logarithmic function.

3.2.2 Risk Attitudes

Risk attitudes can be defined by expected utility for gambling when the results are
stochastically generated. Specifically, in comparing options that produce reliable
results (options without risk) with those that produce stochastic results (options with
risk), when the expected utility of a risk-free option is equal to that of a risky option,
then such an option is said to be risk neutral. Furthermore, when the expected utility
of a risk-free option is higher than that of a risky option, this is considered risk
aversive. The logarithmic utility function shown above is risk aversive, and utility
functions, such as u(x) = x0.5(x ≥ 0) also indicate risk aversive decision making.

In addition, when the expected utility of a risk-free option is lower than that of
a risky option, it is said to be risk-seeking. For example, utility functions, such as
u(x) = x2(x ≥ 0), also indicate risk-seeking decision making. Given that people
follow expected utility theory, risk neutral decisionmakersmake decisions according
to the expected values, risk aversive decision makers select risk-free options even
though the expected values are the same, and risk-seeking decision makers select
risky options (gambles) if the expected values are the same. Therefore, risk aversive
decision makers dislike gambling, such as lotteries and horse races, whereas risk-
seeking decision makers prefer gambling.
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3.2.3 Risk Attitudes and the Type of Utility Functions

The following theorem holds for risk attitudes.

3.2.3.1 Theorem on Risk Attitudes

First, let X be the set of results, R be the set of real numbers, and let the real-valued
function u : X → R be the utility function.

(i) If the decision maker is risk aversive, only then can the utility function u
become a concave function (strict concave function). The concave function
(strict concave function) means that for any t of any different two points x, y
and in the open section (0, 1),

u(t x + (1 − t)y) > tu(x) + (1 − t)u(y)

holds.
(ii) If the decision maker is risk neutral, only then can u become a linear function.

That is, for any t of any different two points x, y and in the open section (0, 1),

u(t x + (1 − t)y) = tu(x) + (1 − t)u(y)

holds.
(iii) If the decision maker is risk-seeking, only then can u become a convex function

(strict convex function). The concave function (strict concave function) means
that for any t of any different two points x, y and in the open section (0, 1),

u(t x + (1 − t)y) < tu(x) + (1 − t)u(y)

holds.

3.2.3.2 Proof of the Theorems Above

Prove these theorems.
First, we prove (i). Consider a gamblewherein the result x occurs at the probability

p and the result y occurs at the probability (1− p). For risk aversive decision makers,
by the definition of risk avoidance,

u(t x + (1 − t)y) > tu(x) + (1 − t)u(y)

holds. On the one hand, given that this expression itself is the definition of u being
a concave function, it is proven that u is a concave function in risk aversive deci-
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sion making. On the other hand, if u is a concave function, for all x1, . . . , xn ∈ X
and a1, . . . , an ∈ (0, 1);

however,
∑n

i=1 αi = 1,

u

(
n∑

i=1

αi xi

)
>

n∑

i=1

αi u(xi )

holds. Then, the probabilities p1, . . . , pn ∈ (0, 1); however, by
∑n

i=1 pi = 1, for a
gamble that x1, . . . , xn ∈ X occurs,

u

(
n∑

i=1

pi xi

)
>

n∑

i=1

piu(xi )

is gained. Therefore, if the utility function u is a concave function, and this can lead
to risk aversive decision making. Hence, theorem (i) is proven.

Next, we prove (ii). Consider a gamble wherein the result x occurs at the probabil-
ity p and the result y occurs at the probability (1− p). For risk neutral decisionmakers,
by the definition,

u(t x + (1 − t)y) = tu(x) + (1 − t)u(y)

holds. On the one hand, given that this expression shows that u is a linear function, it
is proven that u is a linear function in risk neutral decisionmaking. On the other hand,
if u is a linear function, for all x1, . . . , xn ∈ X and a1, . . . , an ∈ (0, 1); however,∑n

i=1 αi = 1,

u

(
n∑

i=1

αi xi

)
=

n∑

i=1

αi u(xi )

holds. Then, probabilities p1, . . . , pn ∈ (0, 1); however, by
∑n

i=1 pi = 1, for a gam-
ble that x1, . . . , xn ∈ X occurs,

u

(
n∑

i=1

pi xi

)
=

n∑

i=1

piu(xi )

is gained. Therefore, if the utility function u is a linear function, this leads to risk
neutral decision making. Hence, theorem (ii) is proven.

Finally, we prove (iii). Consider a gamble wherein the result x occurs at the
probability p and the result y occurs at the probability (1 − p). For risk aversive
decision makers, by the definition of risk-seeking,

u(t x + (1 − t)y) < tu(x) + (1 − t)u(y)
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holds. On the one hand, given that this expression itself is the definition of u being
a convex function, it is proven that u is a convex function in risk-seeking deci-
sion making. On the other hand, if u is a convex function, for all x1, . . . , xn ∈ X and
a1, . . . , an ∈ (0, 1); however,

∑n
i=1 αi = 1,

u

(
n∑

i=1

αi xi

)
<

n∑

i=1

αi u(xi )

holds. Then, the probabilities p1, . . . , pn ∈ (0, 1); however, by

n∑

i=1

pi = 1

for a gamble that x1, . . . , xn ∈ X occurs,

u

(
n∑

i=1

pi xi

)
<

n∑

i=1

piu(xi )

is gained. Therefore, if the utility function u is a convex function, this can lead to
risk-seeking decision making. Hence, theorem (iii) is proven.

3.3 The Axiomatic System of Expected Utility Theory

3.3.1 Decision Making Under Risk and Expected Utility
Theory

von Neumann and Morgenstern (1944, 1947) proved the existence of utility func-
tions based on objective probabilities if the axioms above are satisfied. They also
demonstrated that utility can be measured when assuming expected utility theory.
Their expected utility theory did not necessarily assume a logarithmic utility function
like Bernoulli’s expected utility theory; instead, they formulated a utility function in
a more abstract form.

In expected utility theory proposed by von Neumann and Morgenstern, expected
utility is expressed as follows (Tamura et al., 1997). First, let the set of options
be A = {al, am,…}, and suppose that when the decision maker chooses the option
ai ∈ A, the probability with which the result xi is gained is pi. In addition, when
the decision maker chooses am ∈ A, the probability with which the result xi is
gained is qi …, and then we let the set of all possible results be X = {x1, x2, …}.
At this time, suppose pi ≥ 0, qi ≥ 0, for all i, and suppose that

∑
i pi = ∑

i qi =
· · · = 1 is satisfied. In addition, when the utility function on X is u : X → R, the
expected utility when adopting the options a1, am,… is Ea1 = ∑

i pi u(xi ), Eam =
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Table 3.1 Examples of
results according to options
and conditions

A θ1: 1, 2, 3 θ2: 4, 5 �3: 6

�

a1: Gamble 1 x1: 10,000
dollars

x2: 0 dollar x1: 10,000
dollars

a2: Gamble 2 x1: 10,000
dollars

x2: 0 dollar x3: 20,000
dollars

a3: Gamble 3 x3: 20,000
dollars

x3: 20,000
dollars

x1: 10,000
dollars

∑
i qi u(xi ), . . . . In this expected utility theory, it is assumed that decision makers

adopt options that maximize the expected utility from option set A. Furthermore,
this utility function does not lose its essential meaning even if a positive linear
transformation is performed and that it has the property of radix utility (interval
scale).

Before explaining the axioms of expected utility theory, let us organize the struc-
ture of decision making under risk. First, let the set of finite options be A, after which
we organize the elements into contradictory options a1, …, ai, …, al (l is the number
of options) of one another, then they can be described as a set A = {a1, …, ai, …,
al}. Next, consider a set X = {x1,…, xj,…, xm} occurring as a result of adopting
these options. For example, the elements of X are as follows: x1 = you can get
10,000 dollars, x2 = you can get nothing, x3 = you can get 20,000 dollars, and so on.
When a certain option αi is adopted, a certain result xj appears, but αi and xj do not
necessarily have a one-to-one correspondence. The resulting xj caused by adopting
the option αi can be considered to be dependent on at least some conditions � =
{θ1,…, θ k ,…, θn}, and in decision making under risk, it means that the probability
distribution of � is known.

For example, consider the following conditions when you throw a die:

θ1 = 1, 2 or 3 comes up,
θ2 = 4 or 5 comes up, or
θ3 = 6 comes up.

Then, as shown in Table 3.1, suppose that the prize amount is decided depending
on the upcoming spot of the die thrown. As can be seen from Table 3.1, the result
is decided by the function (mapping) from the adopted option and condition to the
result, that is, f : A × Θ → X . However, A × Θ = {(ai , θk)|ai ∈ A, θk ∈ Θ}.
Considering the probabilities, then p(θ1) of θ1 = 1/2, p(θ2) of θ2 = 1/3, and p(θ3) of
θ3 = 1/6. Notably, these may be considered from the viewpoint of a frequency theory
or subjective probability. Then, the probabilities on the result X can be decided for
each option a j ∈ A, as shown in Table 3.2. For example, p33 in Table 3.2 is the
probability of a result (x3) that 20,000 dollars is obtained when a gamble 3(α3) is
chosen. From Table 3.1, as this result occurs when the conditions θ1 and θ2 occur,
the probability p33 is p33 = 5/6, as shown in Table 3.2, from p(θ1) + p(θ2) = 1/2 +
1/3 = 5/6.
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Table 3.2 Examples of the
probability distribution of
results in decision making
under risk

A x1: 10,000
dollars

x2: 0 dollar x3: 20,000
dollarsX

a1: Gamble
1

p11: 2/3 p12: 1/3 p13: 0

a2: Gamble
2

p21: 1/2 p22: 1/3 p23: 1/6

a3: Gamble
3

p31: 1/6 p32: 0 p33: 5/6

From this, the decision making problem under the risk of selecting which of the
options αj∈ A can be replaced by the problem of selecting the right option from the
following probability distributions on X:

p1 = [p11, p12, …, p1m],
p2 = [p21, p22, …, p2m], and
pl = [pl1, pl2, …, plm].

This means that expressing decision making under risk is possible by the prefer-
ence relationship � on the set of probabilities P = {p1, p2,…, pl} on X.

3.3.2 Probability Measurement and Gambles

In order to further consider decision making under risk, in accordance with the
explanationbyTamura et al. (1997), let usfirst think about the definitionof probability
and redefine a “gamble.”

First, consider the set X of results. The subset E (E ⊂ X) of this set X is the
elements of 2× of the power set of X (E ∈2×). Here, the power set of X is the set of
all the subsets of the set X, which is expressed by 2×. Notably, the elements of the
power set are sets themselves. For example, when X = {x1, x2, x3}, 2× is a set of
eight elements as follows (where ϕ is an empty set):

2× = {ϕ, {x1}, {x2}, {x3}, {x1, x2}, {x1, x3}, {x2, x3}, {x1, x2, x3}}.

Here, consider a finite additive probability measure p on 2×. For example, a finite
additive probability measure is a “probability,” such as p ({x1}) = 0.2. Hence, the
finite additive probability measure p on 2× is a set function that satisfies, for all Ei,
E j ∈ 2×, the following:

p(X) = 1,
p(Ei )�0,
Ei ∩ E j = ϕ

⇒ p(Ei ∪ E j ) = p(Ei ) + p(E j ).
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That is, it has the following properties: (1) the overall probability of the result set
X is 1, (2) the probability of any subset Ei of X is 0 or more, and (3) if the product
set of any subset of X, Ei ∩ E j is the empty set (i.e., if there is no intersection of Ei

and Ej), the probability of the union of Ei and Ej (i.e., the set of Ei and Ej summed)
is equal to p(Ei) + p(Ej).

Next, consider the convex set PX of a finite additive probability measure on 2×
(hereinafter referred to as a “probabilitymeasure” for simplicity). ThatPX is a convex
set means that if 0 � λ � 1 and any p and q are elements of PX (p, q ∈ PX ), then
λp + (1 − λ)q is also an element of PX ((λp + (1 − λ)q)∈PX ). Hence, even if the
probabilities of any two results are mixed, it makes an element of PX .

Here, when Ei ∈ 2× is a finite set, the probability measure that p(Ei) = 1 is said
to be simple. From the example in Table 3.2, this simple probability measure can be
interpreted as a gamble or lottery. Therefore, the fact that PX is a convex set means
that it is now possible to interpret that the composite lottery and composite gamble
combining the lottery and gamble with a certain probability λ and (1 − λ) are also
elements of PX .

3.3.3 The Axiomatic System of Expected Utility Theory

Let us continue to explain the axiomatic system of expected utility theory based on
the descriptions of Tamura et al. (1997). First, as PX can be interpreted as a set of
options, considering the binary relationship on PX , for all p, q ∈ PX ,

p � q ⇔ Φ(p, q) > 0,

then, a real-valued function Φ on PX × PX that satisfies the above can be assumed.
Here, � is a strong preference relationship (i.e., ∀p, q∈PX , p � q & not (q � p), and
� is a weak preference relationship). On the basis of this real-valued function Φ,
expected utility theory of von Neumann and Morgenstern (1944, 1947) is explained
from the following linear utility model.

The linear utility model is a linear functionalU on PX that makes� (p, q)=U(p)
− U(q) for all p, q ∈ PX . A linear functional can be defined as follows. When PX is
a linear space on R, when the mapping U: PX → R has the following two properties
(linearity), that is,

(1) ∀p, q ∈ PX ,U (p + q) = U (p) +U (q) and
(2) ∀a ∈ R,∀p ∈ PX ,U (ap) = aU (p)

hold, and U is said to be a linear function in PX . To say that U is linear means that,
for all p, q ∈ PX and for all 0 < λ <1,

U (λp + (1 − λ)q) = λU (p) + (1 − λ)U (q) (5)

holds.
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From the definition of the linearity of U, because U has uniqueness even if it is
multiplied by a positive constant (i.e., it is a proportional scale), this means that U
has uniqueness in the range of positive linear transformations (i.e., it is an interval
scale). This is because ifU ′ = αU + β (α > 0), α > (p, q) = U ′(p) − U ′(q) is gained.

A linear utility model based on the utility U(pi) of a simple probability mea-
sure pi that causes m pieces results xj∈ X of a gamble αi∈ A with the probability

pi j
(∑m

j=1 pi j = 1
)
, respectively, can be thought of as seeking the expected values

of U(xj). This is because U (pi ) = ∑m
j=1 pi jU (x j ) is obtained from the linearity of

U, and U(pi) is seeking the expected value of U(xj). In this sense, this linear utility
model U can be considered as an expected utility model. Moreover, expected utility
theory proposed by von Neumann and Morgenstern (1944, 1947) features the act of
seeking expected utility by the linear utility model U.

There are several necessary and sufficient conditions for establishing expected
utility theory proposed by von Neumann and Morgenstern. They also submitted an
axiomatic system showing the necessary and sufficient conditions. However, given
that the axiomatic system of Jensen (1967) is often cited in general, this is the one
shown below. In addition, the following axiomatic system holds for all p, q ∈ PX and
all 0 < λ <1 defined above. Here, the expression of the axiomatic system is according
to Tamura et al. (1997) and Gilboa (2009).

Axiom A1 (Order Axiom)
� on Px is for weak order. That is, for the preference relationship �, this is equal

for the following to hold:

(1) Transitivity ∀ p, q, r∈PX , p � q & q � r ⇒ p � r;
(2) Completeness ∀ p, q ∈ PX , p � q ∨ q � p.

Axiom A2 (Independence Axiom)
If ∀ p, q, r ∈ PX , λ ∈ (0, 1), p � q, λp + (1 − λ)r � λq + (1 − λ)r i is given. In

addition, p > q is p � q and not (q � p).
Axiom A3 (Continuity Axiom)
If p � q and q � r, there exists some α, β ∈ (0, 1), and αp + (1 − α)r � q and q

� βp + (1 − β)r.
The Theorem of Expected Utility of von Neumann and Morgenstern
When axioms A1, A2, and A3 hold, only then can there be a linear functional U

on PX and for all p, q∈PX ,

p�q ⇔ U (p)�U (q)

holds. Furthermore,U has uniqueness in the range of positive linear transformations
(U is an interval scale).

The independence axiom of axiom A2 is a necessary and sufficient condition for
U being linear, and the continuity axiom of axiomA3 is the axiom necessary forU to
become a mapping to the set of real numbers of PX . In particular, the independence
axiom is an important property in expected utility theory, but it can be interpreted
that deviation from this axiom can cause Ellsberg’s paradox. The independence
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Table 3.3 Example of
composite gambles

A x1: 10,000
dollars

x2: 0 dollar x3: 20,000
dollarsX

a′
1: Gamble 1′ p11: 5/12 p12: 1/6 p13: 5/12

a′
2 : Gamble
2′

p21: 1/3 p22: 1/6 p23: 1/2

axiom means that when preference relationships of certain two options (gambles)
are determined, then the preference relationships of those options are preserved. This
holds even in the case of combining different gambles, whose results are equivalent
and probabilities gaining each result are equal with those options, respectively. For
example, in the example of gambles in Table 3.2, assume that gamble 2 is preferred
to gamble 1. Combining gamble 1 with gamble 3, and gamble 2 with gamble 3 with
a probability of 0.5 to make up composite gambles, then, gamble 1′ and gamble 2′ in
Table 3.3 are obtained. The independence axiom requests that gamble 2′ is preferred
to gamble 1′ if gamble 2 is preferred to gamble 1.

Box 2 John von Neumann
Born in 1903; deceased in 1957. Von Neumann received his diploma in chem-
ical engineering from the Technische Hochschule in Zürich. He also received
his doctorate in mathematics from the University of Budapest in 1926. He is
well known by his work on mathematics, physics, and computer science. He
is also a pioneer of game theory and axiomatic utility theory. He wrote The-
ory of Games and Economic Behavior (1944) with Princeton economist Oskar
Morgenstern.
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3.4 Counter-Examples of Expected Utility Theory—The
Allais Paradox and Ellsberg’s Paradox

Does such utility theory reflect actual people’s decision making? The phenomena
called the Allais paradox (see Fig. 3.2) and Ellsberg’s paradox (see Fig. 3.3) are
counter-examples of expectedutility theory anddeviate from the independence axiom
of this theory described earlier. These phenomena demonstrate that expected utility
theory does not fully reflect real decision making (Slovic & Tversky, 1974).

3.4.1 Allais Paradox

Allais (1953) gave a counter-example of the expected utility theory (Takemura, 2014).
Consider the following decision making problem. Problem 1 involves the selection
of options A and B, as shown in Fig. 3.2. By selecting Option A, you will definitely
obtain one million dollars. Option B is an option that gives you 5 million dollars
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Fig. 3.2 Allais paradox. Source Takemura (1996)

Fig. 3.3 Ellsberg’s paradox. Source Takemura (2014)
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with 10% probability, 1 million dollars with 89% probability, and 0 dollars (no prize
money) with 1% probability. When comparing A and B, many people will prefer
Option A as it guarantees to bring them the prize money. Next, in Problem 2, we
consider two options: option C, which gives you 1 million dollars with a probability
of 11%, and option D, which gives you 5 million dollars with a probability of 10%.
In this case, many people would prefer Option D to C. However, this result obviously
contradicts expected utility theory. For the reasons that, first, as the parts surrounded
by the dashed rectangle in the figure is common in each problem, considering them in
the preference by the independence axiom of expected utility theory is not necessary.
Moreover, the parts not surrounded by the dashed rectangle is the same as A in
Problem 1 and C in Problem 2, B in Problem 1 and D in Problem 2 (see Fig. 3.2). In
psychological experiments, this is known as the Allais paradox, and is demonstrated
by a number of subjects (Slovic & Tversky, 1974; Tversky & Kahneman, 1992).
From a psychological perspective, this occurs from the certainty effect of preferring
a certain gain to an uncertain gain.

3.4.2 Ellsberg’s Paradox

Ellsberg (1961) expressed preference on ambiguity when the probability distribution
of results is unknown by a concrete example, and gave a counter-example of expected
utility theory (Takemura 2014). Following the paradox he presented, consider the
following situation (see Fig. 3.3). There are a total of 90 balls in a pot, of which
you know red balls are 30 and black and yellow balls are collectively 60, but you do
not know the true composition ratio. In taking out one ball from this pot, consider
the following decision making problem. In Problem 1, as shown in Fig. 3.3, option
A is a bet that if a red ball (r) comes out, you get 100 dollars; otherwise, you get
nothing. Another option B is a bet that if a black ball (b) comes out, you get 100
dollars; otherwise, you get nothing. Comparing both options, many people would
prefer Option A to B (A � B). Next, in Problem 2, as shown in Fig. 3.3, option C
is a bet that if a red ball or a yellow ball (r or y) comes out, you get 100 dollars;
otherwise, you get nothing. Another option D is a bet that if a black ball or a yellow
ball (b or y) comes out, you get 100 dollars; otherwise, you get nothing. In this case,
many people would prefer Option D to C (D � C).

However, the results of this preference clearly contradict expected utility theory,
assuming the additivity of the probability that the probability of the sum event of
contradictory events is equal to the sum of the probabilities of each event. That
is, the preference (A � B) in Problem 1 means that the probability P(r) of taking
out a red ball is higher than the probability P(b) of taking out a black ball (P(r) >
P(b)), and the preference (D � C) in Problem 2 means that the probability (P(r ∪
y)) of taking out a red ball or a yellow ball is lower than the probability (P(b∪y))
of taking out a black ball or a yellow ball (P(r ∪ y)) (P(r ∪ y) < P(b ∪ y)). Given
that r and y and b and y are two events that contradict each other, assuming the
additivity of the probability, P(r ∪ y) = P(r) + P(y), P(b ∪ y) = P(b) + P(y) is
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given. From this, the preference (D � C) in Problem 2 means P(b) > P(r), which
clearly contradicts the conclusion P(r) > P(b) from the preference in Problem 1. This
Ellsberg’s paradox can be interpreted as indicating a deviation from the independence
axiom in expected utility theory. As a psychological cause of Ellsberg’s paradox, the
ambiguity aversion that decision makers try to avoid ambiguity is being considered.
In other words, because of this property, people tend to dislike ambiguity and avoid
choosing options with ambiguity when the probability of the result is unknown. In
recent years, various explanations have been proposed as to why such an aversion
occurs, and various empirical studies have been carried out to understand such a
phenomenon.

Yates and Zukowski (1976) compared people’s decision making under risk; deci-
sionmaking under ambiguity, in which the second-order probability distribution (the
probabilities for probabilities) is uniform; and decision making under ambiguity, in
which the second-order probability distribution is unknown. They recognized ambi-
guity aversion irrespective of whether the second-order probability distribution is
known or unknown. They also found no difference in the selective tendency between
the decision making scenarios under two ambiguities, but in the willingness-to-pay
(WTP) method, the one with the second-order probability distribution being uni-
form is more highly evaluated. Meanwhile, considering a gamble with two results of
winning and losing, Curley and Yates (1985) further examined the influence of the
median of possible values of the winning probability and the range of possible values
of the probability. They found a tendency that ambiguity aversion tends to become
stronger as the median becomes higher, and explained that ambiguity aversion is
less likely to be observed when the median is low. They also found no difference in
preference due to the difference in the range (degree of ambiguity). In Japan, Shige-
masu (1988) conducted an additional examination of Ellsberg’s two pots problem
as an example of the Bayesian rationality in the 1980s, and found the tendency of
ambiguity aversion.

Keren and Gerritsen (1999) carried out several experiments and examined the
robustness of ambiguity aversion, recognizing the ambiguity aversion commonly
both in the gain region and in the loss region. They observed no change in the
strength of ambiguity aversion depending on the degree of ambiguity. In a series of
studies examining sex differences on risk attitudes and decision strategies, among
others, which are related to decision making, sex differences are not observed in
ambiguity aversion (Powell & Ansic, 1997).

Research findings that generally accept ambiguity aversion continued at first, but
in recent years, it has become apparent that ambiguity aversion has become less fre-
quent. Fox and Tversky (1995) contend that ambiguous options must be presented
together with risky options in order for ambiguity aversion to occur. They demon-
strated that ambiguity aversion occurs when both ambiguous and risky options are
presented comparatively in such problems as two colors, three colors, the problems
of Ellsberg’s, and problems using real events; however, ambiguity aversion does not
occur when options are presented individually. Heath and Tversky (1991) also found
a tendency, in which, for a gamble with the same probability as the confidence of
the correct answer to a quiz, answering the quiz is selected even if it is ambiguous
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when the confidence is high. This indicates that, when there exists a high sense of
capability, ambiguity preference occurs rather than ambiguity aversion. Meanwhile,
Masuda (2010) found a tendency to judge a task less ambiguous when putting ele-
ments that can be controlled by subjects themselves in the task. Furthermore,Masuda,
Sakagami, and Hirota (2002) examined the influence of selection opportunities on
ambiguity aversion, and found a preference for ambiguity preference when there is
competition, and that ambiguity aversion is strengthened when there is no freedom
of choice. In this way, some psychological factors and factors of circumstances may
have an influence on whether ambiguity is preferred or averted.

3.4.3 Paradox of Independence Axiom and Expected Utility
Theory

The paradoxes ofAllais and Ellsberg can be explained by deviating from the indepen-
dence axiom in expected utility theory. Given that the Allais paradox is the paradox
of decision making under risk, it is the case where the probability distribution of the
natural condition is known, and since the Ellsberg’s paradox is the case where only
the natural condition is generally known, it becomes a problem under uncertainty.

In the case of decision making under risk, the independence axiom requests that,
for any probability distribution p, t, or r, if p > t, the convex combination (λp + (1
− λ)r) of probability distributions p and r and the preference relationship with λt +
(1 − λ)r, which is the convex combination of t and r, are also the same. This means
that, for all probability distributions p, t, r ∈ PX and for all probabilities 0 < λ < 1,

p � t ⇒ λp + (1 − λ)r � λt + (1 − λ)r

holds. Therefore, the independence axiom does not hold, and there exist a certain
probability distribution p, t, r ∈ PX and a certain probability 0 < α < 1, and despite
p > t, αp + (1 − α)r � αt + (1 − α)r holds (Tamura et al., 1997).

In the case of the Allais paradox, in Problem 1, by selecting option A you will
definitely get 1 million dollars, and by option B, you will select an option that
will bring you 5 million dollars with 10% probability, 1 million dollars with 89%
probability, and 0 dollar (no prize money) with 1% probability. Given that option A
can be broken down into 1 million dollars with 10% probability, 1 million dollars
with 89% probability, and 1 million dollars with 1% probability, what is common
to A and B is that you can get at least 1 million dollars with 89% probability. Here,
when option A is expressed by p and option B by q, and if the probability that 5
million dollars cannot be obtained with a probability of 10/11 is expressed by an
option t of 1/11, we arrive at the expressions

p = 0.11p + 0.89p,

q = 0.11t + 0.89p.
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Therefore, from independence axiom, if p � t, p � q is given.
Furthermore, in Problem 2, there are two options: option C, which gives you 1

million dollars with a probability of 11%, and option D, which gives you 5 million
dollars with a probability of 10%. What is common to C and D is that there is a
probability of at least 89% that you can get nothing. Option C is expressed by r,
option D by s, and when the option that definitely gives you nothing is expressed by
t’, we arrive at the expressions

r = 0.11p + 0.89t ′,
s = 0.11t + 0.89t ′.

Therefore, from the independence axiom, if p � t, r � s is given.
To summarize the above, from the independence axiom, it is requested that p �

q and r � s if p � t and q � p and s � r if t � p. However, in the actual selection,
subjects have expressed p� q and s� r (Slovic &Tversky, 1974) , so it is understood
that the independence axiom is not satisfied.

In addition, the independence axioms under uncertainty are as follows (Tamura
et al., 1997). Let X be a set of results, � a set of natural conditions, A ⊆ � an event,
and let the two options be f: � → X, g: � → X. The independence axiom requests
that for any θ /∈ A, if f (θ ) = g(θ ), the preference relationship between f and g does
not depend on A’s complementary event Ac. Therefore, the fact that independence
does not hold is as follows. This means that if some options f, g, f ′, g′ are θ∈A for
an event A, f (θ ) = f ′(θ ), g(θ ) = g′(θ ), and if � /∈ A when f (θ ) = g(θ ) and f ′(θ ) =
g′(θ ), it becomes g′ � f ′ despite being f � g.

Let us explain this with the Ellsberg’s paradox. There are a total of 90 balls in a
pot, of which you know red balls are 30 and black and yellow balls are collectively 60,
but you do not know the exact composition ratio. In this decision making problem
under uncertainty, we assume that the decision maker constructs some subjective
probability p. In Problem 1, option A is a bet that if a red ball (r) comes out, you get
100 dollars; otherwise, a black ball or a yellow ball gets you nothing. Another option
B is a bet that if a black ball (b) comes out, you get 100 dollars; otherwise, you get
nothing. If options A and B are expressed as f and g, respectively, then we obtain

Expected utility of f = p(r)u(100) + p(b ∪ y)u(0),

Expected utility of g = p(b)u(100) + p(r ∪ y)u(0).

In Ellsberg’s paradox, given that f � g,

f � g ⇔ expected utilityof f > expected utility of g

⇔ p(r)u(100) + p(b ∪ y)u(0) > p(b)u(100) + p(r ∪ y)u(0).

Moreover, given that p is a probability, additivity holds for contradictory events,
and as u(100) > u(0) can be assumed,
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Table 3.4 Ellsberg’s paradox
and natural conditions

Option Natural condition

Red (r) (dollars) Black (b) Yellow (y)

f 100 0 0

g 0 100 0

f ′ 100 0 100

g′ 0 100 100

f � g ⇔ p(r)u(100) + p(b)u(0) + p(y)u(0) > p(b)u(100) + p(r)u(0) + p(y)u(0)

⇔ p(r)u(100) + p(b)u(0) − p(b)u(100) − p(r)u(0) > 0

⇔ (p(r) − p(b))(u(100) − u(0)) > 0

⇔ p(r) > p(b)

holds.
Likewise, in Problem 2, option C is a bet that if a red ball or a yellow ball (r or

y) comes out, you get 100 dollars; otherwise, you get nothing. Another option D is
a bet that if a black ball or a yellow ball (b or y) comes out, you get 100 dollars;
otherwise, you get nothing. When option C is expressed by f ′, and option D by g′,
since the preference becomes g′� f ′,

g′ � f ′ ⇔ p(b) > p(r)

must hold. This is clearly inconsistent with p(r) > p(b), which indicates that f �
g and g′ � f ′ do not hold at the same time. It also demonstrates that, in expected
utility theory, it is impossible to explain Ellsberg’s paradox regardless of how the
subjective probability is set.

As can be clearly seen from Table 3.4, Ellsberg’s paradox does not satisfy the
independence axiom in decision making under uncertainty. That is, the fact that
independence does not hold means that if some options f, g, f ′, g′ are θ ∈ A (if θ is
red or black) for a certain event A (red or black), f (θ ) = f ′ (θ ), g(θ ) = g′(θ ), and if θ

/∈ A (if θ is yellow), when f (θ ) = g(θ ) and f ′(θ ) = g′(θ ), it becomes g′ � f ′ despite
being f � g. Ellsberg’s paradox shows g′ � f ′ despite being f � g, so it does not
satisfy the independence axiom.

There are some decisionmaking phenomena that do not satisfy such independence
axioms; hence, expected utility theory seems to have some problem as a descriptive
theory. In order to explain these phenomena, nonlinear expected utility theory and
prospect theory, which are introduced in the next chapter, can be used.

Box 3 Maurice Félix Charles Allais
Born in 1911; deceased in 2010. He was graduated from the École Polytech-
nique in 1933 and also studied at the École nationale supérieure des mines de
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Paris. He received the Nobel Prize in economics in 1988 for his pioneering
contributions to the theory of markets and efficient utilization of resources. He
contributed to not only economics but also physics in the fields of gravitation,
special relativity, and electromagnetism.

Summary

– Decisionmaking based on expected values can lead to results that are contradictory
to the intuition of most people, as demonstrated by the St. Petersburg paradox.

– As a theory to rationally explain the St. Petersburg paradox, Bernoulli’s expected
utility theory examines the expected value of utility.

– Expected utility and risk attitudes are related. When the utility function concave is
downward, it indicates risk avoidance. When the utility function convex is down-
ward, it indicates risk-seeking.Meanwhile, the linear utility function indicates risk
neutrality.

– Expected utility theory has been axiomized by von Neumann and Morgenstern,
and the axiomatic system expressing that theory has been found. This axiomatic
system is composed of the axioms of weak order, independence, and continuity.

– According to the axiomatic system of expected utility theory, utility is an interval
scale.
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– As phenomena contrary to independence axioms of expected utility theory, the
Allais paradox and Ellsberg’s paradox, along with many psychological studies
showing these phenomena, have been presented and discussed.

Reading Guide for More Advanced Learning

– Fishburn, P. C. (1988). Nonlinear preference and utility theory (John Hopkins
series in the mathematical sciences). Baltimore, MD: John Hopkins University
Press.

In this work, the axiomatic theory base about expected utility theory and nonlinear
expected utility theory is explained in detail. In addition, the problem of the counter-
example of expected utility theory is explained in detail in relation to the axioms.
This book is somewhat difficult to understand but is very important as a specialized
book in this area.

– Gilboa, I. (2009). Theory of decision under uncertainty (Econometric Society
Monographs). Cambridge, UK: Cambridge University Press.

In this work, the epistemological base and the axiomatic theory base about
expected utility theory and nonlinear expected utility theory are explained in detail.
This book is somewhat difficult to understand but is very important as a specialized
book in the area of theoretical research on decisionmaking under risk and uncertainty.

– Dhami, S. (2017). The foundations of behavioral economic analysis. Oxford, UK:
Oxford University Press,

Expected utility theory and its empirical research, the relationship between the
research on the Allais and Ellsberg’s paradoxes and utility theory are all explained
clearly while comparing the findings of past behavioral experiments.

References

Allais, M. (1953). Le comportement de l’homme rationnel devant le risque: Critique des postulats
et axiomes de l’ ecole americaine. Econometrica, 21, 503–546.

Curley, S. P., & Yates, J. F. (1985). The center and range of the probability interval as factors
affecting ambiguity preference. Organizational Behavior and Human Decision Processes, 36,
273–287.

Ellsberg, D. (1961). Risk, ambiguity, and the Savage axiom. Quarterly Journal of Economics, 75,
643–669.

Fox, C. R., & Tversky, A. (1995). Ambiguity aversion and comparative ignorance. The Quarterly
Journal of Economics, 110, 585–603.

Gilboa, I. (2009). Theory of decision under uncertainty. Cambridge, UK: Cambridge University
Press.

Heath, C., & Tversky, A. (1991). Preference and belief: Ambiguity and competence in choice under
uncertainty. Journal of Risk and Uncertainty, 4, 5–28.

Jensen, N. E. (1967). An introduction to Bernoullian utility theory. I. Utility functions. Swedish
Journal of Economics, 69, 163–183.



References 81

Keren, G., & Gerritsen, L. E. M. (1999). On the robustness and possible accounts of ambiguity
aversion. Acta Psychologica, 103, 149–172.
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Chapter 4
Nonlinear Utility Theory and Prospect
Theory: Eliminating the Paradoxes
of Linear Expected Utility Theory

Keywords Nonlinear expected utility theory · Non-additive probability · Choquet
integral · Prospect theory
As introduced inthe previous chapter, expected utility theory has counter-examples
called the Allais paradox (Allais, 1953) and Ellsberg’s paradox (Ellsberg, 1961), and
we know that these counter-examples are related to independence axioms. In recent
years, these paradoxes have been explained by nonlinear utility theory (Edwards,
1992; Fishburn, 1988), which does not assume this independence axiom, and by the
theory system called “generalized expected utility theory” (Quiggin, 1993). Among
them, we introduce utility theory on the basis of the expected utility of Choquet.
Furthermore, prospect theory proposed by Kahneman and Tversky (Kahneman &
Tversky, 1979; Tversky & Kahneman, 1992) was revised in 1992 and came to be
calledcumulative prospect theory. This theory is partly based on utility theory from
the Choquet integrals and is also a nonlinear utility theory that synthesizes the past
findings of behavioral decision theory. This chapter explains the basic assumptions
of prospect theory, the phenomena that prospect theory can explain, and cumulative
prospect theory by using the Choquet integrals assumed in nonlinear utility theory.
The related empirical studies are also explained.

4.1 Non-additive Probability and Nonlinear Utility Theory

4.1.1 Non-additive Probability and Paradox

As explained Chap. 3 in, both the Allais and Ellsberg’s paradoxes arise from the fact
that independence axioms do not hold empirically. Psychologically, the Allais para-
dox can be explained by the certainty effect, which prefers certainty, and Ellsberg’s
paradox can be explained by the ambiguity aversive effect (Takemura, 2014). Vari-
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ous theoretical frameworks describing such paradoxes have been proposed (Camerer,
Lowenstein, & Rabin, 2004; Takemura, 2000; Tamura, Nakamura, & Fujita, 1997;
Takemura, 2011, 2014). The first representative explanation is the one proposed
through nonlinear utility theory with relaxed independence axioms. This theory sys-
tem generalizes expected utility theory (Starmer, 2000; Tamura et al., 1997). In the
field of economics, this theory system is called nonlinear utility theory (Edwards,
1992; Fishburn, 1988) or generalized expected utility theory (Quiggin, 1993). Nev-
ertheless, it is mathematically almost the same as the theory system of the fuzzy
integral by fuzzy measure theory in the field of engineering (Sugano & Murofushi,
1993). The second representative explanation is the one by a description model with
psychological assumptions (Einhorn & Hogarth, 1985, 1986; Payne, Bettman, &
Johnson, 1993). These models are not as axiomatic as nonlinear utility theory; how-
ever, they are able to explain various experimental results well with psychological
assumptions. Prospect theory, which is described later, is regarded as one integrating
the first and second theoretical frameworks.

The third representative explanation is the one expressing the ambiguity and incon-
sistency of preference by fuzzy sets with ambiguous boundaries (Nakamura, 1992;
Seo, 1994; Takemura, 2000). In this approach, the situation in which the proba-
bility distribution of the result cannot be defined is expressed by the spreading of
the membership function. In this chapter, we present the explanations in the sys-
tem of nonlinear utility theory, which is the first representative explanation theory
framework.

In the nonlinear utility theory system, we consider non-additive probability
weighting functions that transform the probability that additivity does not hold even
when probability information is given in decision making under risk as in the case
of the Allais paradox. In the case of Ellsberg’s paradox, formulation is performed
as non-additive probabilities, wherein additivity does not hold true for measuring
subjective beliefs for natural conditions.

The non-additive probability is sometimes referred to as “capacity“ because it has
been originally used in the field of physics. In the field of fuzzy engineering, it is
called fuzzymeasure. Although the names are different, the mathematical definitions
are the same. The non-additive probability is the set function π : 2� → [0, 1] from
the aggregate consisting of the subsets of the non-empty set �, which satisfies the
following conditions to the closed section [0, 1], namely the condition of bounded-
ness (π(ϕ) = 0, π(�) = 1) and the monotonicity condition (if the subset E, F of
� is in the relation of E ⊆ F, π(E) ≤ π(F) is satisfied). The term “non-additive
probability” is derived from the fact that it does not necessarily satisfy the condition
of additivity.

Even in the Ellsberg problem, if we assume the condition of boundedness, p(ϕ) =
0, p(r ∪ b ∪ y) = 1 and further assume the condition of monotonicity in the proba-
bility evaluation, the paradox does not necessarily occur. From the condition ofmono-
tonicity, the relationship, such as p(r ∪ b ∪ y) > p(b ∪ y) > p(r) > p(ϕ),must be
satisfied; however, if p(r) = 1/3, p(b ∪ y) = 2/3, p(b) < 1/3, p(r ∪ y) < 2/3,
the deviation from the condition of non-additive probability does not occur. In this
case, there is no inconsistency in Ellsberg’s problems 1 and 2. However, at this
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time, this non-additive probability satisfies the condition of the subadditivity of
p(y) + p(b) < p(y ∪ b), p(y) + p(r ∪ b) < p(y ∪ r ∪ b).

4.1.2 Nonlinear Utility Theory

In expected utility theory, the expected utility maximization criterion can be grasped
from the viewpoint of the Lebesgue integral with respect to the probability mea-
sure. However, for the expected utility regarding the non-additive probability defined
above, there are several ways to achieve integral representation apart from the
Lebesgue integral. In the field of the fuzzy measure theory in engineering, several
integral representations from the viewpoint of the fuzzy integral integration have
been proposed (Sugano & Murofushi, 1993), including the expected utility by the
Choquet integral, which is being investigated by many researchers specializing in
nonlinear utility and fuzzy theories (Choquet, 1954). Since Schmeidler (1989) first
axiomatized expected utility theory by integration, it has become a representative
nonlinear utility theory—one that can also explain the Allais paradox and Ellsberg’s
paradox.

The concept of expected utility by theChoquet integral can be explained as follows
(Camerer, 1995). First, suppose that the natural condition si ∈ θ is ranked depending
on the utility u (f (si)) for the result f (si) by the option f, such as u (f (s1)) > u (f
(s2)) > ··· > u (f (sn)). Hence, the expected utility EUc by the Choquet integral on a
finite set on a non-additive probability π is given by

EUc = u( f (s1))π(s1) +
n∑

i=2

u( f (si ))

⎡

⎣π

⎛

⎝
i⋃

j=1

si

⎞

⎠ − π

⎛

⎝
i−1⋃

j=1

si

⎞

⎠

⎤

⎦

If p is an additivemeasure and the natural conditions sj aremutually contradictory,
the expected utility stated above is consistent with the one by the subjective expected
utility theory (Camerer, 1995). The expected utility theory by this integration is very
similar to the rank-dependent utility theory. In addition, for the description in the
form when the objective probability is defined, both models are matched when it is
distorted by a non-additive probability. This is called a rank-dependent type because
it performs ranking based on the goodness of the result and also performs integration
based on it. When this is integrated and displayed, the result is shown below (Tamura
et al., 1997).

EUc =
+∞∫

0

(1 − π({s ∈ � : u( f (s)) ≤ τ }))dτ

−
0∫

−∞
π({s ∈ � : u( f (s)) ≤ τ })dτ
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Are non-additive probabilities applicable as a measure of people’s subjective
uncertainty judgment? In conclusion, even non-adductive probability assuming only
monotonicity without the condition of additivity is too psychologically strict. The
condition of monotonicity may not be mathematically as strict as the probability
measure, which assumes additivity and may generally hold in people’s judgment as
well. However, psychologically, we sometimes observe cases wherein the condition
of monotonicity does not hold.

Tversky and Kahneman (1983) found that, when subjects are given a depiction of
a 31-year-old single woman named Linda, who is active and brilliant, many subjects
may highly infer the probability of an event that “she is currently a bank teller and is
enthusiastic about the women’s liberation movement” rather than “she is currently a
bank teller.” The result means that the probability p(s1 ∩ s2) for the product set of
the event (s1) as being a bank teller, and the event (s2) as being keen on the women’s
liberationmovement, is judgedhigher than p(s1) (i.e., p(s1 ∩ s2) > p(s1)). However,
s1 ∩ s2 ⊆ s1 and r, s1 ∩ s2 ⊆ s2 are obvious; assuming the monotonicity of the
probability to be judged, p(s1 ∩ s2) ≤ min(p(s1), p(s2)) is thus given. Therefore,
many subjects in their research have made judgments deviating from monotonic
conditions.

Such a judgment is called “conjunction fallacy” as a bias in judgment on a con-
junctive event and has been studied vigorously by psychologists. Past studies have
found that this conjunction fallacy easily occurs even in judgment, and this allows
ambiguity by fuzzy evaluation, such that the probability is expressed in sections
like upper and lower limits (Takemura, 2014). In the case wherein the probability
judgment does not satisfy such monotonicity, the expression by non-adductive prob-
ability assuming monotonicity has a limit as a description theory. Meanwhile, the
Choquet integral on the measure with non-monotonic properties has been proposed
(Murofushi, Sugeno, &Machida, 1994;Waegenaere&Wakker, 2001), and empirical
studies on judgment and decision making based on this theory may be expected in
the future.

The expression of expected utility by the Choquet integral is also treated in
the fuzzy and expected utility theory systems and is also used in the psycholog-
ical description theory system of decision making called the “prospect theory”
(Kahenaman & Tversky, 1979; Tversky & Kahneman, 1992).

4.2 The Choquet Integral Model as a Nonlinear Utility
Theory Under Uncertainty

4.2.1 Subjective Expected Utility Model of Anscombe
and Aumann

The set F of options in decision making under uncertainty can be expressed as
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F = { f | f : � → X}.

That is, the decision making under uncertainty has a structure wherein if an option
f is selected and a condition s ∈ � occurs, then a certain result x ∈ X can be known.
If the option f and condition s are known, x = f (s) is given, and we can understand
that the option has the result x with the condition s. There are various cases in
uncertainty: You know the mapping from� to X, you do not know the mapping from
� to X, and you do not know what the � element is, or there are even conditions of
ignorance wherein elements of X are unknown.

Now let us write the relationship � in the binary relationship of F. Here, � is
a subset of F × F. In this way, the set of options can be thought of as a mapping
from a set of conditions to a set of results. However, when the results are considered
to have uncertainty determined by objective probability, by considering the convex
set PX of the finite additive probability measure on 2X , and considering the set
of options as Fp, for f ∈ Fp, f (�) = { f (s) ∈ Px : s ∈ �} is thus given. Here,
assuming that PX is a convex set, for all f, g ∈ Fp and 0 ≤ λ ≤ 1, for any
s ∈ �, (λ f + (1− λ)g)(s) = λ f (s) + (1− λ)g(s) is given, so (λ f + (1− λ)g)(s)b
itself is also an element of PX . Given that f (s) and g(s) are probability measures,
the fact that PX is a convex set means that the convex combination also becomes a
probability measure. Moreover, as λ f + (1 − λ)g ∈ Fp is given, we know that Fp

itself is also a convex set (Tamura et al., 1997).
Before explaining the Choquet integral model, we first explain the Anscombe

and Aumann theorem (Anscombe & Aumann, 1963), which is deeply related to the
model. The Choquet integral model is formed based on this theorem. As a premise
of this Anscombe and Aumann theorem, considering that the result has uncertainty
determined by the objective probability, we think of a convex set PX of the finite
additive probability measure on 2X , let a set of options be Fp, and let the preference
relationship � be a subset of Fp × Fp. In this theorem, the following axioms are
placed (Gilboa, 2009; Tamura et al., 1997):

A1 Weak order property: Preference relationships � are complete and transitive.
A2 Continuity: For any f, g, h ∈ Fp, if f 	 g 	 h,

α f + (1 − α)h 	 g 	 β f + (1 − β)h

There exists α, β ∈ (0, 1), which results in the above.
A3 Independence: For any f, g, h ∈ Fp and α ∈ (0, 1),

f 	 g ⇔ α f + (1 − α)h �αg + (1 − α)h

is obtained.
A4 Monotonicity: On any f, g ∈ Fp, for any s ∈ �, if f (s)� g(s)
f � g is given.
A5 Nonobviousness: There exists f, g ∈ Fp like f � g.
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4.2.1.1 Anscombe and Aumann theorem (Anscombe & Aumann, 1963)

When the preference relationship� satisfies A1 to A5, for the probability measureμ

on � and any f, g ∈ FpX, there exist a linear functional U on PX and finite additive
probability measure P on 2s , which satisfy

f � g ⇔
∫

�

U ( f (s)dP(s))�
∫

�

U (g(s)dP(s))

and U is unique with respect to positive linear transformations. The linear function U
is the expected utility function shown in the von Neumann–Morgenstern axiomatic
system, and P is an additive subjective probability measure. Therefore, satisfying
axioms A1 to A5 means that subjective expected utility theory can be expressed.
In the Anscombe and Aumann axiom, it is the Schmeidler’s theorem (Schmeidler,
1989) that leads to expected utility theory by the Choquet integral on non-additive
probability (capacity). This is achieved by relaxing the axiom of independence as
explained later.

4.2.2 Schmeidler’s Theorem and the Choquet Integral Model

Schmeidler (1989) constructed the axiomatic system by changing the conditions
of the independence of the Anscombe and Aumann axiom to the conditions of the
following comonotonic independence (Gilboa, 2009).

Being comonotonic means that there is no s or t wherein f (s) > f (t) and g (s) <
g (t) are given. Meanwhile, comonotonic independence is explained as follows.

AA 3 Comonotonic independence: In a given set, for comonotonic f, g, h ∈ Fp

and α ∈ (0, 1),

f 	 g ⇔ α f + (1 − α)h �αg + (1 − α)h

is obtained. In this axiom, independence holds only when the options are mutually
comonotonic.

Schmeidler deduced the following theorem on the Choquet integral model
(Gilboa, 2009; Schmeidler, 1989; Tamura et al., 1997).

When the preference relationship � satisfies A1, A2, A3, A4, and A5, for the
probability measure μ on � and any f, g ∈ Fp, there exist linear functional U on
PX and a non-additive probability measure π on 2s, which satisfies

f � g ⇔ (C)

∫

�

U ( f (s)dπ(s)) � (C)

∫

�

U (g(s)dπ(s)).
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However, an integral (C)
∫
is the Choquet integral, andU is uniquewith respect to

positive linear transformations. This means thatπ is a non-additive probability andU
is a utility function. We can explain the preference relationship under uncertainty by
the magnitude of the Choquet integrated utility. Moreover, this utility is an interval
scale; hence, even if a positive linear transformation is performed, it does not change
in terms of the description of preference relationships. To summarize, the axioms of
the Choquet integral expected utility model are given below.

A1 Weak order property: Preference relationships � are complete and transitive.
A2 Continuity: For any f, g, h ∈ Fp , if f 	 g 	 h,

α f + (1 − α)h 	 g 	 β f + (1 − β)h

and there exists α, β ∈ (0, 1) which results in the above.
A3 Comonotonic independence: In any set, for comonotonic f, g, h ∈ Fp and

α ∈ (0, 1),

f 	 g ⇔ α f + (1 − α)h � αg + (1 − α)h is given.

A4 Monotonicity: On any f, g ∈ Fp , for any s ∈ �, if f (s) � g(s),
f � g is given.
A5 Nonobviousness: There exists f, g ∈ Fp satisfying f � g.

4.3 Qualitative Expression of Prospect Theory

Prospect theory, initially advocated by Kahneman and Tversky (Kahneman & Tver-
sky, 1979; Tversky & Kahneman, 1992), is a comprehensive theory based on the
previous findings of behavior decision and nonlinear utility theories (or generalized
expected utility theory). Prospect theory was initially proposed as a descriptive the-
ory dealing with decision making under risks (Kahneman & Tversky, 1979), but was
later developed into a theory that can explain decision making under uncertainty
(Tversky & Kahneman, 1992).

“Prospect” in prospect theory is a combination of various results when adopting
an option and its corresponding probability, and is actually the same as “gambling”
in decision making under risk. In decision making under risk, we select the desired
prospect from among several prospects. That is, considering a set of occurring results
X = {x1,…, xj,…, xm}, we can replace it with the problem about which we should
choose from among the probability distribution on X, p1= [p11, p12,…, p1m], p2=
[p21, p22,…, p2m],…, pl = [pl1, pl2,…, plm]. At this time, one prospect is expressed
by (x1, p11;…, xj, p1j; …, xm, pmj). In prospect theory, we assume that this prospect
is evaluated in a different way from expected utility theory.

Furthermore, in prospect theory, the decision making process is divided into an
editing phase, in which the problem is perceived and the framework of decision mak-
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ing is determined, and an evaluation phase, inwhich the options are evaluated accord-
ing to the problem perception (Kahneman & Tversky, 1979). The former stage is
subject to the circumstances and changes according to differences in some linguistic
expressions, etc. In the latter stage, once the problem is identified, evaluations that
are dependent on the circumstances and decision making are made.

4.3.1 Editing Phase

The editing phase is a stage wherein options are cognitively reconstructed, and even
in the extremely psychological same decision making problem, the problem is rec-
ognized differently. Moreover, the manner of framing the problem differs depending
on slight differences in linguistic expression, among other factors. In the editing
process, the following mental operations are done: (1) coding, (2) combination, (3)
segregation, (4) cancellation, (5) simplification, and (6) detection of dominance.

(i) Coding: This is the process wherein mental operation is performed to divide
the results into either gain or loss. For example, if a person who has always
been working part-time for 10 dollars an hour suddenly gets 11 dollars an hour,
he will recognize it as “gain,” but if it is reduced to 9 dollars, he will recognize
it as “loss.” In this case, the regular hourly wage functions as a reference point.

(ii) Combination:This refers to the operationbywhich the samegains are combined
and simplified. For example, the prospects (200, 0.25; 200, 0.25) with the 0.25
probability of obtaining $200 and the 0.25 probability of obtaining $200 are
edited as the prospect (200, 0.50) with the 0.50 probability of obtaining $200.

(iii) Separation: This is the operation by which a reliable gain part and a risky gain
part are separated. For example, the prospects (300, 0.80; 200, 0.20) with the
0.80 probability of obtaining $300 and 0.20 probability of obtaining $200 are
separated into a prospect (200, 1.00) wherein one can surely obtain $200 and
another prospect (100, 0.80) with the 0.80 probability of obtaining $100.

(iv) Cancellation: When comparing two prospects, they are understood with com-
mon elements ignored. For example, the prospects (200, 0.20; 100, 0.50; −50,
0.30) and (200, 0.20; 150,0.50; −100,0.30) are understood as the prospects
(100,0.50; −50,0.30) and (150, 0.50; −100, 0.30) by reduction, respectively.

(v) Simplification: This is the operation that rounds out the result and its proba-
bility to simplify it. For example, we understand the prospect (101, 0.49) as
(100, 0.50) by simplifying it.

(vi) Detection of dominance: This refers to the mental operation that detects supe-
rior options. For example, for the prospects (500, 0.20; 101, 0.49) and (500,
0.15; 99, 0.51), if the second elements of both prospects are simplified as (100,
0.50), they are compared between the prospects (500, 0.20) and (500, 0.15), and
the former is deemed superior to the latter. The detection of dominance is amen-
tal operation that performs simplification, among others, to detect dominance.
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4.3.2 Evaluation Phase

Each prospect is reconstructed in the editing phase, and the prospect with the highest
evaluation value is selected in the evaluation phase. In the evaluation phase, evalu-
ations are made with the value function they call, a type of utility function, and the
weighting function to the probability. The important thing is that, in the editing phase,
the reference point, which is the origin of the value function, is determined. Theman-
ner of evaluation at this evaluation phase is basically the same as the rank-dependent
type utility theory in the nonlinear utility theory.

As shown in Fig. 4.1, we can see that the value function becomes risk aversive
in the gain area because it is a concave function there, and it becomes risk-seeking
in the loss area because it is a convex function there. Furthermore, the slope of the
value function is generally larger in the loss area than in the gain area. This means
that the loss has a greater impact than the gain.

A special aspect of prospect theory is that the point corresponding to the origin of
utility theory is the reference point, and it is assumed that the reference point moves
easily in accordance with how the decision making problems are edited. In prospect
theory, the evaluationof the result ismade from thedeviation from the referencepoint,
which is the psychological origin, and the decisionmaker evaluates the result as either
a gain or loss. In addition, prospect theory assumes that decision makers become risk
aversive when evaluating gains and become risk-seeking when evaluating loss. In
fact, even with the same decision making problem, because of the movement of the
reference point, they become risk aversive and risk-seeking when grasping options
in the gain and loss areas, respectively.

Fig. 4.1 Value function in prospect theory. Source Kahneman and Tversky (1979). Reproduced in
part by author
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Fig. 4.2 Probability
weighting function in the
prospect theory. Source
Kahneman and Tversky
(1979). Reproduced in part
by author

Moreover, in prospect theory, the non-additive probability weighting function
is π(0) = 0, π(1) = 1, which has a shape shown in Fig. 4.2. Assuming that the
probability weighting function is π and the objective probability is p, this probability
weighting function must meet the following conditions: (1) It must be a non-unital
sum of π(p) + π(1 − p) ≤ 1; (2) in situations wherein the probability is very
low, the probability is overestimated, and the relation of π(p) > p holds; (3) the
non-proportional property of π(pq)/π(p) ≤ π(pqr)/π(pr) is assumed; and (4)
discontinuity must be observed near the end point. As can be seen, these are all
qualitative characteristics.

Finally, we explain the prospect evaluation method in prospect theory. According
to Kahneman and Tversky (1979), when we let x, y be the results; p, q be the prob-
ability of each result, respectively; π(p), π(q) be the probability weighting values
for p and q, respectively; and v(x), v(y) be the value of each result, the evaluation
value V (x, p; y, q) of the prospect is given below. However,

if one of p + q < 1, x ≥ 0 ≥ y, x ≤ 0 ≤ y holds and v (0) = 0,

V (x, p; y, q) = π(p)v(x) + π(q)v(y)

also, if p + q = 1, and x > y > 0 or x < y < 0,

V (x, p; y, q) = v(y) + π(p)[v(x) − v(y)]

holds. The prediction by using prospect theory and subsequent research will be
carried out later.
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4.4 Empirical Research on Prospect Theory

4.4.1 Psychological Experiment on Value Functions
and Reflection Effect

In prospect theory, we assume that the value function v(x) is a concave function
(downward concave function) in the area of the gain, which is higher than the refer-
ence point, and the convex function (downward convex function) in the area of the
loss is lower than the reference point. Moreover, if x ≥ 0, v′′(x) < 0 and if x < 0,
v′′(x) > 0. This means that decision makers become risk aversive in the area of gain
and risk-seeking in the area of loss.

Kahneman and Tversky (1979) examined this assumption on the value function
by distributing questionnaires to university students and teachers in Israel, the USA,
and Sweden.

Problem 1: Which do you choose?

A. You get $4000 with a probability of 80% (prospect A = (4000, 0.80)).
B. You get $3000 for sure (prospect B = (3000, 1.00)).

Problem 2: Which do you choose?

C. You lose $4000 with a probability of 80% (Prospect C = (−4000, 0.80)).
D. You lose $3000 for sure (prospect D = (−3000, 1.00)).

In Problem 1, 20% of 95 people chose A and 80% chose B. In Problem 2, 92%
of 95 people chose C, and 8% chose D. This majority choice pattern is consistent
with the prediction via prospect theory, which states that such people tend to be risk
aversive in the area of gain and risk-seeking in the area of loss. Such a phenomenon
wherein the risk attitude is reversed in the area of gain and loss is called a “reflection
effect.”

In addition, from the answer pattern of the following problems, they also report
the phenomenon wherein the preference is reversed by the reflection effect even if
the prospect has the same result.

Problem 3: You received $1000 first. Choose one of the following options.

A. You get $1000 with a probability of 50% (prospect A = (1000, 0.50)).
B. You get $500 for sure (prospect B = (500, 1.00)).

Problem 4: You received $2000 first. Choose one of the following options.

C. You lose $1000 with a probability of 50% (prospect C = (−1000, 0.50)).
D. You lose $500 for sure (prospect D = (−500, 1.00)).

When 70 subjects answered Problem 3, 16% chose A and 84% chose B. When 68
subjects answered Problem 4, 69% chose C and 31% chose D. The majority choice
pattern, again, is consistent with the prediction via prospect theory, which states that
such people tend to be risk aversive in the area of gain and risk-seeking in the area
of loss.
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Here, Problems 3 and 4 are identical when focusing only on the final results. That
is, the final results of A (=(2000, 0.50; 1000, 0.50)) and C, B (=(1500, 1.00)), and
D are the same. This indicates that the subjects did not judge the first $1000 and
$2000 they received in an integrated manner. The results of this experiment indicate
that people do not make decisions by considering the final amount of assets but do
so based on the change of their reference point. In other words, depending on the
situation, they can either become risk-seeking or risk aversive.

4.4.2 Explanation by Value Functions of Prospect Theory
of Economic Phenomena

One example showing the value function of prospect theory is presented through
Toshino’s (2004) explanation of the investment behaviors of stocks. In his sample
case, when the share price purchased at 10,000 dollars per share rose to 20,000 dollars
and then dropped to 15,000 dollars, despite the fact that they have earned 5000 dollars
per share compared with the purchase price, the buyers will keep holding the share
without selling it. In this case, if the reference point is 20,000 dollars, they would
judge whether it is a loss of 5000 dollars, and are likely to keep holding the share
without selling it. Holding stocks is a form of risk-seeking behavior compared with
selling stocks and determining profits and losses, so this is consistent with prospect
theory.Meanwhile, also according to prospect theory, if the reference point is 10,000
dollars, they would then judge it as a gain of 5000 dollars, and they become risk
aversive and tend to sell the share.

Various phenomena that demonstrate the reflection effect based on such a value
function have been observed in actual stock markets. Odean (1998) analyzed stock
trading data and reported that the median holding periods of stocks when profit-
ing and losing are 104 and 124 days, respectively. This result can be interpreted as
evidence that investors tend to become risk aversive when profiting (preferring to
sell stocks quickly) and become risk-seeking when losing (preferring to hold stocks
longer) (Camerer, 2000). Such a pattern of investment behavior is known as a dispo-
sition effect in the field of finance (Sheflin & Statman, 1985; Toshino, 2004). This
disposition effect is found not only in the field of finance but also in the housing
market. That is, when the owner of a house loses with the fall of the house price,
he does not sell the house but holds it longer; this phenomenon can be explained
through the disposition effect (Camerer, 2000).



4.4 Empirical Research on Prospect Theory 95

4.4.3 Empirical Research on Value Functions and Loss
Aversion

In the value function of prospect theory, the slope of the loss region is steeper than
the gain region, that is, v′ (x) < v′ (−x) when x > 0. This indicates that loss has more
impact than gain, and this property is called “loss aversion.”

From the property of loss aversion assumed in prospect theory, gambling with
zero expected value is avoided. For example, in the case of whether you gamble on
getting 1 million dollars with 50% probability, losing 1 million dollars with 50%
probability (expected value is 0 dollar)), or not gambling at all (expected value is 0
dollar), it is concluded that you do not gamble from the property of loss aversion. In
addition, when x > y > 0, the prospect (y, 0.50; −y, 0.50) is preferred to the prospect
(x, 0.50; −x, 0.50) (Kahnaman and Tversky, 1979). That is, v(y) + v(−y) > v(x) +
v(−x) and v(−y) − v(−x) > v(x) −v(y) hold. Furthermore, if y = 0, then v(x) < −
v(−x) can be obtained.

As a phenomenon related to this notion, we can point out the problem of the equity
premium in the field of finance. As the price fluctuation of the stock market is larger
than that of the bond market, assuming that the same earnings can be expected,
we can consider that people generally prefer bond investments. This assumption
is consistent with the property of the loss aversion described above. Benartzi and
Thaler (1995) hypothesized that from the perspective of the loss aversion property
in prospect theory, such investments as stocks that may lead to either great benefits
or heavy losses would be evaluated with a low value; they also explained why a very
large excess earning rate (premium) on the stock market occurs.

As a phenomenon derived from the loss aversion property, the endowment effect
can be pointed out (Kahneman, Knetch, & Thaler, 1990, 1991). In this phenomenon,
when a good is given and an individual decides to hold it, the selling price of that
good becomes higher than the buying price in the case where the good is not given.
Simply put, it is a phenomenon wherein it is difficult to part with the goods that
one initially owned. Sometimes, this phenomenon is interpreted as representing the
status quo bias. Kahneman and his colleagues conducted a series of experiments to
confirm the endowment effect. In one such experiment, they first randomly divided
77 students at Simon Fraser University into three groups of “selling” conditions,
“buying” conditions, and “choosing” conditions (Kahneman et al., 1990). To the
subjects with the conditions to sell, they gave coffee mugs and investigated the price
at which the subjects are willing to part with the mug. Meanwhile, for the subjects
with the conditions to buy, they investigated the price at which the subjects are
willing to pay. For both cases, in the conditions to choose, the authors presented
various prices and had the subjects choose between getting the mug and gaining
some cash. As a result, the medians of the pricing were $7.12, $2.87, and $3.12 for
the selling, buying, and choosing conditions, respectively. In the selling conditions,
the reference point is in the condition of possessing the mug, and in the buying and
choosing conditions, the reference point is in the condition of not having the mug,
which we can think caused such differences of pricing.
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4.4.4 Empirical Research on the Probability Weighting
Functions

According to prospect theory, in a situation wherein the probability is very low,
the probability is overestimated, and the relation π(p) > p holds. Kahneman and
Tversky (1979) examined this assumption on the probability weighting function
by asking the following question to university students and teachers who were their
participants.

Problem 1: Which do you choose?

A. You get $5000 with a probability of 0.1% (prospect A = (5000, 0.001)).
B. You get $5 for sure (prospect B = (5, 1.00)).

Problem 2: Which do you choose?

C. You lose $5,000 with a probability of 0.1% (prospect C = (−5000, 0.001)).
D. You lose $5 for sure (prospect D = (−5, 1.00)).

Of 72 subjects, in Problem 1, 72% chose A and 28% chose B; in Problem 2, 17%
chose C and 83% chose D. These results indicate that, in Problem 1, the participants
prefer a gamble of gain with a very low probability to its expected value amount,
and in Problem 2, participants prefer the expected value amount to a gamble of loss
with a very low probability.

The relationship π(0.001)v(5000) > v(5) is shown from the answer pattern of
a large number of participants in Problem 1. Assuming that the value function v in
prospect theory is a concave function in the gain region, we can see that the following
relationship holds:

π(0.001) >
v(5)

v(5000)
> 0.001

Similarly, from the result of Problem 2, the relationship π(0.001)v(−5000) <

v(−5) is shown. Assuming that the value function v in prospect theory is a convex
function in the loss region, we can see that the following relationship holds:

π(0.001) >
v(−5)

v(−5000)
> 0.001

From this result, we can see that when the probability is very low, it tends to be
overestimated, and the relationship π(p) > p holds.

Next, in prospect theory, it is assumed that for a probability 0 ≤ p, q, r ≤ 1,
the non-proportionality of π(pqr)/π(pr) > π(pq)/π(p) holds. Kahneman and
Tversky (1979) examined this property by asking their participants the following
questions.

Problem 3: Which do you choose?

A. You get $6000 with a probability of 45% (prospect A = (6000, 0.45)).



4.4 Empirical Research on Prospect Theory 97

B. You get $3000 with a probability of 90% (prospect B = (3000, 0.90)).

Problem 4: Which do you choose?

C. You get $6000 with a probability of 0.1% (prospect C = (6000, 0.001)).
D. You get $3000 with a probability of 0.2% (prospect D = (3000, 0.002)).

In Problem 3, 66 participants answered the problem, of whom 14% chose A and
86% chose B. Similarly, 66 participants answered Problem 4, and 73% chose C and
27% chose D. From the results of Problem 3 and Problem 4, when we assume that
the value function v is a concave function in the gain region, we obtain

π(0.001)

π(0.002)
>

v(3000)

v(6000)
>

π(0.45)

π(0.90)

Here, if p = 9/10, q = 1/2, and r = 1/450 are assumed, we can see that
π(pqr)/π(pr) > π(pq)/π(p) holds.

There are several phenomena that can be explained using the properties of the
probability weighting function of prospect theory (Camerer, 2000; Tada, 2003). First
of all, we can point out the great hit bias of horse racing. As reported by Thaler and
Ziemba (1988), the expected dividend rate of a great hit with a very low probability
of winning is considerably lower than that of betting on a favorite horse, but at a race
place people tend to prefer betting on a great hit. This can be explained by referring
to the property of the probability weighting function, which shows the overestimated
probabilities in situations wherein the probabilities are very low.

Similarly, it can be explained from the property of probability weighting function
thatmany people participate in public lotteries and lotto. Furthermore, the property of
this probability weighting function can explain why many people buy insurance. For
example, the telephone line repair insurance is 45 cents a month, but the repair cost
is $60 and the expected cost of repair is only 26 cents a month (Chiccheti & Dubin,
1994). In this way, based on prospect theory, we can explain the phenomenon of
insurance purchase by understanding how theweights of eventswith a lowprobability
become larger.

4.5 Cumulative Prospect Theory

4.5.1 Assumption of Cumulative Prospect Theory

In the original paper published in 1979, prospect theory was a model expressing
decision making under risk (Kahneman & Tversky, 1979), but in the 1992 paper,
it was renamed into cumulative prospect theory and was expanded into a model
expressing decisionmaking, including ambiguity and risk under uncertainty (Tversky
&Kahneman, 1992). Cumulative prospect theory can be interpreted as a type of rank-
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dependent nonlinear expected utility theory (e.g., Quiggin, 1993; Starmer, 2000;
Tamura et al., 1997).

First, we define the elements of the decision making problems. Let X be a set of
results and � be a set of natural conditions. In addition, let the prospect (option)
under uncertainty be f : � → X. In other words, if there occurs the result of x ∈ X
under some natural conditions s ∈ �, we think that there is a function f (s)= x.
However, for the sake of simplicity, we consider the result x ∈ X to be a monetary
value. For example, f is a kind of lottery, in which you roll a die and get 10,000
dollars (x1) when an “odd number spot” (s1) comes up, and you get 20,000 dollars
(x2) when an “even number spot” (s2) comes up.

As a preparation for considering cumulative prospect theory, we rank the results
in order of the increasing desirability (e.g., depending on the result, 10,000 dollars,
20,000 dollars, 40,000 dollars, and so on) and order them in increasing order. The
way to obtain the comprehensive evaluation value by the ranking of the desired result
is basically the same as the one explained earlier when obtaining the rank-dependent
type nonlinear expected utility by the Choquet integral (Choquet, 1954). Actually,
cumulative prospect theory also uses the Choquet integral.

In addition, suppose that {si} is a subset of �, and when si occurs, the result
becomes xi; as such, the prospect f can be expressed as the sequence of pairs of
(xi, si). In the example of rolling a die above, it can be expressed as prospect f =
(10,000 dollars, odd number spot; 20,000 dollars, even number spot). Again, by the
ascending order of the desirability of the results, we order it in the natural condition
corresponding to the results. As cumulative prospect theory assumes that the value
functions are different in the gain and loss regions, we distinctly treat f + and f − as
positive and negative results, respectively. That is, f +(s) = f (s) if f (s) > 0, f +(s) = 0
if f (s) ≤ 0, f −(s) = f (s) if f (s) < 0, f −(s) = 0 if f (s) ≥ 0. In the example of the
die spot above, f +(s1) = 10,000 dollars, f + (s2) = 20,000 dollars, f −(s1) = 0 dollar,
and f −(s2) = 0 dollar. In the same way as the expected utility theory, we consider
such a function that gives V ( f ) ≥ V (g) if the prospect f is strongly preferred to the
prospect g or is indifferent. The overall utility is determined by assuming that

V ( f ) = V
(

f +) + V
(

f −)
, V (g) = V

(
g+) + V

(
g−)

and by referring to the functions of the gain region prospect and the loss region
prospect.

Box 1: Daniel Ellsberg
Born in 1931. He earned a doctoral degree fromHarvardUniversity. His studies
can be considered the pioneer of the current nonlinear utility theory and behav-
ioral decision making theory. Many of his numerous papers are still studied
today. In fact, Ellsberg is well known also as a historic anti-war activist who
made an accusation against the problems of the Vietnam War. His Web site is
http://www.ellsberg.net/.

http://www.ellsberg.net/
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https://www.flickr.com/photos/smallcurio/29427033337/in/photolist-
LQneMK-7ErECR-dT2EUG-eA5BiF-rXMSkE-oSX2Q5-DLZaK-efpuv8-
aNWpNH-8CwwS-7Evu1u-aYvZUB-6ZEjtN-7Evv2h-7ErEjg-7ErBXe-
7cwuxM-7ErEtp-7EPZ2e-99Wx9n-7EvtMU-7Evwi9-7EPYW6-6KivZh-
eKhaED-arvijt-2iWvC-dT2EXb-a4HJCF-eA8LcL-efui3b-dT2FNj-8ZPVjs-
eQnff2-eA5BFt-a4HKj4-4zKjm3-9TxUbP-Fzfn9H-9JoNDY-29UkcNB-
afsQd5-9JoNuA-9Q1uJp-7HRw3c-93SN9r-aVF9jn-M2znaF-aVFjLM-
eBvbBz

4.5.2 Model of Decision Making in Cumulative Prospect
Theory

In expected utility theory, we consider an additive set function related to the set of
natural conditions, such as the subjective expected utility theory system proposed
by Savage (1954). In comparison, in cumulative prospect theory, we consider a non-
additive set function with the generalized probability measure. This is the same as
the capacity and fuzzy measure described in nonlinear expected utility theory by the
previous Choquet integral. In other words, it is the set function W : 2� → [0, 1]

https://www.flickr.com/photos/smallcurio/29427033337/in/photolist-LQneMK-7ErECR-dT2EUG-eA5BiF-rXMSkE-oSX2Q5-DLZaK-efpuv8-aNWpNH-8CwwS-7Evu1u-aYvZUB-6ZEjtN-7Evv2h-7ErEjg-7ErBXe-7cwuxM-7ErEtp-7EPZ2e-99Wx9n-7EvtMU-7Evwi9-7EPYW6-6KivZh-eKhaED-arvijt-2iWvC-dT2EXb-a4HJCF-eA8LcL-efui3b-dT2FNj-8ZPVjs-eQnff2-eA5BFt-a4HKj4-4zKjm3-9TxUbP-Fzfn9H-9JoNDY-29UkcNB-afsQd5-9JoNuA-9Q1uJp-7HRw3c-93SN9r-aVF9jn-M2znaF-aVFjLM-eBvbBz
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from the aggregate, which consists of the subsets of the non-empty natural condition
set� to the closed section [0, 1]. In addition, the condition of boundedness (W (ϕ) =
0, W (�) = 1) and monotonic condition (when the subset Ai of � is a subset of Aj,
that is, if Ai ⊆ A j , W (Ai ) ≤ W

(
A j

)
) are satisfied. For example, when you roll a

die, if each degree of belief that the 1, 2, or 3 spot comes up is 0.1 and the degree
of belief that an odd number spot comes up is 0.4, then the additivity condition
of the probability measure is not satisfied, but it can be said that the condition of
monotonicity is satisfied.

In cumulative prospect theory, as a value function, themonotonic increase function
v : X → Re in a narrow sense is considered and standardized so as to satisfy v(x0)=
v(0) =0. As a concrete example, we assume a function, such as v(x) = 2x0.8, but
the value function is often discussed on a common basis in the same way as the
explanation of the utility function. In addition, the comprehensive evaluation value
V ( f ) of the prospect is explained by the sum of V

(
f +)

and V
(

f −)
, as shown earlier,

and V
(

f +)
and V

(
f −)

are defined as

V ( f ) = V
(

f +) + V
(

f −)
,

V
(

f +) =
n∑

i=0

π+
i v(xi ), V

(
f −) =

0∑

i=−m

π−
i v(xi ),

at this time, f + = (x0, A0; x1, A1; . . . ; xn, An), f − =
(x−m, A−m; x−m+1, A−m+1; . . . ; x0, A0) is gained.

In addition, π+
0 , . . . , π+

n are the weights of the gain region and π−
−m, . . . , π−

0 are
the weights of the loss region. We note that the weights are determined based on the
desirability ranking of the results. In cumulative prospect theory, weights are defined
as follows:

π+
n = W +(An), π

−
−m = W −(A−m),

π+
i = W +(Ai ∪ . . . ∪ An) − W +(Ai+1 ∪ . . . ∪ An), 0 ≤ i ≤ n − 1,

π−
i = W −(A−m ∪ . . . ∪ Ai ) − W −(A−m ∪ . . . ∪ Ai−1), 1 − m ≤ i ≤ 0

A little more explanation is made on the above equations. First, the decision mak-
ing weight π+

i relates to the gain region, where the result becomes positive, and is
the difference between the non-additive probability of an event that yields a result
that is at least as good as xi and that of an event that yields a result that is better than
xi. In addition, the decision making weight π−

i relates to the negative result and is
the difference between the non-additive probability of an event that yields a result
that is at least as good as xi and that of an event that yields a result that is not as
desirable as xi. If each W is additive, W is the probability measure, and πi is simply
the probability of Ai.
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In order to simplify the expression, if the expressions are modified to πi = π+
i if

i ≥ 0, and πi = π−
i if i < 0,

V ( f ) =
n∑

i=−m

πiv(xi )

is obtained.
Next, we explain cumulative prospect theory under risk. If the prospect f = (xi, Ai)

is given by the probability distribution p(Ai) = pi, then a decision making problem
under risk is made, and the prospect can be expressed as f = (xi, pi). In the case of
this decision making problem under this risk, the decision weight is given as follows:

π+
n = W +(pn), π

−
−m = W −(p−m),

π+
i = W +(pi + · · · + pn) − W +(pi+1 + · · · +), 0 ≤ i ≤ n − 1,

π−
i = W −(p−m + · · · + pi ) − W −(p−m + · · · + pi−1), 1 − m ≤ i ≤ 0

However, W + and W − are monotonic increase functions in a narrow sense and
are standardized as W +(0) = W −(0) = 0 and W +(1) = W −(1) = 1, respectively.
Similar to cumulative prospect theory under uncertainty, if it is expressed asπi = π+

i
if i ≥ 0, πi = π−

i if i < 0,

V ( f ) =
n∑

i=−m

πiv(xi )

is obtained.
To show an example of prospect theory under risk, we consider the following

situation (Tversky&Kahneman, 1992) . If you roll a die once and let the spot coming
up be x, then x = 1,…,6 is obtained. Consider a gamewherein you gain x dollars if x is
an even number and you pay x dollars if an odd number. Then, f can be considered a
prospect that causes the result of (−5, −3, −1, 2, 4, 6) with the objective probability
1/6 of each result. By this, expressions f + = (0, 1/2; 2, 1/6; 4, 1/6; 6, 1/6), f − =
(−5, 1/6;−3, 1/6;−1, 1, 1/6; 0, 1/2) are given. As the probability causing $0 by
f + is 1/2 because it is the probability of odd spots coming up, the distinct probabilities
of obtaining $2, $4, and $6 are 1/6 individually; the probabilities of obtaining $−5,
$−3, and $−1 by f − are 1/6 individually; and the probability of obtaining $0 is 1/2
because it is the probability of even spots coming up. Therefore, we obtain the values
below.

V ( f ) = V
(

f +) + V
(

f −)

= v(2)
[
W +(events with a spot of 6, 4, or 2 coming up)

−W +(events with a spot of 6 or 4 coming up)
]

+ v(4)
[
W +(events with a spot of 6 or 4 coming up)
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−W +(events with a spot of 6 coming up)
]

+ v(6)
[
W +(events with a spot of 6 coming up)

−W +(events with nothing)
]

+ v(−5)
[
W −(events with a spot of 5 coming up)

−W −(events with nothing)
]

+ v(−3)
[
W −(events with a spot of 5 or 3 coming up)

−W −(events with a spot of 5 coming up)
]

+ v(−1)
[
W −(events with a spot of 5, 3, or 1 coming up)

−W −(events with a spot of 5 or 3 coming up)
]

= v(2)

[
W +

(
1

6
+ 1

6
+ 1

6

)
− W +

(
1

6
+ 1

6

)]

+ v(4)

[
W +

(
1

6
+ 1

6

)
− W +

(
1

6

)]
+ v(6)

[
W +

(
1

6

)
− W +(0)

]

+ v(−5)

[
W −

(
1

6

)
− W −(0)

]
+ v(−3)

[
W −

(
1

6
+ 1

6

)
− W −

(
1

6

)]

+ v(−1)

[
W −

(
1

6
+ 1

6
+ 1

6

)
− W −

(
1

6
+ 1

6

)]

= v(2)

[
W +

(
1

2

)
− W +

(
1

3

)]
+ v(4)

[
W +

(
1

3

)
− W +

(
1

6

)]

+ v(6)

[
W +

(
1

6

)
− W +(0)

]
+ v(−5)

[
W −

(
1

6

)
− W −(0)

]

+ v(−3)

[
W −

(
1

3

)
− W −

(
1

6

)]
+ v(−1)

[
W −

(
1

2

)
− W −

(
1

3

)]

This relation is expressed in Fig. 4.3. The V
(

f +)
is the area on the left-hand

side of Fig. 4.3, and V
(

f −)
is the product of the area on the right-hand side of

Fig. 4.3 multiplied by −1. When this is expressed linguistically, the comprehensive
assessment in cumulative prospect theory can be derived as follows: First, the weight
of the value of $2, π , is obtained from the difference between the weight, w, of the
probability of gaining $2 or more and the weight, w, of the probability of gaining $4
or more. Other weights π are obtainable in the same manner. The sum of products of
this π and the value v engenders the comprehensive assessment. When expressing
this fact by words, the comprehensive evaluation value in cumulative prospect theory
is to be obtained as follows. First, the weight π on the value of $2 is obtained by the
difference between the weight w of the probability of obtaining $4 or more and the
weight w for the probability of obtaining $2 or more. Similarly, another weight π

can be obtained. The comprehensive evaluation value is obtained by the sum of the
products of π and value v.
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Fig. 4.3 Calculation method of v(f ) in cumulative prospect theory. Note v(f) = v(f +)+v(f −)

4.6 Experiments on Cumulative Prospect Theory

4.6.1 Parameter Estimation Experiments of Value Functions
and Probability Weighting Functions of Cumulative
Prospect Theory

Tversky and Kahneman (1992) presented various prospects to a total of 25 graduate
students from Stanford and Berkeley by computers for choice experiments and esti-
mated the value function of cumulative prospect theory. The prospects they presented
are of the type wherein the probability of getting $150 is 25% and the probability
of getting $50 is 75%. They then made the students compare such prospects with
reliable prospects to conduct choice experiments of choosing a desirable alternative.

v(x) =
{

xα
(
i f x � 0

)

−λ(−x)β (i f x < 0)

Based on the choice results of this experiment, they performed nonlinear regres-
sion analysis and estimated 0.88 for both α and β and 2.25 for λ. The fact that the
estimated values of α and β are 1 or less indicates that the value function is concave
downward in the gain region and convex downward in the loss region. In addition,
the estimated value of λ indicates that the loss has an impact that is about twice as
large as the gain, indicating that the property of loss aversion is strong.

They also consider the following function as the concrete decisionweight function
W +, W − of the cumulative prospect theory, and by this choice experiment, as shown
in Fig. 4.2, they are able to estimate the shape of the decision weight function.

W +(p) = pγ

(pγ (1 − p)γ )
1/γ , W −(p) = pδ

(
pδ(1 − p)δ

)1/δ
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The estimated value of γ is 0.61, and the value of δ is 0.69. The value of δ is
slightly larger than the value of γ , indicating that the probability weighting function
related to the positive result is slightly larger in the degree of the curve.

4.6.2 Experimental Research on Various Probability
Weighting Functions in Cumulative Prospect Theory

Thus far, in the literature on cumulative prospect theory, various metric models have
been proposed in the evaluation formula of the probability weighting function, and
their comparisons have been made (see, e.g., Gonzalez & Wu, 1999; Murakami,
Ideno, Tamari, & Takemura, 2014; Takemura, 2014; Wu & Gonzalez, 1996).

In the original prospect theory, the probability weighting function showed non-
additivity, the overestimation of low probability events, non-proportionality, and
discontinuity near the end point. However, in cumulative prospect theory, this is
formulated below. Here, only the probability weighting function in the gain region
is shown.

W (p) = pγ

(pγ + (1 − p)γ )
1/γ

In addition, p expresses a probability,W (p) is a subjectiveweight to the probability
p, and γ is a parameter. Parameter γ takes values from 0 to 1, and the shape for each
parameter of this model is shown in Fig. 4.4.

In addition, we also have Prelec’s model, which we modified considering another
axiomatic basis (Prelec, 1998). The simple formula of Prelec’s model is often used
in the fields of behavioral economics, behavior decision making research, and neu-
roscience as well. This simple formula is given by

W (p) = exp{−(− ln p)α}

In addition, p is a probability, W (p) is a subjective weight to, p and α is a free
parameter, which takes the interval (0, 1). As shown in Fig. 4.5, the fixed point is 1/e,
or about 0.36 regardless of the value of the parameter α (Wu & Gonzalez, 1996).

Takemura et al. (1998, 2001, 2013, 2016) developed the psychometric models
of probability weighting functions by using a model derived from the delayed value
discounting (Mazur, 1987) and a model derived from Takemura’s mental ruler theory
(Takemura, 1998). Meanwhile, Takemura, Murakami, Tamari, & Ideno (2013, 2014)
andMurakami et al. (2014) have compared and examined thosemodels with prospect
theory of Tversky and Kahneman (1992) and the simplified model by Prelec (1998),
thus improving the metric model of Tversky and Kahneman under almost the same
experimental conditions. These studies are presented below. First, the model that
Takemura et al. (2013) deduced from the delayed value discounting (Mazur, 1987)
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Fig. 4.4 Probability weighting function in cumulative prospect theory (Constructed based on the
Tversky and Kahneman (1992) Model)

is shown in the following formula, and then an example of the model derived from
the mental ruler theory (Takemura, 1998, 2001) is shown below.

4.6.2.1 Model Derived from Delayed Value Discounting

Takemura et al. (2013, 2016) deduced a probability weighting function as a model of
human sensibilities to probability from a hyperbolic discountmodel in the research of
delayed value discounting, which is often used in behavioral analysis and behavioral
economics. The model is expressed as

V = A

1 + k D

where V expresses the value of reinforcement, A is the reinforcement amount, and
D is the reinforcement delay. In addition, k is a parameter expressing the discount
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Fig. 4.5 Probability weighting function by Prelec. Source Prelec (1998)

rate, and as this value increases, more value is discounted. This formula is based on
the idea that the value of reinforcement is proportional to the inverse of the delay.

First, replace D, which expresses the reinforcement delay of formula (5) with the
probability p. Given that reinforcement is not performed until an independent trial is
considered, a geometric distribution is given, and the average waiting trial number
becomes 1/p of the inverse of the probability p. This 1/p expresses the average number
of trials before a certain amount of reinforcement occurs at a certain time. In addition,
considering that the so-called Fechner’s law works, and by taking the logarithm of
1/p, the above formula becomes

W (p) = 1

1 + k log 1
p

When the common sense is rewritten, it becomes the following expression, which
is the probability weighting function by the delayed value discounting model and is
given by
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Fig. 4.6 Probability weighting function derived from delayed value discounting. Note Shape for
parameter w in the model

W (p) = 1

1 − k log p

In themodel of the probability weighting function derived from this delayed value
discounting, the value of the parameter k takes a value of 0 or more. If the value of
the parameter k is smaller than 1, it becomes a concave function, and when it is
larger than 1, it becomes a convex function. In addition, the characteristic difference
from Tversky and others’ original metric model is that the subjective probability
variation range is large for the objective probability. The transition of the shape for
each parameter of this model is shown in Fig. 4.6.

4.6.2.2 Model in the Mental Ruler Theory Takemura (1998, 2001)

In the model of the mental ruler, both in human judgment and decision making, as
it is easy for a person to make a one-dimensional mental ruler, it is assumed that he
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subjectively constructs the situation, makes a base set from the subjective situation,
and constructs a mental ruler on it to make judgments (Takemura, 1998). In addition,
there are six basic properties for a mental ruler. First, people construct an appropriate
mental ruler according to the situation. Second, the positions to which the reference
point and the end point of the ruler are appliedmay change depending on the situation.
Third, the graduation of a ruler narrows particularly in the vicinity of the end point
and the reference point. Fourth, high knowledge and high involvement narrow the
graduation of a ruler. Fifth, even if information is given in amultidimensionalmanner,
one-dimensional judgment is made by the mental ruler. Sixth, making a comparison
among different mental rulers is difficult.

The metric model of mental ruler theory with such assumptions and basic func-
tions is the linear sum of a concave function (downward concave function) and a
convex function (downward convex function). The logarithmic function in Fech-
ner’s psychophysics and a model wherein Stevens’ power exponent is less than 1 are
both concave functions, and when the power exponent of Stevens’ model exceeds 1,
it is a convex function. One expression type of this model is given below.

W (p) = wpβ + (1 + w)
(
1 − (1 − p)β

)

Here, if the value of w of the relative weight is closer to 1, it means that the
position of the fixed point becomes higher; if the value of β is closer to 1, then it
becomes more linear. By using two parameters in this model, we can see the degree
of overestimation or underestimation for the objective probability and decide the
fixed point. Therefore, the mental ruler model can express the human sensibilities to
the probability judgment in a more flexible manner than the conventional models.
The transition of shape for each parameter of this model is shown in Fig. 4.7a, b.

Next, the following expression is a model in which the delayed value model is
described in the category of mental ruler theory.

w(p) = α

⎛

⎝ 1

1 − k
(

1
log(1−p)

)

⎞

⎠ + (1 − α)

⎛

⎝1 − 1

1 − k
(

1
log p

)

⎞

⎠

Here, α is a relative weight, and k (k > 0) is a parameter related to distortion.
Figure 4.8a, b shows the shape of the probability weighting function when k and
α are changed. Many models of such probability weighting functions have been
submitted, but the problem of empirically determining what kind of model is better
among various options remains.

Takemura et al. (2013) andMurakami et al. (2014) conducted psychological exper-
iments to estimate a certainty equivalent. A certainty equivalent is an amount that is
equivalent to options (lottery) specifying multiple results and the probabilities that
those results will occur. Using the method developed by Gonzalez and Wu (1999)
and the certainty equivalent estimated by psychological experiments, Takemura et al.
(2013) and Murakami et al. (2014) estimated the free parameters of the probability
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Fig. 4.7 a Probability weighting function derived frommental ruler theory. Note Shape for param-
eter β in the model (w = 0.34). b Probability weighting function derived from mental ruler theory.
Note Shape for parameter w in the model (β = 0.5)
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weighting function. They recruited 100 university students (40 males, average age
of 21.9 years old), who participated in the experiment. As 18 of 100 participants had
low reliability of data, they estimated a certainty equivalent of 82 people.

The outline of the experimental task flow (Murakami et al. 2014) is shown in
Fig. 4.8. As can be seen, the task was to present a lottery and six different money
amounts in ascending order that students can securely gain in pairs. They were asked
to choose the option they prefer: to draw the lottery or to securely gain an amount of
money (they can choose for each amount of six amounts of money they can securely
gain).

The content of the lottery used as an experimental stimulus had 15 kinds of results
and 11 kinds of probabilities, whose combinations reached a total of 165 options.
In order to secure reliability to some extent, nine kinds of gambles were randomly
selected from 165 kinds of gambles and these were repeatedly presented. In total, 174
sets of gamble combinations were presented and the money amounts were deemed
obtainable. In addition, regarding nine kinds of gambles presented repeatedly, they
operated them so as not to continuously present the same stimulus. Two patterns of
stimuli were prepared, one with securely obtainable money amounts in ascending
order and the other with those in descending order.

The parameters of each model were estimated from the median of the certainty
equivalent obtained by the experiment. Given that each model has a different number
of parameters, in order to compare models, it would be preferable to use a fit index,
in which the effect of the number of parameters is discounted. Therefore, they used
AIC as an index representing the good fitness of the model for the data. The AIC
values of each model were different for each experiment participant. However, when
compared as a whole on an average basis, the delayed value discounting model using
the mental ruler theory had the best fit, followed by Prelec’s model.

4.6.2.3 Individual Analysis of Probability Weighting Functions

Takemura and Murakami (2016) performed an experimental study and individual
analysis study in order to illustrate the fitness of our models as well as previous mod-
els. Concerning the empirical research on probability functions, important research
has been conducted by Stott (2006), who reviewed eight different forms of the prob-
ability weighting function (linear model, power model, log-odds model, Tversky-
Kahneman model, Wu-Gonzalez model, two versions of Prelec’s model, and a non-
parametricmodel) and reported parameters estimated frommultiple empirical papers
over a period of 10 years. In addition, he reported an extensive empirical study for
96 participants by utilizing 90 different gamble stimuli. His study compared fits on a
total of 256 combinations of cumulative prospect theory functional forms, including
eight probability functions, eight value function forms, and four choice functions and
concluded that the best model has a risky weighting function of the simple version
of Prelec’s (1998) model, a power value function, and a logit choice function. We
also examined the Prelec (1998) model using the power function for a value function
by comparing the proposed model and some previous models. Although the number
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Fig. 4.9 Probability weighting function estimation experiment flow. Source Takemura and
Murakami (2016)

of participants was limited (50 participants), Prelec’s (1998) general version of the
probability weighting model fitted our data better than the other models did. This
finding shows that the best model is the probability weighting function based on
Loewenstein and Prelec’s (1992) generalized hyperbolic time discounting model.

We proposed a probability weighting function derived from a hyperbolic time
discounting model by assuming a geometric distribution. Moreover, our probability
weighting function was derived from Loewenstein and Prelec’s (1992) generalized
hyperbolic time discounting model. The present study derived this hyperbolic log-
arithmic model from the generalized hyperbolic time discounting model assuming
Fechner’s (1860) psychophysical law of time and a geometric distribution of trials.
Because the geometric distribution is skewed, a logarithmic psychophysical func-
tion (−log p) was considered to be an approximation to the median of trials. Under
this interpretation, the probability of the weighting function was derived from the
generalized hyperbolic model using the median of geometrically distributed trials.

There are two primary contributions of this study. First, Takemura and Murakami
(2016) derived the probability weighting function on the basis of the generalized
hyperbolic time discounting function. Second, they demonstrated the empirical study
comparisons that fitted for six different probability weighting functions for 50 partic-
ipants, each corresponding to 165 unique gambles. The outline of the experimental
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Fig. 4.10 A stacked bar chart of the AIC ranks for the six models. Source Takemura andMurakami
(2016)

task flow (Takemura & Murakami, 2016) is shown in Fig. 4.9. As can be seen, the
task was similar to the above-mentioned experimental study in Murakami et al.’s
(2014) research.

The results of the psychological experiment indicated that the expected value
model of generalized hyperbolic discounting was a better fit of AIC measure than
previous probability weighting decision making models as shown in Fig. 4.10. Fur-
ther theoretical and empirical studies will be required to examine the shape of the
probability weighting function.

Takemura and Murakami (2016) provided theoretical and empirical support
of the individual level analysis that assists a psychological interpretation of the
probability weighting function from a time discounting perspective. However, the
empirical method used in their research was a psychometric nonlinear regression
analysis. Although there are several empirical psychometric tests available to
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examine probability weighting functions, there is no concrete method to examine
the axiomatic properties of the probability weighting functions. Prelec (1998) had
already proposed the axiomatic properties for some weighting functions. However,
no concrete axiomatic properties distinguished the individual models he proposed,
and no testing method was suggested. Per their axiomatic considerations, Takemura
and Murakami (2018) proposed axiomatic properties and a testing method to exam-
ine the generalized hyperbolic logarithmic model, power model, and exponential
power model of the probability weighting functions and conducted an experimental
research using 14 participants, which revealed that the axiomatic properties of the
probability weighting functions did not correspond to the psychometric fitting result
of probability weighting functions. A similar result occurs in the additive conjoint
systems in judgment and decision making. For example, empirical tests of double
cancellation for the conjunctive measurement had rejected the double cancellation
axiom (Gigerenzer & Strube, 1983; Levelt, Riemersma, & Bunt, 1972). On the other
hand, psychometric studies have indicated that the linear additive model fitted better
(Dawes, 1979). There are some contradictions between psychometric and axiomatic
studies. This case is the same as that in previous research. Further research is needed
to identify the reason behind such discrepancies.

Box 2: Daniel Kahneman
Born in 1934. He is currently working as a professor at Princeton University.
He was awarded the Nobel Memorial Prize in Economic Sciences in 2002
for his achievements in the application of psychological studies—including
decision making and judgment under uncertainty—to economics.
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Photograph by Buster Benson:

https://www.flickr.com/photos/erikbenson/9585678357/in/photolist-
61c8x8-61c8vr-5Wmq5x-5Wmqdi-7JDXjT-6E6mgM-fB47dv-61gkij-
aHxVUD-2dKjP1m/

Box 3: Amos Tversky
Born in 1937; deceased in 1996.He spentmany years studying decisionmaking
under risk anduncertaintywithDanielKahneman, thewinner of the 2002Nobel
Prize in economics. There must be many researchers who think that he would
have received theNobel Prize jointly with Kahneman if he had lived until 2002.

https://www.flickr.com/photos/erikbenson/9585678357/in/photolist-61c8x8-61c8vr-5Wmq5x-5Wmqdi-7JDXjT-6E6mgM-fB47dv-61gkij-aHxVUD-2dKjP1m/


116 4 Nonlinear Utility Theory and Prospect Theory: Eliminating …

Photograph: Ed Souza/Stanford News Service

4.6.2.4 Summary

– The Allais paradox and Ellsberg’s paradox are presented as phenomena that are
contrary to the independence axioms of expected utility theory. Various nonlinear
utility theories explaining these paradoxes are proposed.

– In nonlinear utility theories, a theory is used to explain these paradoxes by the
Choquet integral on non-additive probability. A representation theorem in the
expected utility model by this Choquet integral is also presented.

– In the expected utility model of Schmeidler’s Choquet integral type, when weak
order property, continuity, independence, comonotonic independence, and nonob-
viousness hold in decision making under uncertainty, only then can an integral
type nonlinear expected utility model hold. Moreover, the model has uniqueness
to a positive linear transformation. In the expected utility model of the Choquet
integral type, utility is an interval scale.

– Prospect theory is considered as a type of nonlinear utility theory and is a code-
dependent model assuming different value function shapes in the gain region and
the loss region. It also assumes utility evaluation by the Choquet integral on the
shift of the reference point and the non-additive probability.

– Prospect theory assumes that the value functions concave downward for gains and
convex downward for losses. This allows us to explain the properties of various
types of decision making scenarios, such as endowment effect, reflection effect,
and so on.

– With respect to the value function and probability weighting function of prospect
theory, various metric models have been proposed and many empirical studies
have been done, and these have been applied to neuroscience, marketing, and
economics, etc.
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4.6.2.5 Reading Guide for More Advanced Learning

– Fishburn (1988). Nonlinear preference and utility theory (John Hopkins series in
the mathematical sciences). Baltimore MD: John Hopkins University Press.

This book provides the axiomatic theory base about expected utility theory and
nonlinear expected utility theory in detail. In addition, the problem of the counter-
example of expected utility theory is explained in detail in relation to the axioms.
This book is somewhat difficult to understand but is very important as a specialized
book in this area.

– Gilboa (2009). Theory of decision under uncertainty (Econometric SocietyMono-
graphs). Cambridge, UK: Cambridge University Press.

This book provides in-depth explanations of the epistemological base and the
axiomatic theory base about the nonlinear expected utility theory and prospect theory.
This book is somewhat difficult to understand, but it is considered very important as
a specialized book in the area of the theoretical research on decision making under
risk and uncertainty.

– Kazuhisa Takemura (2014). BehavioralDecisionTheory: Psychological andmath-
ematical representations of human choice behavior, Tokyo, JP: Springer.

The nonlinear expected utility theory and prospect theory are explained clearly
while comparing the findings of different behavioral experiments.

– Dhami, S. (2017). The foundations of behavioral economic analysis. Oxford, UK:
Oxford University Press.

This book also provides an explanation of nonlinear expected utility theory and the
empirical research on some paradoxes of utility theory while comparing the findings
of past behavioral experiments.
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Chapter 5
Mental Accounting and Framing:
Framework of Decisions in Consumer
Price Judgment

Keywords Mental accounting · Framing · Reference price · Mental ruler ·
Psychophysical law

In decisionmaking in economic behavior, information about price and quality is com-
piled and evaluated. This chapter focuses on the psychology behind price judgment.
How do people organize and understand information such as prices psychologically?
The concept of mental accounting is relevant to answer this question. This chapter
addresses phenomena related to mental accounting. The problem of mental account-
ing is also closely related to the concepts of psychological purse and mental ruler.
Furthermore, the concepts of mental accounting, psychological purse, and mental
ruler can be interpreted as a manifestation of a phenomenon called “framing” in
decision making. In this chapter, the problems of mental accounting and framing are
interpreted especially by using the mental ruler model.

5.1 Consumers’ Price Judgment

5.1.1 Revealed Preference and Price

As described in Chap. 2, according to the concept of revealed preference, price
information is useful in knowing consumer preferences.Moreover, price information
leads to inferring the utility function. We assume that an indifference curve of goods
x and y exists. When the price per unit of a certain item x is p1 and the price per unit
of y is p2, the budget m is defined as

m = p1x + p2y.

© Springer Nature Singapore Pte Ltd. 2019
K. Takemura, Foundations of Economic Psychology,
https://doi.org/10.1007/978-981-13-9049-4_5

121

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-9049-4_5&domain=pdf
https://doi.org/10.1007/978-981-13-9049-4_5


122 5 Mental Accounting and Framing …

We suppose that a consumption vector (x1, y1) is selected under the price
(p1, p2). We also suppose that (x2, y2) is another consumption vector that satisfies
p1x1 + p2y1 ≥ p1x2 + p2y2. According to the weak axiom of revealed preference,
when a consumption vector (x2, y2) can be purchased, and if (x1, y1) and (x2, y2) are
purchased, then (x1, y1) is not available for purchase. That is, if you have bought a
combination of goods at a price higher than that of a combination of other goods, then
you prefer that combination, and if you have bought a cheaper combination, then you
do not have enough money to buy the more expensive goods. Also, according to the
strong axiom in revealed preference, if a consumption vector (x1, y1) is directly or
indirectly revealingly preferred to (x2, y2), and if these consumption vectors are not
identical, then (x2, y2) is not directly or indirectly revealingly preferred to (x1, y1).
When the strong axiom of this revealed preference is satisfied, the transitivity of pref-
erence holds, and the consumers are able to maximize utility. Based on the axiom of
revealed preference, preference can be inferred from actual purchasing patterns of
consumers. Then, based on the consumers’ selection patterns under a certain price,
we are able to estimate utility functions by examining the preference relationship of
consumers by checking whether the strong axiom of revealed preference is violated
or not. However, what is important is that such estimation is possible only when con-
sumers’ decision making is rational such as when satisfying a weak order. Therefore,
we have to investigate how consumers grasp and judge it and decide when they are
actually giving price information on a certain good.

5.1.2 Price Judgment

In human economic behavior, price is an important judgment factor. Even brands that
are judged to be of high quality are not purchased if they are judged to be expensive,
and luxury brands can be purchased if judged to be cheap. For example, while you
think that a bottled drink worth 100 yen is expensive in a 100-yen store, you may
judge a 500-yen bottled drink as cheap in a department store.

Aoki (2004) studied consumers’ information processing of price as shown in
Fig. 5.1. According to this figure, the price information on a brand is interpreted
through the perception of consumers. First, the price information functions as a clue
of “how good [a] brand’s quality is.” Second, it functions as a clue on “how cheap
[the] brand is.” Considering these clues, we obtain “reaction to price,” which is the
comprehensive evaluation of the price by consumers. Based on this reaction, the
decision making on purchase behavior is conducted. This idea is different from the
tendency assumed for the principle of revealed preference. For example, if some
consumers think that the higher the price, the better is the quality, then it becomes
impossible to consider whether the revealed preference is established. As a practical
example,McDonald’s Japan halved the price of its hamburgers onweekdays to 65 yen
from 130 yen in February 2000. At this time, the clue of savings as “the price halved,”
the second function, was present, but we can also think that the low estimation that
“McDonald’s hamburgers are approximately 65 yen in quality” was due to the first
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Fig. 5.1 Consumer’s information processing process with price. Source Aoki (2004)

function. With this price reduction, the sales of hamburgers on weekdays increased
five times, but dissatisfaction with other types of hamburgers (from 190 yen to 280
yen at the time) grew further, and the price satisfaction level, which had previously
reached 30% or higher, decreased to 10% or lower (Aoki, 2004). An interpretation
of this result is that the overall quality evaluation of McDonald’s Japan’s hamburgers
has dropped due to the price cut. Such examples show the problems of price strategies
in marketing, which one can frequently find in the real world.

5.2 Consumers’ Actual Price Judgment

5.2.1 Consumers’ Price Judgment

According to the survey results published by theOffice of PublicRelations,Minister’s
Secretariat, Cabinet Office in 2005, among the attributes emphasized most in store
selection, price (61.6%) was the most prominent. In particular, the 20–40 age-group
had a tendency to consider price as important. Thus, price is a key factor in consumers’
decision making.

Dickson and Sawyer (1990) investigated the kind of price perception that con-
sumers have in supermarkets. In their study, 30s after a consumer placed an item in
her cart, the consumer was asked, “Can you state the price of the item you have cho-
sen without checking the cart and with your eyes closed?” The results showed that
55.6% of consumers could estimate the price within 5% of the actual price. Accord-
ing to a survey on the price perception of drinks in Japanese supermarkets, which
was conducted with a similar method, 50.6% of consumers were able to estimate
the price without any errors (Takemura, 1996). Considering that in this survey, con-
sumers who were able to recall both brand names and company names were 37.3%,
and that 51.7% could not identify any ingredients (Takemura, 1996), although some
deviation exists in the actual price information, we can see that the perception of
price is relatively accurate compared with other attributes. However, both surveys
show that only a few consumers remember the exact price. Dickson and Sawyer
(1990) reported that the estimated value of the price decreased and that most con-
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sumers grasped the relative relationship, such as higher, lower, or the same, when
comparing a product with other brands in the same category.

Wakayama (2014) conducted a survey on university students to compare the aver-
age payment intention amount at shops that assumed the lowest price guarantee and
at shops that did not; the results showed that students’ payment intention amount was
higher at shops that assumed the lowest price guarantee and that the students thought
they would pay a higher price. Wakayama (2014) pointed out that even if the lowest
price guarantee was available, the students did not negotiate prices by bringing the
flyer of another store unless the actual payment was reduced by approximately 30%.
The reason for this behavior, as concluded from the survey results, is that the students
considered the potential embarrassment of negotiating a price discount by bringing
the flyer of another store. The results of this survey indicate that university students
are self-conscious in asking for a discount even at stores that guarantee the lowest
price in the same way as general stores do.

5.2.2 Price Judgment and Psychophysics

In considering consumer price judgment, research findings in psychophysics, an old
subfield of psychology, can be the basis for learning. Fechner (1860), the founder
of psychophysics, proposed a method that sometimes translates as a psychophysical
measurement approach, developed a constant measurement method and a scale con-
struction method to specify the functional relationship with psychological quantity
produced through stimulus intensity and judgment, and derived the theory of sensory
quantity expressed by logarithmic functions.

Based on the so-called Weber law that �I/I , the ratio of stimulus intensity I
to its difference threshold �I , is constant, a condition called Weber’s law, a theory
called Fechner’s law was proposed, where the magnitude S of the judged sensation
is proportional to the logarithm of the stimulus intensity I (S = k log I , where k is a
positive constant) (Indo, 1977; Wada, Oyama, & Imai, 1969).

Weber’s law states that the just recognizable increment of the stimulus of the
standard stimulus and the experiment stimulus, that is, the magnitude of the differ-
ence threshold, is proportional to the initial strength of the stimulus. This law further
states that the difference is proportional to the magnitude of the standard stimu-
lus when detecting the difference between the two stimulus amounts. For example,
according to this law, when judging the weight of a weight, the difference that has
been discriminable becomes undetectable if the weight of the standard stimulus is
large and the difference threshold can be expanded. This law concerning difference
thresholds is known to hold in various sensory areas such as auditory, visual, and
tactile (Wada et al., 1969), and it holds not only in such basic senses but also in the
sense of low price of discounted goods (Kojima, 1986). For example, according to
Weber’s law, when comparing a discount of 30 yen from goods with a fixed price
of 100 yen and a discount of 30 yen from goods with a fixed price of 10,000 yen,
one cannot have a similar sense of low price, but can have the same sense of low
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Fig. 5.2 Fechner’s logarithmic function

price when comparing a discount of 30 yen from 100 yen and a discount of 3000 yen
from 10,000 yen. In Fechner’s law, �I is considered by differential and �I = dI
is assumed, which is considered to be proportional to the minimum unit of a sense
�S = dS, where dS = kdI/I (k is a constant). Both sides of this equation are
integrated to obtain S = k log I + C (where C is a constant). Based on the assump-
tion that the stimulus intensity at S = 0 is I0, C = −k log I0 can be considered,
S = k log I − k log I0 = k log I/I0. Here, if I/I0 is considered to be the stimulus
intensity standardized by the stimulation threshold value I0, then Fechner’s law is
obtained. The logarithmic function deduced by Fechner is shown in Fig. 5.2. When
the sense of low price of the discount rate is predicted on the basis of Fechner’s law,
as the discount rate increases to 10, 20, and 30%, the increment of the sense of low
price decreases.

Sense amount: S = k log I

The law on the relationship between physical quantity and psychological quan-
tity, such as Fechner’s law, is called psychophysical law. Various studies have been
conducted on this subject. A different view exists as to whether the psychophysi-
cal function of the logarithmic function by Fechner is valid or not, and deduction
from Weber’s law has been criticized as a leap. The theory by Stevens (1975) states
that the power function is more reasonable than the logarithmic function (S = α I β ,
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where α and β are constants) (Wada et al., 1969). Many theories using value and
utility functions similar to those of Fechner and Stevens’ psychophysical functions
also appear in the theories of value and utility regarding price. For example, value
functions are estimated by power functions in the nonlinear utility theory, such as
the prospect theory (Tversky & Kahneman, 1992), which describes the evaluation
of monetary gain.

In addition, Takemura (1998, 2001) proposed themental ruler theory that the eval-
uation function in consumer price judgment is characterized by a concave downward
near the lower limit and convex downward near the upper limit of the judgeable stim-
ulus, and performed formulation including Fechner’s and Stevens’ laws as special
examples. This model was also used to estimate the probability weighting function
and is a psychological evaluation function that does not particularly distinguish the
probability and the result.

Basically, the evaluation function of the mental ruler is the following function:

Comprehensive evaluation = weighting to the left end point x evaluation function
based on the left end point (downward concave function)+weighting to the right end
point x evaluation function based on the right end point (downward convex function).
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Fig. 5.3 a Inverted S-shaped evaluation function of mental ruler model. b Evaluation function of
mental ruler model in which the reference point is located on the left end of the ruler. c Evaluation
function of mental ruler model in which the reference point is located on the right end of the ruler
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Therefore, the evaluation function of the mental ruler is the linear sum of the
concave and convex functions, and it is generally considered to have an inverted
S shape as a result. The property of the evaluation function of this mental ruler
is completely opposite to the property of diminishing marginal utility in the utility
theory and the prospect theory in the vicinity of the maximum value of the evaluation
area. The utility and prospect theories always assume a downward concave function,
but the mental ruler model predicts a downward convex function near the upper limit.
For example, in the negotiation of price discount and others, if one is acting with a
goal, the sensitivity would increase when the targeted price is near (see Fig. 5.3).

According to this formulation, let the intensity of sensation be S, weight (0 ≤ k ≤
1) be k, the stimulus be x ∈ X , and the psychophysical function u of the concave
function X → [0, 1]. Then, the psychophysical function v of the convex function
X → [0, 1] is set.

S = k u

(
x

possible maximum value of x − possible minimum value of x

)

+ (1 − k)v

(
x

possible maximum value of x − possible minimum value of x

)

are indicated. For example,

S = k

(
x

possible maximum value of x − possible minimum value of x

)α

+ (1 − k)

(
x

possible maximum value of x − possible minimum value of x

)β

However, let the intensity of sensation be S, a weight (0 ≤ k ≤ 1) be k, the
stimulus be x ∈ X , and a sensitivity parameter with 0 ≤ α ≤ 1 and 0 ≤ β ≤ 1.

Regarding this model, the researchers conducted a survey that the desirability of
discount on goods is numerically evaluated by the magnitude estimation method and
obtained the results shown in Fig. 5.4 (Takemura, 2001). In this survey, by using
mobile phones with a standard retail price of 8800 yen, the researchers set discount
display groups that were classified into (1) a group that displays the discount rate
by percentage (e.g., a 10% discount from the standard retail price is shown); (2) a
group that displays the absolute amount of the discount (e.g., a discount of 880 yen
from the standard retail price is shown); (3) a group that displays the discounted
rate by percentage (e.g., a price with 90% of the standard retail price is shown); and
(4) a group that displays the absolute price after discounting (e.g., 7920 yen, the
price after discount, is shown). In each indication, as shown in Fig. 5.4, an inverse
S-shaped evaluation function has been found. In other words, even a slight discount
from the standard retail price is evaluated with a considerable effect, but this effect
is not highly sensitive in the region of the medium discount rate, and it becomes
considerably sensitive in the region of the high discount rate.
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Fig. 5.4 aMean rating values in Frame 1, Frame 1, e.g., 10% discount from original price. bMean
rating values in Frame 2, Frame 2, e.g., discount of 880 yen from original price. c Mean rating
values in Frame 3, Frame 3, e.g., you may purchase the item at 90% of the original price. d Mean
rating values in Frame 4, Frame 4, e.g., you may purchase the item at 7920 yen after the discount

Fig. 5.4 (continued)
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Fig. 5.4 (continued)

Fig. 5.4 (continued)
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Figure 5.4a–dMean rating values for a mobile phone in Frame 4 versions of price
reduction description.

Box 1: Gustav Theodor Fechner
Born in 1801; deceased in 1887.He is the founder of psychophysics anddemon-
strated that psychology could be studied using quantitative models and experi-
ments. His psychophysical studies not only strongly affected modern psychol-
ogy, but also left a substantial impact on such philosophers as E. Mach, E.
Husserl, and H. Bergson.

Photograph: Wikipedia
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5.3 Context Effect of Psychology on Price

5.3.1 Priming Effect

In recent years, product purchases have been active on retail websites. For exam-
ple, Rakuten and Amazon are sites that have a strong influence on product pur-
chase. Normally, information on the products themselves is considered to influence
the purchasing decisions of consumers. However, previous studies have shown that
information that is unrelated to the product itself, such as the color or background
design of the Web page, also affects purchase decision making. This phenomenon
can be considered psychologically to be a kind of priming effect. This effect makes
the judgment of the next task faster, slower, accurate, or inaccurate by presenting
information to people without making them aware of it. Background images and
banner advertisements on product purchase screens on the website may become a
visual prime and may cause a priming effect.

To change the visual prime and examine the priming effect on judgment and deci-
sion making, Mandel and Johnson (2002) changed the image of the background of
the product presentation screen of a website, as shown in Fig. 5.5. Their study used
two product categories, cars and sofas, and presented two items for each product
category. They prepared the website design that becomes the prime showing “com-
fort” (“safety” in case of cars), as shown in Fig. 5.5a, and the website design that
becomes the prime showing “money,” as shown in Fig. 5.5b, and conducted choice
experiments under each condition. Their experimental hypothesis was that in the
experiment where participants were asked to choose on the screen (a) showing com-
fort, more participants were likely to choose comfortable sofas (or safe cars) even
if the price was high, and the participants who chose on the screen (b) were more
likely to choose cheap and economical sofas (or cheap and economical cars). This
experimental result supported the hypothesis.

5.3.2 Context-dependent Effect

Consumer decision making can change depending on the context in which options
are presented. The occurrence of such a context effect suggests that promotion can
promote consumer’s purchase decision making by controlling the presented brand
information and configurations. Context effects of consumer decisionmaking include
the following (Okuda, 2003):

(1) Attraction effect: Attraction effect is a phenomenon reported by Huber et al.
(1982); due to the existence of an unappealing brand that no one chooses, the
attraction of the brand rises and the choice rate changes. Figure 5.6 shows brand
X with high quality but with high price, and brand Y with medium quality and
price. A has the same quality as Y and inferior to Y in price, B is inferior to Y
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Fig. 5.5 aWebsite backgroundof “comfort” conditionused inpriming experiments.SourceMandel
and Johnson (2002). b Website background of “money” condition used in priming experiments.
Source Mandel and Johnson (2002)

Fig. 5.5 (continued)
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Fig. 5.6 Price and context effect. Adopted from Okuda (2003). Note Vertical line indicates quality
of goods, and the horizontal line indicates price, X is a competitive good; Y is a target good. A, B,
and C are alternatives that were dominated by Y, where E dominates Y. D is an extreme alternative

in quality and price, and C has the same price as Y but with inferior quality. In
addition to X and Y, by presenting A, B, or C as not superior to Y, Y is made
more attractive than when A, B, or C is not presented and the choice rate of Y
is raised.

(2) Compromise effect: Compromise effect is a phenomenon shown in Fig. 5.6,
where brand D is neither superior nor inferior to Y, but because of the existence
of the brand that is extreme in terms of advantage and disadvantage compared
with Y, the choice rate of Y rises (Huber & Puto, 1983).

(3) Phantom effect: The phantom effect is a phenomenon illustrated byE in Fig. 5.6,
where even when brands superior to Y are difficult to obtain, Y is also more
likely to be chosen. For example, if battery E, which is superior to Y, is reported
to be out of stock, then the choice rate of Y rises more than when it is chosen
between the two (Pratkanis & Farquhar, 1992).
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Okuda (2003) organized these three types of context effects and conducted psy-
chological experiments on the appearance of these effects by using products such
as personal computers, recreational vehicles, mobile phones, and dry batteries as
subjects. The results of the psychological experiment showed that relatively inferior
brands increased the choice rate of target brands while superior brands and brands
at the same level reduced the choice rate of target brands but increased the choice
rate of the target brand when they were out of stock. In any case, the choice rate of
competing brands declined.

5.4 Mental Accounting

5.4.1 What Is Mental Accounting?

To explain decision making related to money, Tversky and Kahneman (1981) used
the concept of mental accounting. Mental accounting refers to a way for people to
handle monetary decision making problems mentally and refers to the function of
psychological purses that Kojima (1986) pointed out.

Tversky andKahneman (1981) examinedmental accounting by asking 383 exper-
iment participants several questions. The following question on the ticket loss con-
dition was posed to 200 experiment participants: “Imagine the following scene: You
decide to see a movie, and after purchasing a ticket for 10 dollars, go to a movie
theater. When you enter the theater, you notice that you have lost the ticket. Will you
buy another ticket?”

In addition, the remaining 183 people were asked the following question on cash
loss condition: “Imagine the following scene: You decide to see a movie and go to a
movie theater. The price of the ticket is 10 dollars. When you enter the movie theater,
you notice that you have lost 10 dollars in cash. Will you buy the ticket?”

According to the results, in the ticket loss condition, 46% of the experiment
participants answered that they would buy the ticket, while in the cash loss condition,
88% of the experiment participants answered that they would buy the ticket.

The point to note here is that in both conditions, the participants suffered a loss
equivalent to 10 dollars and were asked to decide whether to buy a ticket equivalent
to that amount of money. Tversky and Kahneman (1981) explain that the results
are different because the way of mental accounting differs between the ticket loss
condition and the cash loss condition. In other words, in the ticket loss condition,
they have to buy another ticket from the account of the ticket expenditure (a type
of psychological purse), whereas in the cash loss condition, the ticket expenditures
are in different accounts, so the participants do not feel the pain of buying the ticket
twice, which can be interpreted as the reason for a higher intention to purchase a
ticket. When buying a ticket, the loss of cash did not have a strong influence because
only the account of tickets is used. Thus, Tversky and Kahneman (1981) explain that
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mental accounting is not performed based on a comprehensive assessment of money,
but more likely based on the topic.

Tversky and Kahneman (1981) also asked a total of 192 experiment participants
several questions about the mental accounting of consumers. The following question
about a 15-dollar calculator condition was posed to 88 participants: “Imagine the
following situation: When you try to buy a $125 jacket and a $15 calculator, you
hear from a clerk that at a store branch 20 min away by car, a $15 calculator is sold
for $10. Will you go to that branch to buy the calculator?”

In addition, they asked the remaining 93 experiment participants the following
questions about the $125 calculator condition: “Imagine the following situation.
When you try to buy a $125 calculator and a $15 jacket, you hear from a clerk that
at a store branch 20 min away by car, a $125 calculator is sold for $120. Will you go
to that branch to buy the calculator?”

Both conditions are common in the purchase decision making of buying a cal-
culator and a jacket. Furthermore, these conditions are completely the same as for
the shopping with a total of $140 and going to the branch with the cost of driving
for 20 min to have a five-dollar gain. According to the results, in the $15 calculator
condition, 68% of the experiment participants answered that they would go to the
store branch, while in the $125 calculator condition, only 29% of the participants
answered that they would go to the branch.

Thus, the experiment participants performed framing by separating two deci-
sion making problems without considering the calculator and jacket shopping in an
integrated sense. This result also indicates that the mental accounting process is not
comprehensive but may be executed separately based on the topic. If your problem
recognition is whether to spend a total of $140 or a total of $135, then the evalua-
tion results of both conditions should be the same. However, in the $10 calculator
condition, the part where $15 of the calculator’s fixed price becomes $10 attracted
attention, and in the $125 calculator condition, the part where $125 of the calculator’s
fixed price becomes $120 attracted attention. If a downward convex negative utility
function, as employed in the prospect theory, is assumed here, then the decline in cost
where $15 of the calculator’s fixed price becomes $10 is valued largely compared
with the cost decline where $125 becomes $120.

5.4.2 Psychological Purse

The task performed by consumers in a budget or closing is called mental accounting,
and the concept of psychological purse is similar to this mental accounting. Psycho-
logical purse deals with a broader range of phenomena than mental accounting.

Kojima (1959, 1994) points out that the consumer’s price judgment is relative
and that purchase behavior and satisfaction after purchasing are greatly influenced
by how consumers grasp purchase decision making. Kojima (1986) also explains
what kind of situation-dependent problem recognition exists by using the construct
of psychological purses. According to this concept, consumers behave as if they
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Fig. 5.7 Image of psychological purses.NoteThe charactermay have various psychological purses,
while real purse is only one

owned several purses and spent money from these purses depending on the type of
purchased goods and services and the situation at the time of purchase (see Fig. 5.7).
Since each of these psychological purses has a value scale of a different dimension,
even if the same amount is paid for the same item, if the purse fromwhich the amount
paid is different, then the satisfaction obtained from it and the psychological pain
associated with the expense are different. From the viewpoint of having different
psychological purses, consumer psychology can show that while cutting down on
food expenses in daily life, consumers can have dinner at a high-class restaurant
while traveling without feeling any psychological pain.

Regarding psychological purses, Kojima (1986) reported the following findings.
First, due to a temporary economic income such as bonuses and lottery prizes, psy-
chological purses generally expand, and purchase behavior is promoted. Moreover,
due to this temporary economic income, the psychological purses do not shrink and
purchase behavior is not suppressed. However, depending on losses, such as dropping
money, psychological purses generally tend to shrink, and purchase behavior tends
to be suppressed. On the contrary, some findings show that psychological purses
expand due to a large loss. For example, if a person loses a large amount of money in
gambling, or spends a large amount on purchasing a condominium, one may think
that “it is no use saving 10,000 yen or 20,000 yen now” or “since I am purchasing
a condominium for 40 million yen, I am not worried about purchasing a carpet for
200,000 yen.”

In addition, Kojima (1986) pointed out that using credit and loans in product pur-
chase has a strong influence on the expansion of psychological purses. In credit and
loans, (1) initial payment requires only a downpayment, (2) money is automatically
transferred from accounts without paying directly for the purchase, (3) a time lag
(or time gap) exists between purchase and payment, (4) the consumer need not be
strongly conscious of payment at the time of purchase, and (5) the purchase is not
restricted by the amount of money on hand. Thus, psychological pain accompanying



138 5 Mental Accounting and Framing …

expenditure is reduced, psychological purses are expanded, and purchase behavior
is promoted by credit and loans.

5.5 Reference Price and Prospect Theory

5.5.1 What is a Reference Price?

In price judgment, consumers do not evaluate the price absolutely but rather judge
relatively. For example, as shown by Kojima (1986), the consumer considers a tie
worth 4000 yen “expensive” among products worth 2000–3000 yen, but among
products worth 5000–6000 yen or more, the consumer considers it “cheap.” An
important concept in explaining such a relative judgment is the reference price. The
reference price is the standard by which consumers evaluate the price of products.
An internal reference price exists, which consumers perceive to store, along with an
external reference price, which is presented externally as an information stimulus at
a store. According to research (Mazumdar & Papatla, 1995), consumers with high
loyalty to a specific brand are likely to use the external reference price for judgment,
and consumers with low brand loyalty are likely to use the internal reference price
for judgment because they value price. One considers the 4000-yen tie “expensive”
among the productsworth 2000–3000 yen because the reference price is low and feels
that the tie is “cheap” among the products worth 5000–6000 yen or more because
the reference price is high.

Hsee (1998) found that the internal reference price influenced the price judgment.
According to the study, when a consumer was presented a $55 wool coat (the price
range is from at least $50 to a maximum of $500) or a $45 wool scarf (the price range
is from at least $5 to a maximum of $50) as a gift from a friend, the consumer felt
the $45 wool scarf as a more valuable gift. The result shows the idea that the internal
reference price changes according to the price range, and sometimes a person would
rather appreciate less expensive gifts.

Shirai (2005) examined the internal reference price and asked consumers what
internal reference price they use for the product categories of personal computers,
mobile phones, and shampoos. Nine types of internal reference prices were shown to
consumers, and they were asked which internal reference price was used at the time
of purchase decision making: “The price considered fair when considering the cost
of the manufacturer (fair price),” “the price considered too high at a price higher than
this (reservation price),” “the price that quality is considered inferior at a price lower
than this (lowest acceptable price),” “the cheapest price among the prices observed in
the past (lowest observation price),” “the highest price among the prices observed in
the past (highest observation price),” “the average price of the given product category
observed in the past” (average observation price), “the standard price that you think
the product is sold at around this level” (usual price), “the price you estimate that
the product will be sold at around this price now” (expected price), and “the price
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Fig. 5.8 Reference prices used in the survey. Source Okuse (2014).

paid when purchasing a personal computer in the past” (purchase price). As a result
of this survey, for high-price image products and high-involvement products, the
reservation and fair prices were regarded as important and the lowest and highest
observation prices were not considered important. Furthermore, the evaluation of the
nine types of internal reference prices showed that the usual price had the highest
importance and the highest observation price had the lowest importance.

Okuse (2014) conducted a survey considering not only the internal reference
price reported by Shirai (2005) but also the external reference price (see Fig. 5.8).
According to the result, many respondents answered that “the price is considered fair
when considering the quality (fair price)” and “the standard price that you think the
product is sold at this level (usual price).” Regarding the importance of each price,
the responses showed that external reference prices were considered important such
as “the price to be seen in advertisements such as folding flyers,” “the price at the
time of special sales to be seen at the store front,” “the lowest price to be seen in
price comparison sites and shopping sites,” and so on in addition to the fair price,
the usual price, and others listed as the price to be used at the time of purchase
decision making. These survey results also showed that as the reference price that
consumers use at the time of purchase decision making, the internal reference prices
such as the fair price and usual price are easy to use, but with regard to importance,
the external reference prices such as the price to be seen on flyers, store fronts, and
websites, and the lowest price are found to be high as well.
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Fig. 5.9 Editing and evaluation phases assumed in prospect theory

5.5.2 Reference Price and Prospect Theory

The concept of reference price corresponds to the reference point in the prospect
theory proposed by Kahnenman and Tversky (1979). The prospect theory, as shown
in Chap. 4, integrated the findings of the psychological research on decision making
and nonlinear utility theory (or generalized expected utility theory). The prospect
theory was initially proposed as a descriptive theory dealing with decision making
under risk (Kahneman & Tversky, 1979) but was later developed into a theory that
can explain decision making under uncertainty (Tversky & Kahneman, 1992).

In the prospect theory, the decision making process is divided into an editing
phase, where the problem is perceived and the decision making framework is deter-
mined, and an evaluation phase,where options are evaluated according to the problem
perception (Kahneman & Tversky, 1979). As shown in Fig. 5.9, the former stage is
subject to the circumstances and changes according to context information and differ-
ences in some linguistic expressions. However, at the latter stage, once the problem
is identified, evaluation not dependent on the circumstances and decision making are
performed.

The special characteristic of the prospect theory is that the reference point corre-
sponding to the origin of the value evaluation is assumed to move easily according
to the way of editing the decision making problems. In the prospect theory, the result
is evaluated on the basis of the deviation from the reference point, which is the
psychological origin, and the decision maker evaluates the result as either gain or
loss. The reference price, especially the internal reference price, can be regarded as
changeable depending on how one grasps the situation, in the same manner as the
reference point in the prospect theory.

In prospect theory, as explained in Chap. 4, the slope of the value function (evalu-
ation function: v(x)) is generally larger in the loss region than in the gain region. This
result shows that the psychological impact when one loses 100 yen is larger than that
when one gains 100 yen. That is, in the prospect theory, at x > 0, v′(x) < v′(−x),
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where v′(x) is a derivative function of v(x). This condition indicates that losses have
a stronger effect than gains; this property is called loss aversion.

5.5.3 Price Judgment Phenomenon Derived from Loss
Aversion

As a phenomenon derived from the property of loss aversion, the strength of psy-
chological resistance to price increases can be emphasized. Once consumers form
a low internal reference price, they regard higher prices as losses and lower prices
as gains; however, due to the loss aversion property, these perceptions do not have a
strong impact. Therefore, once a low internal reference price is formed due to a price
cut, the desirability is significantly impaired if the price becomes higher than this
reference price, and one has to lower the price considerably to increase the discount
effect (Moriguchi & Tsurumi, 2004). For example, loss aversion is considered to be
the reason why the low price concept of McDonald’s Japan was not so successful,
where the internal reference price of consumers was set low. Frozen foods sold at
40–50% discount in special sales at supermarkets are similar examples. If frozen
foods are discounted as much as half the original price, those prices become internal
reference prices, and they will cause consumers to feel that usual selling prices are
too high, thereby preventing the consumers from purchasing the products.

As a phenomenon derived from the property of loss aversion, the endowment
effect can be pointed out as well (Kahneman, Knetch, & Thaler, 1990, 1991). In
this condition, when a good is given and a person is holding it, the selling price of
the good becomes higher than the buying price in the case where the good is not
given. Simply put, this phenomenon causes difficulty in parting with the goods that
one has initially owned. Sometimes, this phenomenon is interpreted as representing
the status quo bias.

Kahneman et al. (1990) conducted a series of experiments to confirm the endow-
ment effect. In one such experiment, the researchers first randomly divided 77 stu-
dents at Simon Fraser University into three groups: “selling,” “buying,” and “choos-
ing” conditions. The experiment participants with the condition to sell gave coffee
mugs and investigated the price at which the other participants were willing to part
with their mugs. The experiment participants with the condition to buy investigated
the price that the other participants were willing to pay. The experiment participants
with the condition to choose presented various prices and asked the other participants
to choose between the mug and the cash. As a result, the medians of the pricing were
$7.12 for the selling condition, $2.87 for the buying condition, and $3.12 for the
choosing condition. In the selling condition, the reference point was the condition of
possessing the mug. In the buying and choosing conditions, the reference point was
the condition of not having the mug, which caused the pricing differences.

The endowment effect is also considered to work easily in the second-hand hous-
ing market. Sellers of houses tend to set higher prices because of the status quo bias,
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but on the contrary, buyers can tolerate only lower prices and make strict price judg-
ments. Particularly in the situation where land and house prices are decreasing, the
price judgment of the seller and the price judgment of the buyer differ considerably,
and the seller tends to continue owning the second-hand house without selling it.

5.5.4 Hedonic Framing

According to prospect theory, in consumers’ price judgment, a reference point
changes depending on the mental configuration (framing) of a problem, and different
judgments and decision making are made. “Framing effect” is the phenomenon in
which the decision making result varies depending on the framing. This effect is
observed, for example, in purchase decision making for car insurance. For example,
when comparing an insurance with an enrollment premium of $1000 and payment
for damage of $600 or less being exempted, and an insurance that requires an enroll-
ment premium of $1600 and payment for the damage of $600 or less, as well as
a cashback in the absence of any accident, we know that people prefer the latter
option although the result is the same in both cases (Johnson, Hershey, Meszaros,
& Kunreuther, 1993). Recently, foreign insurance companies advertising insurance
with a cashback of the latter type have also used the framing effect on consumers.

Thaler (1985, 1999) assumes that mental accounting is based on the principle of
hedonic framing that integrates and separates various elements of the decisionmaking
problem so that the comprehensive evaluation value would be high. This concept
assumes that when considering two elements x, y based on the assumption that x ◦ y
is a combination of x and y, the hedonic framing is performed by the rule

v(x ◦ y) = Max(v(x + y), v(x) + v(y)).

Considering the assumption of the value function of the prospect theory in relation
to hedonic framing, Thaler (1985, 1999) points out the following features:

(1) Gains are framed separately for each topic (the value function of gains is concave
downward, so the comprehensive evaluation value is higherwith the separation).

(2) Losses are framed by integrating various topics (the value function of losses
is convex downward, so the comprehensive evaluation value is higher with the
integration).

(3) Small losses and large gains are framed together (loss aversion is deducted in
accounting).

(4) Small gains and large losses are separated and framed (as the value function
of the gain region has a steep gradient near the origin, increasing gains have a
slightly stronger impact than that of reducing a large loss slightly).

According to the principle of hedonic framing by Thaler (1985, 1999), the dis-
count in the form of reward points and rebates gains are especially separated by
consumers, so it is easy to frame. For example, according to Thaler and Johnson
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(1990), regarding the question on which makes a person happier, the case where one
has won the lottery twice ($50 and $25) separately in two weeks or the case where
one has won a total of $75 on the same day, 63% of the experiment participants said
that the case with two tickets on different days was a happier event. However, regard-
ing $20 and $25 traffic violation fines and $100 and $50 additional tax collections,
relatively more people (75 and 57%, respectively) disliked these incidents happening
on the same day rather than happening on different days, which is a reversed result
expected from the prediction that various losses are separated and framed. Thaler and
Johnson (1990) modified the hedonic framing and proposed quasi-hedonic framing.
According to this concept, a person becomes risk-seeking when he/she obtains a
profit (house money effect), becomes risk-averse after suffering a loss and becomes
risk-seeking when losses can be canceled out (break-even point effect).

As shown by the calculator question result by Tversky and Kahneman (1981),
if discounts are framed separately for each product, when consumers are trying to
purchase more than one product, one can predict that increasing the amount of dis-
count for low-priced products is more advantageous than increasing the amount of
discount for high-priced products in terms of marketing. For example, in the super-
market, an egg pack that is usually priced at 200 yen is significantly discounted to
100 yen to attract customers, which is a strategy often adopted to increase the over-
all purchase unit price without considerably lowering the prices of other expensive
items (in addition, the discount is easy for consumers to know because the price
of eggs is comparatively stable). If the supermarket made the discount equal to or
greater than that of the total price of the egg packs, then the half-price effect of the
100-yen discount is larger than that of the 500-yen or more discounts of high-priced
items such as television sets. In this way, if one understands the characteristics of
mental accounting and utilize them, one can consider a meaningful strategy in terms
of marketing, and from the standpoint of consumers, one can be careful enough not
to be controlled by companies.

Box 2: Ernst H. Weber
Born in 1795; deceased in 1878. He invented the method of measuring the
concept of threshold and studied the minimum distinguishable value of the
distance between two points on skin. He also established Weber’s law that the
minimum distinguishable difference between the amounts of physical stimulus
is approximately proportional to the amount of physical stimulus.



144 5 Mental Accounting and Framing …

Photograph: Wikipedia

5.6 Consumers’ Price Judgment and Model of Mental
Rulers

5.6.1 Existing Qualitative Models to Explain Context Effects
in Price Judgment

How should we deal with the situation-dependent decision making where mathemat-
ical systematization is difficult? One approach is to understand the complex deci-
sion making phenomena by qualitatively or metaphorically describing the situation
dependence of decision making. Such an approach may be effective because it helps
conceptualize the immediate problems when thinking about marketing and others.
The decision frame and psychological purse models are representative examples of
such an approach.
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As mentioned, the decision frame (Tversky & Kahneman, 1981) is a psycho-
logical framework for recognizing decision making problems. The decision making
process could be divided into an editing phase, in which the problem is recognized,
and an evaluation phase, in which options are evaluated according to the problem
recognition; according to the way of the decision frame in the former phase, even the
same purchase decision making problems might generate different decision results.
Tversky and Kahneman (1981) did not describe the property and function of the
decision frame in detail, but they explained the situation dependence by using the
“frame,” a concept which is intuitively easy to understand, and they showed in exper-
iments that various purchase choice reactions occur when different frames are given
to consumers.

The psychological purse model points out that purchase behavior and the satisfac-
tion after purchasing are greatly influenced by situation-dependent problem recog-
nition, and explains what kind of situation-dependent problem recognition exists.
Kojima (1959, 1994) argued that consumers behave as if they own several psy-
chological purses and paid from these different purses depending on the type of
purchased goods and services and the situation at the time of purchase. Thus, even
if the same amount is paid for the same item, if the purse from which the amount
is paid is different, then the satisfaction obtained from it and the psychological pain
associated with the expense are different (Kojima, 1959, 1994).

5.6.2 Problems of Existing Qualitative Models

In the qualitative model of the decision frame, they showed only the positive frame
corresponding to the value function in the gain region in the prospect theory (Kah-
neman & Tversky, 1979; Tversky & Kahneman, 1992) and the negative frame
corresponding to the value function in the loss region. However, various frames exist
in actual decision making scenes. We can understand that decision making can be
broadly divided into positive and negative frames, but certain phenomena may be
difficult to classify into either frame. For example, judgment and decision making
on which object is beautiful, large, and generous are difficult to classify and how
to translate such judgments to the prospect theory corresponding to the model of
the decision frame is unknown. Similar to the work of Hsee (1998) shown earlier,
explaining the judgment on the degree of generosity only by positive and negative
frames is difficult.

On the other hand, in the psychological purse model, factor analysis studies have
clarified what kind of psychological purse exists. We highly evaluate that point, but
from a strict viewpoint, it is limited to the classification of the situation. Furthermore,
the psychological purse model is a model of consumer purchase behavior. Although
this model may be applicable to decision making phenomena other than purchase
behavior, such as organizational behavior and accounting behavior of companies in
the future, it cannot explain other decision making phenomena in daily life.
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In addition, a common feature of both models is that we do not clearly understand
how the construct works to guide decision making both in the decision frame and in
the psychological pursemodel. In other words, bothmodels deal with themental con-
figuration of decision making problems and point out that the mental configuration
has an important effect on decision making, but they do not sufficiently describe how
decision makers psychologically construct the situation, what kind of property and
function the decision frame or the psychological purse has, or whether the property
and function lead to judgment and decision making.

5.6.3 Assumption of Mental Ruler Model

The basic assumption of this model is that people make decisions as if they have a
ruler. The fact that people make decisions by using rulers with different values is
often figuratively mentioned, but this metaphor is limited to the domain of everyday
conversation. Looking into this metaphor closely, we can understand that it is sur-
prisingly effective in explaining situation-dependent decision making. Here, what is
subject to mental rulers is basically divided into the region of gains and losses similar
to the model of the decision frame. In addition, interpersonal impression judgment
and probability judgment for generosity, quietness, and other phenomena that are
not necessarily divided into losses and gains are included.

Let us first consider the basic meaning of a “ruler.” A ruler measures length.
People use rulers to observe variations and distortions in judging the length of an
object, and this task may be more inconvenient than the commonplace fact of seeing
the object without using a ruler. Psychologically, people cannot make judgments
confidently without measuring them with a ruler. People use a ruler as a criterion of
judgment and can judge the length at ease if a physical ruler exists. What do people
do in the absence of a physical ruler? In such a situation, a person constructs a ruler
in his/her mind. This condition is considered as a type of creative process in the
problem recognition in decision making.

Let us consider the features of decisionmakingmetaphorically by thinking further
about the characteristics of the ruler.

(1) Basic property 1: A ruler is characterized by gradations. We can assume that
people make decisions based on the fine and large gradations on their mental
ruler. For example, a mental ruler when considered as a physical ruler may have
a gradation of 1 mm unit and cm unit. Let us think about price judgment. When
the gradation is fine, the consumer is sensitive even to a difference of 1 yen.
However, when the gradation is large, the consumer becomes insensitive to the
difference in tens of thousands of yen. The difference in sensitivity with respect
to such prices can be expressed by the largeness and fineness of the gradation
of the consumer’s mental ruler. As will be described later, the largeness of the
gradation of this ruler may change even within the same individual depending
on circumstances.
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(2) Basic property 2: The length of a ruler is finite (this characteristic is called
“boundedness”). This feature seems extremely common, but the metaphor has
an important meaning. For example, in price judgment, it is almost impossible
to easily judge targets that exceed the range of a ruler such as extremely high
and extremely low. The reason is that the evaluation target is beyond the range
of the ruler. Consumers might sometimes use two rulers if one is too short, but
in such a case, the variation in judgment becomes quite large.

(3) Basic property 3: A ruler is one-dimensional. A physical ruler measures the one-
dimensional property of length.We believe that people make decisions based on
multi-dimensional information, but one-dimensional judgments are also highly
possible in the end. Many people stick to the deviation value education, even
though they say that this approach should not be used, and stick to rankings
such as for restaurant gourmet classification, which might show the property of
human one-dimensional judgment.

5.6.4 Basic Functions of Mental Rulers

Takemura (1998) made the following theoretical predictions on the basic functions
based on the basic properties of the mental ruler described.

(1) Basic function 1: People construct an appropriate mental ruler according to the
situation. This condition means that people make the gradation and size of a
ruler according to the situation. Perhaps people are nearly unaware because they
perform such tasks in an extremely natural manner. However, such situations
happen often when comparing purchase situations. For example, consumers
who are considering buying a car make the gradation by 10,000 yen for car
discount negotiations and purchasing optional items because the price of the car
is over 1 million yen. In such a case, the price range of several hundred yen units
is handled as if it was an error and is rarely considered. However, after visiting
dealers, the same consumer is pleased to find that a pack of eggs is cheaper than
usual by 20 yen at the supermarket, or conversely stops buying when the price is
higher by 30 yen, where she is making a decision with the gradation of 10 yen.
This condition shows that people focus on the immediate situation, construct
the situation subjectively, and construct a mental ruler for that situation.

(2) Basic function 2: The positions to which the reference and end points of the
ruler are applied vary depending on the situation. For example, the reference
point of the ruler varies depending on the groups to be compared whenmaking a
price judgment. In other words, depending on the comparative targets, whether
a product is cheaper than that in other stores or cheaper compared with the retail
price of the same store so far, the price judgment and purchase decision making
change depending on where to place the reference point where the mental ruler
is at zero. In addition, the end point of the ruler also changes according to the
difference in the situation such as the group to be compared.
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(3) Basic function 3: The gradation of a ruler narrows particularly in the vicinity
of the end and reference points (nonlinearity of a ruler). This property is differ-
ent from that of a physical ruler. For example, consumers who are considering
buying a product with a budget of 10,000 yen are more sensitive to the price
difference between the 10,000-yen and 9500-yen products than the price differ-
ence between the 5000-yen and 5500-yen products. However, as described in
the basic properties, evaluating beyond the end point is extremely difficult. For
example, consumers considering a product with a budget of 10,000 yen become
considerably insensitive to the price difference between 15,000 yen and 15,500
yen, and their evaluation is considered to become unstable.

(4) Basic function 4: High knowledge and high involvement narrows the gradation
of a ruler. For example, when consumers have considerable knowledge about
products or their involvements are high, the ruler gradation becomes finer, and
the consumers become sensitive to a slight difference such that even a similar
product is clearly distinguished. Therefore, consumerswith high knowledge and
high involvement are likely to buy products with slightly better performance at
high prices, while consumers with low knowledge and low involvement are
hardly aware of the difference.

(5) Basic function 5: Even if information is given in a multi-dimensional manner,
one-dimensional judgment is made by the mental ruler. This condition not only
means that humans are only trying to simplify the problem by avoiding the
information processing load. Through a type of creative process in the problem
recognition in decisionmaking, consumers sometimes create new rulers accord-
ing to the situation. For example, while reading fashionmagazines and repeating
their shopping behavior, consumers may construct such a ruler as “good taste”
from complex information on clothes and make purchase decisions by using the
ruler. In such cases, a one-dimensional ruler is used.

(6) Basic function 6: Comparison between different mental rulers is difficult. Peo-
ple construct various mental rulers according to the situation, but comparing
and evaluating one’s own ruler is difficult. Contradictory judgments and deci-
sion making between situations, such as examples of car purchasing and egg
purchasing situations, are less noticeable among consumers themselves. In gen-
eral, people focus on the situation, construct the situation subjectively, and
construct one ruler for that situation. Thus, constructing two or more rulers for
one situation from the viewpoint of cognitive load is difficult. An assumption is
that in some cases, when people have to perform the same evaluation from the
viewpoint of economic rationality, they may have evaluated objects by using
different rulers, and on the contrary, even in the situation where they should
have measured with different rulers, they may have evaluated objects by using
the same ruler.
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5.6.5 Explanation of Existing Experiment Results

Wequalitatively explain several experimental results using themodel ofmental rulers
proposed in this study.

5.6.5.1 Interpretation of Mental Accounting Experiments (Tversky
and Kahneman, 1981)

We explain experimental results on purchase decision making conducted by Tversky
and Kahneman (1981) by using the model of mental rulers. Tversky and Kahneman
(1981) interpret the results by using the decision frame concept as the indication that
when experiment participants should consider the total expenditure, they consider
decisions by using the frame for each product. We interpret the process from which
this result came by using the model of mental rulers. First, the situation of this
problem can be expressed as follows:

Version 1 S′
1 = {($125 jacket, $15 calculator, no travel), ($125 jacket, $10 calculator,

20 min of travel)}
Version 2 S′

2 = {($15 jacket, $125 calculator, no travel), ($15 jacket, $120 calculator,
20 min of travel)}.

Then, in the subjective situation, the common information is canceled out and
erased.Also, the information “no travel,”whichwas notmentioned, is not considered.
That is,

Version 1 S1 = {($15 calculator), ($10 calculator, 20 min of travel)}
Version 2 S2 = {($125 calculator), ($120 calculator, 20 min of travel)}.

Here, in each version, the calculator is compatible and only the price is different,
so we can compare them. We assume that to evaluate the discount, the experiment
participants construct the evaluation function v of amental ruler tomake comparisons
with the travel by car. Here, when the evaluation function F of the discount amount
is expressed by the functions v1, v2 of the mental ruler, the function becomes the
following:

Version 1 F ($5 as a discount from $15) = v1 ($5)
Version 2 F ($5 as a discount from $125) = v2 ($5).

Here, considering the evaluation function F in association with the evaluation
function v, in v1 in version 1 and v2 in version 2, m(x) is $5 in either case, but the
maximum value of the evaluated target is $15 in v1 of version 1 and $125 in v2
of version 2. According to the property of the evaluation function v in the positive
region defined earlier, in both evaluation formulas,

v1
(
$5

)
> v2

(
$5

)
is given.

Therefore, F ($5 as a discount from $5) > F ($5 as a discount from $125) is
obtained.
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5.6.5.2 Interpretation of Context Effect Experiment on Price (Hsee,
1998)

When we interpret these experimental results, the subjective situation is diagram-
matically described as follows:

Version 1 {$55 wool coat, minimum $50, maximum $500}
Version 2 {$45 wool scarf, minimum $5, maximum $50}.

The experiment participants construct mental rulers in the given information.
That is, mental rulers are assumed to be made between $5 and $500 in version 1 and
between $5 and $50 in version 2.

Assuming that the experiment participants are using the highest price as a com-
parison target, we can consider the following relationship. Here, when the evaluation
function F is expressed by functions v1, v2 of mental rulers with the maximum values
of different evaluation targets, the following are obtained:

Version 1 F ($55 wool coat) = v1 ($55)
Version 2 F ($45 wool scarf) = v2 ($45).

Here, given the evaluation function F in association with the above evaluation
function v, m (x) is $55 in v1 of version 1 and m(x) is $45 in v2 of version 2, and m
(x*) is $500 in v1 of version 1 and $50 in v2 of version 2. Also, when a psychological
reference point is applied to the lowest and highest prices, it is $5 ($55–$50) in v1 of
version 1 and $40 ($45–$5) in v2 of version 2, and the maximum values of evaluated
targets are $450 ($500–$50) in v1 of version 1 and $45 ($50–$5) in v2 of version 2.

Both in the former case of not considering the reference point of the lower limit
and in the latter case of considering the reference point of the lower limit, that is,
in either case, according to the property of the evaluation function v in the positive
region defined earlier, in both evaluation formulas,

v1 ($55) < v2 ($45) is given.

Therefore, F ($55 wool coat) > F ($45 wool scarf) is obtained.
Hsee (1998) conducted an experiment asking people how much they pay for

8 oz of Haagen-Dazs ice cream contained in a large 10-ounce cup and for 7 oz
of the same ice cream brand contained in a small 5-ounce cup (experiment 2, see
Fig. 5.10). The results revealed that when experiments were conducted with factors
between experiment participants, they would pay significantly more money for the
7-ounce than for the 8-ounce ice cream. The average of the former was $1.66 and that
of the latter was $2.26. These results suggest that people make a base set from the
subjective situation, construct a mental ruler for it, andmake judgments based on this
ruler, so if they consider the subjective situation widely, they make an inconsistent
decision. Applying the mental ruler model to the case of the 10-ounce cup, we find
that the value to be evaluated corresponds to 8 oz and the maximum value that can
be taken corresponds to 10 oz. Furthermore, in the case of the 5-ounce cup, the
value to be evaluated corresponds to 7 oz and the maximum value that can be taken
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Fig. 5.10 Evaluated ice cream. Source Hsee (1998). Note Left figure indicates 8 oz ice cream in a
10 oz cup. Right figure indicates 7 oz icecream in a 5 oz cup

corresponds to 5 oz. This condition leads to the evaluation that the 7-ounce ice cream
in a 5-ounce cup is more desirable than the 8-ounce ice cream in the 10-ounce cup.

Hsee (1998) conducted this experiment with factors within the experiment partici-
pants.When the payment amountwas reversed, the experiment participants presented
higher payment amounts for the 8-ounce ice cream than for the 7-ounce ice cream.
According to the model of mental rulers, this phenomenon is also interpreted as fol-
lows. In the factors among the experiment participants, both versions are presented
at the same time. Thus, in the subjective situation, the participants focus on either
7 or 8 oz, and mental rulers are formed on this basis. As Hsee (1998) points out,
such experimental results are difficult to interpret through the decisionmaking theory
explaining the conventional situation dependence. For example, even if we attempt
to explain the results by using the decision framemodel and the prospect theory, both
versions can be regarded as frames of the gain region. Thus, satisfactorily explaining
the experiment result is impossible. Moreover, applying the decision frame model
and prospect theory to such evaluation of generosity of experiment 1 is difficult.
Such a phenomenon cannot be sufficiently explained from the psychological purse
model either. Even if we try to explain it as an ex-post fact, we can only argue that
the psychological purse and decision frame would have been different.

Hsee (1998) referred to the evaluability hypothesis to explain such experiment
results. This hypothesis assumes that in judgment and decisionmaking, attributes that
are easy to evaluate, such as the size of the ice cream container and the amount of ice
cream, are connected and have an influence on decisionmaking as a result. According
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to this hypothesis, in factors among the experiment participants, the comparison
between the amounts of ice cream is easier than that between the ice creamcontainers,
so the size of the container does not have a strong influence on decision making.
This explanation is consistent with the previous explanation by the mental ruler
model. However, although the evaluability hypothesis by Hsee (1998) is meaningful
to understand the configuration of the subjective situation in the mental ruler model,
it only describes the type of attributes related to each other and how decisions are
influenced by them. Furthermore, although the mental ruler model explains these
attributes, it does not explain how subjective situations are constructed and evaluated,
and what types of judgment and decision making occur.

In this chapter, we have discussed the one-dimensional property of evaluation
in consumers’ judgment. However, these discussions have limitations. In people’s
judgment, multi-dimensional attributes and information may be evaluated multi-
dimensionally. For example, we can sometimes observe the manner of judgment
and decision making consciously by considering the multi-dimensional information
that is assumed in multi-attribute attitude theory and multi-attribute decision making
theory. In the future, we have to consider the situation where the one-dimensional
evaluation assumed in the mental ruler model is easy to make and the situation where
the evaluation in which the multi-dimensional information is considered is easy to
make.

The mental ruler model is essentially a qualitative one and has many ambiguous
aspects that require strict formulation in the future, but it can further bring forth
predictions and interpretations, thereby enabling empirical tests. For example,we can
conduct studieswith various aspects, such as the prediction of perceptual judgment by
the evaluation functions proposed in this chapter, prediction of evaluation functions
in social judgment and decision making, reinterpretation of probability weighting
functions, prediction of risk evaluation, and prediction of consumer behavior. From
now on, we need to empirically test these predictions and refine the models.

Box 3: Sotohiro Kojima
Born in 1925; deceased in 2004. He studied economics and experimental
psychology at Nagoya University, and then teaching economic psychology
at Kagoshima University, Doshisha University, and Aichi Gakuin University.
He was working on the application of perceptual psychology to marketing,
developing measures of psychological purses. Kojima wrote many books of
consumer psychology and marketing.
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Summary

– The role of price is important in economic activities. Particularly with regard to
revealed preference, consumer preference and utility functions can be estimated
based on price information and choices. However, for this estimation, we have to
assume the rationality of consumers.

– Consumers know that price information functions as a clue for quality as “how
good this brand’s quality is” and as a clue for saving as “how cheap this brand is.”

– Considering these clues, we obtain “reaction to price,” which is the consumers’
comprehensive evaluation of the price. As a basic process of consumer price judg-
ment, psychophysical laws such asWeber’s and Fechner’s laws are involved. These
laws mean that even in price judgment, the evaluation value is not absolute but
relative with respect to the amount of money.

– An important concept in explaining such relative judgment is reference price.
This price is the standard by which consumers evaluate the price of products. The
reference price has an internal reference price, which consumers perceive to store,
and an external reference price, which is presented externally as an information
stimulus at a store. The reference price corresponds to the reference point in
prospect theory.

– In prospect theory, the slope of the value function is generally larger in the loss
region than in the gain region. This condition indicates loss aversion. Considering
this property of loss aversion, we can explain consumers’ psychological resistance
to price increases and endowment effect.

– In comprehensive decision making on price, the concepts of psychological purses,
mental accounting, hedonic framing, and mental rulers are relevant. Each concept
explains that the manner of mental editing of problem situations where consumers
are placed affects their price judgment and purchase decisions.



154 5 Mental Accounting and Framing …

Recommended Books and Reading Guides for Further Learning

– Poundstone, W. (2010). Priceless: The myth of fair value (and how to take advan-
tage of it). New York, NY: Hill and Wang.

This book provides psychological and behavioral explanation of pricing using many
practical examples. This book focuses on phenomenon related to pricing and includes
detailed descriptions of consumers’ price judgment. The theoretical contents of con-
sumer behavior are also described.

– Belsky, G., & Gilovich T. (2010). Why smart people make big money mistakes—
and how to correct them: Lessons from the life-changing science of behavioral
economics (revised ed.). New York, NY: Simon Schuster.

This book explains the psychological patterns of thinking anddecisionmakingbehind
seemingly irrational economic behavior. They explain why so many people make
irrational financial and economic choices using the psychological concepts such as
mental accounting.

– Kahneman, D., & Tversky, A. (Eds.). (2000). Choices, values, and frames. New
York, NY: Cambridge University Press.

This book is a classical book edited by Kahneman and Tversky who proposed
prospect theory and framing. This book provides psychological explanation of choice
in risky and riskless contexts. In line with prospect theory, this book provides the
psychophysics of value induce risk aversion in the domain of gains and risk-seeking
in the domain of losses.
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Shirai, M. (2005). Shōhisha no kakaku handan no mekanizumu: Naiteki sanshō kakaku no yakuwari
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yōsē kōi [Price-matching guarantees for customers’ buying behavior using flyers of competing
retailers]. Komazawa daigaku keiei gakubu kenkyu kiyou [Journal of Komazawa University], 43,
19–39.



Chapter 6
Multi-attribute Decision Making Process
in Economic Behavior: Process Tracking
of Decision Making and Computer
Simulation

Keywords Multi-attribute decision making process · Process-tracing technique

Most consumersmake purchase decisions on the basis of various considerations such
as price, design, and brand performance. Thus, the behavior of consumers can be
considered asmulti-attribute decisionmaking.Knowing the process ofmulti-attribute
decision making is important in relation to management policies and marketing.
In this chapter, we outline the theoretical framework that describes the process of
consumers’ multi-attribute decision making and the method for its analysis. First, we
show the qualitative conditions that allow mathematical expression to analyze multi-
attribute decision making by consumers. Second, we outline conjoint measurement
in the case where the utility of each attribute can be expressed by additive forms.
Furthermore, the qualitative condition of decision making whose additive expression
is impossible and statistical analysis is difficult is theoretically examined. Finally,
we illustrate the computer simulation of multi-attribute decision making.

6.1 Expression of Multi-attribute Decision Making
by Consumers and Measurement Theory

6.1.1 Definition of Multi-attribute Decision Making

In multi-attribute decision making that considers multiple aspects such as product
performance, price, and design, a multi-attribute option x is considered as an option
expressed by q-dimension attributes and is considered as an element of the subspace
of the direct product of the set X1, X2, …, Xq of attributes expressing various values
(Takemura, 2011). That is,
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x ∈ X1 × X2 × · · · × Xq

In addition, we consider the direct product Xk × Xk for any attribute k and that
the ordered pair of this element expresses the preference relation with respect to the
attribute value. Based on the assumption that this preference relation is Rk , Rk is
a subset of Xk × Xk . For each attribute, Rk is assumed to satisfy the properties of
transitivity and completeness. When

Rq = R1 × R2 × · · · × Rq

is given, we call a function that associates preference relation R by multi-attribute
decision making with an element of Rq as a multi-attribute value function. In other
words, the multi-attribute value function U can be expressed as

U : Rq → R.

For the preference relation that can be expressed by the multi-attribute value func-
tion, weak order assumption is often requested when considered from the perspective
of the possibility of quantitative measurement and rationality described above.

6.1.2 Weak Order Property of Multi-attribute
Decision Making and Conjoint Measurement

Among analyses assuming the weak order property of preference, conjoint mea-
surement assumes the additivity of the operation that sums utility values for each
attribute. Conjoint measurement is often used, particularly to understand consumers’
preferences in marketing. For instance, in product development, the conjoint mea-
surement may be used to determine which value of the attributes of existing products
should be changed to create a new product that consumers prefer the most and cal-
culate the market share of the new products by simulation. Conjoint measurement is
often applied to marketing, but it is also applicable to research on preference judg-
ment, such as preference surveys for university entrance applications. Furthermore,
it has high potential applicability for research on risk assessment by civil engineering
experts.

As acknowledged in the pioneering research by Luce and Tukey (1964), con-
joint measurement is an analytical technique originally developed in mathematical
psychology and was formulated to construct additive real-valued functions (addi-
tive utility functions) that are equivalent to the interval scale from the preference
data at the ordinal scale level (specifically, the scale satisfying the weak order prop-
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erty). A requirement for constructing such an additive real-valued function is that
the preference relation must satisfy a group of axioms.

In utility estimation in the original conjoint measurement, under the influence
of research from such an axiomatic point of view and assuming the ordinal scale
for judging the preference of experiment participants, most researchers conducted
estimation by usingmonotone conversionmethods such asmonotone analysis of vari-
ance (MONANOVA) (e.g., Shepard, Romney, & Nerlove, 1972). However, in recent
years, conjoint measurement through ordinary least squares (OLS) method based on
dummy variables has been used frequently (Cattin&Wittink, 1989; Louviere, 1988).
Conjoint measurement using the OLS method requires preference judgment to be
not less than the interval scale level in a precise sense, but simulation research shows
that this approach produces highly similar results to MONANOVA, which performs
monotone conversion on the assumption of ordinal scale (Carmone, Green, & Jain,
1978).

We briefly explain conjoint measurement using the least squares method incorpo-
rated in ordinary statistical packages. In conjoint measurement, the response (eval-
uation result) ri of an experiment participant to the evaluation target i is expressed
by the following linear model:

ri = β0 +
p∑

i=1

u j
(
k ji

)

However, uj (kji) is the utility (partial utility) of the kji level of the factor (attribute)
j in the evaluation target i (hereafter referred to as ujk for simplicity).

Regarding the estimation of the evaluation result ri, partial utility function uj

employs different calculation methods in accordance with the following cases: (1)
the case of discrete factors in which relationships, such as a line format and quadratic
expression, cannot be necessarily assumed between the levels of the factor; (2) the
case of a linear factor that can assume a linear relationship between the levels;
and (3) a quadratic function factor that can assume the relationship of a quadratic
function between the levels (the case where an ideal point exists [ideal factor] and
the case where an anti-ideal point exists [anti-ideal factor]). For example, in the case
of a linear factor, the estimated evaluation value changes with a linear function of
the level value, whereas in the case of a quadratic function factor, the estimated
evaluation value changes with a quadratic function of the level value. We estimate
ujk under the specification of these functions.

In actual data acquisition, all profiles to be evaluated are presented to experiment
participants, and evaluation scores and ranking data are collected. However, as the
number of attributes and attribute levels to be picked up increases, the respondents
experience difficulty in evaluating them by rank and other features. Various efforts
are necessary to reduce the burden. Reducing the number of profiles presented to
experiment participants using orthogonal design is a common practice.
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6.1.3 Additive Conjoint Structure and Measurement

From the theoretical viewpoint of measurement, the conjoint measurement shown
above cannot be expressed by the additive structure from the theoretical viewpoint
if it does not have a property called additive conjoint system. In the following, we
explain the viewpoint of the additive conjoint system from the perspective of the
axiomatic measurement theory by Krantz, Luce, Suppes, and Tversky (1971) and
the multi-objective decision theory by Ichikawa (1980).

Definition 1: Independence When the relationship� on the setX1 × X2 is indepen-
dent, the following is a necessary and sufficient condition: approximately a, b ∈ X1,
for a p ∈ X2, if (a, p)� (b, p), for any q ∈ X2, (a, q)� (b, q) is given, and approx-
imately p, q ∈ X2, for an a ∈ X1, if (a, p) � (a, q), for any b ∈ X1, (b, p)� (b, q)

is given.
Then, independence in each attribute is similarly defined.

Definition 2: Independence within Attributes We assume that the relationship �
on the set X1 × X2 is independent.

�1 on X1 is approximately a, b ∈ X1 if a �1 b, and only then, for a p ∈ X2,
(a, p)� (b, p).

�2 on X2 is approximately p, q ∈ X2 if p �2 q, and only then, for an a ∈ X1,
(a, p)� (a, q).

Definition 3: Double Cancellation and Thomsen Condition A double cancella-
tion relationship � on the set X1 × X2 means that approximately any a, b, f ∈ X1

and any p, q, x ∈ X2, if (a, x)� ( f, q) and ( f, p) � (b, x), then (a, p) � (b, q) is
given. Additionally, the condition that replaced � in this weak order relationship
with the indifferent relationship ~ is called Thomsen condition. In the Thomsen con-
dition, approximately any a, b, f ∈ X1 and any p, q, x ∈ X2, if (a, x) ∼ ( f, q) and
( f, p) ∼ (b, x), (a, p) ∼ (b, q) is given.

Figure 6.1 shows the Thomsen condition, which states that if points A and B are
indifferent and points E and F are indifferent, points C and E are indifferent.

Definition 4: Archimedean Property Real numbers have an Archimedean prop-
erty, in which an integer n satisfies nx ≥ y for any positive number x, regardless of
how small it is and for any number y, regardless of how large it is. In other words,
even if any other real number β > 0 is taken, by adding to a positive real number
α, α < 2α < 3α < · · · < (n − 1)α ≤ β ≤ nα, the numerical sequence 1, 2, 3, …,
n of natural numbers such as above is finite.

For a set N of consecutive integers (which can be either positive or negative,
finite or infinite), the set {ai |ai ∈ Xi , i ∈ N } is said to be a standard sequence for
attribute X1 only when the following holds; that is, there is p, q ∈ X2, which is not
p ∼2 q, and for any i, i +1 ∈ N , (ai , p) ∼ (ai+1, q) is given. The standard sequence
{ai |ai ∈ X2, i ∈ N } is that for any i ∈ N , if b, c ∈ X1 satisfying c �1 ai �1 b exists
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Fig. 6.1 Thomsen condition (adapted from Krantz et al., 1971)

and only then bounded. For X2 as well, a similar standard sequence can be defined.
About any a, b ∈ X1 and any p, q ∈ X2, when the bounded standard sequence is
finite, the set (X1 × X2, �) indicates that the weak order relationship � on the set
X1 × X2 is Archimedean (Fig. 6.2).

Definition 5: Unrestricted Solvability That the relationship � on the set X1 × X2

satisfies unrestricted solvability means that for a, b ∈ X1, p, q ∈ X2, when three
elements are given, the remaining one that satisfies (a, p) ∼ (b, q) exists.

Definition 6: Restricted Solvability That the relationship � on the set X1 × X2

satisfies restricted solvability means that for any a, b∗, b∗ ∈ X1, p, q ∈ X2, when
(b*, q)� (a, p)� (b∗, q), a b ∈ X1 exists and (b, q) ∼ (a, p) is satisfied. Furthermore,
for any a, b ∈ X1, p, q∗, q∗ ∈ X2, when (b, q*)� (a, p)� (b, q∗) is gained, p, q ∈ X2

a q ∈ X2 exists and (b, q) ∼ (a, p) is satisfied.
Figure 6.3 shows the diagram of restricted solvability on X1. According to this

diagram, if point B exists between the indifference curve passing through the point
A and the indifference curve passing through point C, then point D always exists and
an indifference curve passing through B and D exists.

Definition 7: Essentiality We assume the relationship � on the set X1 × X2. That
X1 is essential means that for any a, b ∈ X1, p ∈ X2, (a, p) ∼ (b, p) is not given.
That X2 is essential means that for any a ∈ X1, p, q ∈ X2, (a, p) ∼ (a, q) is not
given. This condition means that the indifference curves are not parallel to the X1 or
X2 axis.

Definition 8: Additive Conjoint Structure Weassume that setsX1 andX2 are non-
empty sets and have a relationship � on X1 × X2. The set of triads (X1, X2, �) is
called an additive conjoint structure when it satisfies the following conditions:

(1) Weak order,
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Fig. 6.3 Restricted solvability on X1. Source Takemura and Fujii (2015)

(2) Independence (Definition 1),
(3) Thomsen condition (Definition 3),
(4) Archimedean property (Definition 4),
(5) Restricted solvability (Definition 6), and
(6) Each attribute is essential (Definition 7).

Expression Theorem of Additive Conjoint Structure (Krantz et al., 1971)

We assume that the set of triads (X1, X2, �) is an additive conjoint structure.
From each of X1, X2 to real numbers, functions ϕ1 and ϕ2 exist, respectively, and
for a, b ∈ X1, p, q ∈ X2, (a, p)� (b, q) ⇔ ϕ1(a) + ϕ2(p) ≥ ϕ1(b) + ϕ2(q) is
obtained.

Additionally, each function is unique in the range of ϕ′
1, ϕ′

2 of the positive linear
transformation.

That is, ϕ′
1 = αϕ1 + β1, ϕ′

2 = αϕ2 + β2, where α > 0.
This theorem shows that when the preference relation has an additive conjoint

structure, the preference relation canbe expressed by the utility of the additive system,
and even if this utility function makes a positive linear transformation, its essential
characteristic is not changed. This condition means that utility measured by additive
conjoint measurement is an interval scale.

6.2 Multi-attribute Decision Making Not Satisfying Weak
Order

As consumers’ multi-attribute decision making is assumed in conjoint measurement,
the utility of an attribute can be expressed by the additive system, and if the prefer-
ence is in weak order, then quantitative analysis is also easy. However, consumers’
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multi-attribute decision making does not necessarily have a weakly ordered structure
(Takemura, 2011).

First, regarding the property of completeness in weak order, we consider, for
example, the preference based on the superiority principle as shown in the following.

6.2.1 Preference According to the Superiority Principle

For the preference relation of all attributes, only when “x is more indifferent than
or preferred to y” that “x is more indifferent than or preferred to y” is given as an
overall preference. That is, certain preferences are based on the superiority principle
that x � y is obtained only when “x �i y for all attributes i.” The theorem on the
principle of superiority holds from the following properties:

(1) Completeness: For any element x, y of the option set A expressed by multiple
attributes (∀x, y ∈ A), the relationship of x � y or y � x holds. Additionally,
the preference relation �i with respect to different values of a certain attribute
i also satisfies the completeness.

(2) Transitivity: For any element x, y, z (∀x, y, z ∈ A) of the option set A expressed
by multiple attributes, if x � y � z, the x � z relationship holds. Additionally,
the preference relationship �i with respect to different values of an attribute
i also satisfies the transitivity.

(3) Non-limiting property of the problem space of multi-attribute decision making:
In multi-attribute decision making, one can have any preference regarding the
value of each attribute as far as completeness and transitivity are satisfied, and
any combination of preferences can also occur for multiple attributes.

Decision theory based on superiority principle: Under the preference by the supe-
riority principle based on conditions (1), (2), and (3), that is, only when “for all
attributes i, x � y” does the preference that gives x � y not satisfy completeness
or is not in weak order, or no multi-attribute value function expresses preference
relationships.

Proof Let us consider that y is in weak preference with x for other attributes if x �k
y for an attribute k with the preference by the superiority principle. In this case,
neither x � y nor y � x holds, so completeness does not hold. Therefore, the above
theorem holds.

Conducting ordinary quantitative analysis is also difficult for decision making
by the superiority principle assumed in many psychological models (see Takemura,
2009a), and we can understand that it is different from the so-called principle of
consumer utility maximization. However, regarding superiority, when it is in strict
preference in all the attributes, the case that the option is strictly preferred (weak
Pareto rule) or when at least one attribute is in strict preference and the other is
indifferent, the option is strictly preferred (strong Pareto rule), and the impossibility
of multi-attribute value functions does not occur.
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Preference by the principle of highest superior attribute number: Regarding the
preference relation of attributes, only when there is a large number of attributes that
“x is more indifferent than or preferred to y,” that “x is more indifferent than or
preferred to y” is given as an overall preference. The following theorems hold in this
regard as well.

6.2.2 Theorem of Decision Making by Highest Superior
Attribute Number

Under (1) completeness, (2) transitivity, and (3) the non-limiting property of the prob-
lem space, the preference by the principle of the highest superior attribute number is
not in weak order, and the multi-attribute value function expressing the preference
relation does not exist.

Proof When the number of attributes is an even number and the number of superior
attributes is the same, neither of them is preferred, comparison is impossible, and
completeness is not satisfied. In addition, when the number of attributes is an odd
number, creating a cyclic order that does not satisfy transitivity is possible. Therefore,
the above preference relation is not inweak order, so nomulti-attribute value function
exists either.

6.2.3 General Possibility Theorem on Multi-attribute
Decision Making

As a social choice theory for thinking about decision making in a social group,
the general possibility theorem of Arrow (1951) focuses on democratic group deci-
sion making. Takemura (2011) shows that if the situation pointed out by this theorem
is changed to a multi-attribute decision making problem and reinterpreted, then the
following general possibility theorem on multi-attribute decision making can be
derived. This theorem shows that constructing a multi-attribute value function that
satisfies all of the following conditions is impossible, which means that conditions
satisfying the completeness and transitivity, which are the conditions of rationality,
and conditions assumed to be appropriate for the following rational decision making
do not hold at the same time.

LetA be the direct product of the set of attributesX1, X2, …, Xq expressing various
values, and let the elements (ordered set expressing the q term relationship) x, y, z
be options described with multiple attributes. When three or more multi-attribute
options are described by two or more attributes, no multi-attribute value function
satisfies the following condition, and concurrently satisfying these conditions leads
to contradiction. In addition, the value function that satisfies conditions (1), (2), (4),
and (5) under the condition of three or more options with two or more attributes
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represents the preference relation that is one-dimensional or imposing. Here being
one-dimensional means that preference can be expressed only by the preference
relation of a certain attribute, and imposing means that for a pair of options, the
preference relation is decided regardless of what attribute value it is.

(1) Completeness: As shown above.
(2) Transitivity: As shown above.
(3) Non-limiting property of the problem space of multi-attribute decision making:

In multi-attribute decision making, one can have any preference regarding the
value of each attribute as far as completeness and transitivity are satisfied, and
any combination of preferences can also occur for multiple attributes.

(4) Monotonicity (weak Pareto rule): When the preference relation of all attributes
is consistent with “x is preferable to y,” overall preference is also “x is preferable
to y” (i.e., x � y is obtained when “x �i y for all attributes i”).

(5) Independence from an unrelated choice object (IIA characteristic): The pref-
erence related to the options x and y is determined only by attribute ordering
related to these two options. That is, it is not affected by the attribute preference
of the other option z (i.e., it shows that to know whether x � y holds or not, it is
sufficient if a profile exists for all attributes i describing whether either or both
x �i y or/and y �i x hold(s) for those particular x, y).

(6) Multipurpose property (multidimensionality): Only a single attribute exists, and
when that attribute determines that x is preferable to y, there is no such attribute
that x is always preferable to y in the overall preference (i.e., the attribute i that
“for any preference profile, if x �i y, then x � y is obtained” does not exist).
This condition requires that humans make decisions within multiple purposes
and that they always make decisions not in only one dimension.

General possibility theorem for multi-attribute decision making: When three or
more options are available, the preference described that satisfies all the conditions
of the six axioms on the overall preference of the decision making subject are not in
weak order, and no multi-attribute value function exists.

In other words, the two conditions for consumers to be able to select options
rationally (preferences are comparable and transitive) are not compatible with the
four conditions that suggest rationality for multi-attribute decision making. This fact
suggests not only that it is extremely difficult for consumers to have optimal and
rational decisions in multi-attribute decision making, but also that the quantitative
analysis of consumers as conditions for such decision making is extremely difficult.
Most studies on consumer behavior and quantitative analysis of marketing, including
linear regression analysis, structural equation modeling, and conjoint measurement,
are included in a series of models of additive conjoint systems, so they have a high
probability of differing from the properties of actual consumer decision making.
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6.3 Process Analysis of Multi-attribute Decision Making

6.3.1 Process-Tracing Technique

The multi-attribute decision analysis of consumers has been suggested as difficult to
measure quantitatively and express. How, then, should we analyze consumer deci-
sion making?

One way is through the process-tracing technique. Kühberger, Schulte-
Mecklenbeck, and Ranyard (2011) divided the methods of analyzing the multi-
attribute decision making process into the following three methods. The first is
the method for tracing information acquisition; the second is the method of trac-
ing information integration; and the third is the method for tracing physiological,
neurological, and other concomitants of cognitive processes.

The first method for tracing information acquisition is themethod of letting exper-
iment participants freely search information on brands and analyzing the attributes
of the available options and the order it was searched in. This method involves using
the information presentation board to examine the situation of the attribute infor-
mation (e.g., prices) of brands shown on the card being sequentially acquired and
the method analyzing the gaze pattern in decision making by using the eye move-
ment measurement apparatus (Bettman, 1979; Bettman, Johnson, & Payne, 1991;
Okubo, Morogami, Takemura, & Fujii, 2006; Takemura, 2009a). When analyzing
experimental data using the method for tracing information acquisition, one infers
the decision strategy, for example, if information on all the options is being reviewed
by the option-type information search, then the strategy is additive type, or if infor-
mation is searched based on attributes to reduce the reviewed options sequentially,
then the strategy is elimination by aspects (EBA) type. Figure 6.4 shows an example
of how information is presented in the method of tracing information acquisition.

The secondmethodof tracing information integration includes the so-called verbal
protocol method and the evaluation method of a self-description formula. In the ver-
bal protocol method, experiment participants are allowed to speak or write about the
decision making process and then record the content and examine the decision strat-
egy adopted from the record. The verbal protocol method involves simultaneously
making participants speak during the decision making process and taking records
based on memory immediately after decision making. As a variation of this method,
presenting a list of decision strategies is another way to test participants beforehand
and ask them to report subsequently on which strategy was used.

The third is the method of tracing physiological, neurological, and other concomi-
tants of cognitive processes, including skin potential resistance, electroencephalo-
gram, pupillary response, etc. In recent years, functional brain image analysis and
other methods have entered the mainstream. In particular, consumer behavior studies
using functional brain image analysis are also called neuromarketing and neuroeco-
nomics (Takemura, 2009b).
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Fig. 6.4 Mobile phone selection task. Source Okubo et al. (2006). Note Five cell phones and seven
attribute information were presented

6.3.2 Types of Consumers’ Information Search

Let us assume a scene where one purchases certain products at a store. For example,
we consider the purchase scenes of digital audio players. Consumers make decisions
by checking various attributes such as price, number of recordable songs, acoustic
performance, and designs in stores and catalogs. In multi-attribute decision making,
consumers make decisions by searching for multiple pieces of information.

As shown in Fig. 6.5, the consumer’s information search starts from an internal
information search that retrieves relevant information in the memory, and if infor-
mation is insufficient in the memory, an external information search is made to the
information source outside (Aoki, 1992; Engel, Blackwell,&Miniard, 1993;Mowen,
1990). For example, in one study, when deciding on a car repair service, many con-
sumers rely mostly on an internal information search from memory and only 40%
perform an external information search (Biehal, 1983). Furthermore, when satisfied
with the previous purchasing, consumers make decisions only based on the internal
information search (Engel et al., 1993).

Whether or not consumers make decisions only through an internal information
search depends on their existing knowledge, for one thing. For example, consumers
who visit an electronics store for the first time have limited knowledge about prod-
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Fig. 6.5 Consumers’ problem recognition and decision making process. Source Takemura (1997)

ucts, so they cannot search the information necessary for decision making by an
internal information search. Therefore, consumers search for necessary information
through external means, such as catalogs, or by asking store clerks. Even if a con-
sumer has knowledge about the product, when he/she feels that the knowledge on the
product category and search capability is insufficient, the external information search
is promoted (see Fig. 6.5). The external information search can be divided into a pre-
purchase search and an ongoing search. The former is an information search made
before buying a specific product, and the latter is conducted regularly for knowledge
acquisition and not necessarily for purchasing. For example, if a person who oper-
ates computers for pleasure regularly reads magazines related to personal computers
(PCs), that act is called an ongoing search. However, a prepurchase search is when
a person who wants to buy a PC reads a magazine related to a PC for information
gathering.

6.3.3 Situation of Consumers’ Information Search

The way of consumers’ information search depends on the type of purchase situa-
tions, which can be categorized into three cases (Howard, 1989).

The first case is the situation of repetitive purchase behavior or routine problem
solving. For example, the problem is recognized in an extremely simple manner
when the product used at home is out of stock, as in the case where printer ink has
run out.

The second case is the situation of limited problem solving, where consumers are
familiarwith informationonvarious options andmultiple options are available,which
consumers can recall for decision making. This condition corresponds, for example,
to cases where a consumer who is familiar with PCs compares the computers of
several manufacturers on the basis of hard disk capacity, CPU type, DVD-R, and
monitor type before making a purchase decision.
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In the third case, consumers have not learned the product attributes as in the second
case, so they are still in the situation where they start comparing and considering a
number of options after forming concepts on what attributes to use in comparison,
that is, a situation of extensive problem solving. This situation corresponds to the
case of low product knowledge, such as purchasing a PC for the first time. In this
case, consumers have to learn the features of the hard disk or CPU.

As shown in Table 6.1, in an extensive problem-solving situation, consumers
generally search a large amount of information and the time required for searching is
long. In other words, consumers search for information on various brands and many
attributes such as prices and manufacturer names are found in many stores. When
searching for external information, consumers also try to obtain information from
many sources such as store clerks, advertisements, and acquaintances. By contrast,
in routine problem solving, consumers do not search for information extensively
but only look into one attribute for each brand; the time required for searches is
also extremely short. Furthermore, in limited problem solving, the amount of an
information search is an intermediate amount between extensive and routine problem
solving.

6.4 Consumers’ Various Decision Strategies

6.4.1 Information Search and Option Evaluation

The ways of information search and option evaluation are closely related. For
example, in purchase decision making for PCs, evaluating various PCs is nec-
essary, but the overall evaluation of a PC is much influenced by information
search such as the attributes in the order searched by the consumer. Even if
each attribute of the brand has been evaluated as shown in Fig. 6.6, the evalu-
ation of options is clearly different between the case of performing information
searches for all the attributes and the case of performing information searches

Table 6.1 Situation of decision making and way of information searches (partly modified from
Engel et al., 1993)

Nature of information search Extensive problem solving Limited
problem
solving

Limited
problem
solving

Number of searched brands Many Small One

Number of searched stores Many Small Unknown

Number of searched attributes Many Small One

Number of search sources Many Small No

Search time Long Short Extremely
short
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Fig. 6.6 Patterns of information search by the method of monitoring information acquisition

only for some attributes (Takemura, 1996a, b, 1997). Furthermore, when search-
ing the brand with the most appropriate price in the most important attribute such
as price, the results of evaluation of options and decision making are often dif-
ferent between the case where, first, the information search for prices of all the
brands is made and, then, the information search for the second most important
attribute is made and a decision is made (an information search of the attribute
type) and the case where the information search is made for each brand and a
decision is made after the comprehensive evaluation of each brand (an informa-
tion search of the option type) (Bettman, 1979; Bettman et al., 1991; Takemura,
1997). Thus, the way of information search and evaluation of options are closely
related.

6.4.2 What is a Decision Strategy?

A key concept in understanding the decision making process from the viewpoint of
information search is decision strategy. The decision strategy is how a consumer
evaluates and adopts options in the kind of sequence of mental operations. The deci-
sion strategy is also called decision heuristics. The concept of heuristics is contrasted
with an algorithm, which is an execution strategy that always brings an optimal solu-
tion. The use of heuristics, compared with the use of the algorithm, often solves
problems quickly and efficiently; however, in some cases, it may bring inappropriate
solutions and lead the consumer to an inconsistent and situation-dependent decision.
Decision strategies in human decision making are mostly heuristic, so they are often
called decision heuristics. The decision strategy is conceptually distinguished from
the information search, but in reality the two are almost similar. Indeed, with regard
to decision strategies, researchers often analyze the information search pattern of
decision makers (Klayman, 1983; Bettman et al., 1991).
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Research on the decision making process has revealed that human decision strate-
gies hardly go through the process ofmaximizing the utility (the degree of satisfaction
expressing a preference relation) as assumed in the utility theory (Abelson & Levi,
1985; Gigerrenzer & Selten, 2001; Simon, 1957). Simon (1957) pointed out that
humans do not make decisions based on the principle of maximization or optimiza-
tion where humans select the best choice from as many available options as possible,
but because of the limit of the information-processing capabilities, they make deci-
sions based on the principle of satisfaction that they seek for options that can satisfy
them at a certain level. Since then, a number of decision strategies that are mainly
attributed to the limitation of human information-processing capabilities have been
found (Beach & Mitchell, 1978; Payne, 1976; Payne & Bettman, 2004; Takemura,
1985, 1996a, b, 1997).

6.4.3 Types of Consumers’ Decision Strategies

The decision strategies found so far include the following:
Additive type: In this decision strategy, each option is examined fromall dimensions,
an overall evaluation of each option is made, and the option with the best overall
evaluation is chosen. The additive type has different weights placed on each attribute
(weighted additive type) and others (equal weight type). This strategy is illustrated
in Fig. 6.6. In this strategy, we first consider brand A, with a price of 1098 dollar (60
points).Design is not very good (50 points). The function is very good (90 points), and
the overall quality is judged as reasonably good (total 200 points). Similarly, brand
B is very good (total 250 points), brand C is fairly good (240 points), and brand D
is reasonably good (total 190 points). In this manner, we evaluate all options and
select brand B (250 points in total) with the highest evaluation through the decision
method. Here, the overall evaluation of one option is additively decided.
Additive difference type: In this decision strategy, the evaluation values of each
attribute are compared for an arbitrary pair of options X and Y. If the number of
options is three or more, then those winning the comparisons by pair are succes-
sively compared in the so-called tournament method, and the last remaining option
is adopted. For example, in Table 6.2, first, brands A and B are compared. Brand
B is superior in price, with the same design evaluation, and brand A is excellent in
function. If the weights of the attributes are equal, then the difference between brands
A and B is negative, i.e., (60 points − 80 points) + (50 points − 70 points) + (90
points − 70 points) = −20 points), and brand B is selected for the moment. Then,
brands C and D are compared, and brand C is selected for the moment. Finally, the
remaining brands B and C are compared, and brand B is selected.

Conjunctive type: In this decision strategy, necessary conditions are set for each
attribute, and if even one attribute does not satisfy the necessary condition, then the
information processing for the option is cut off regardless of the values of other
attributes, and the option is rejected. If only one option is chosen with this decision



6.4 Consumers’ Various Decision Strategies 173

Table 6.2 Evaluation of options in brand purchase decision making

Brand A Brand B Brand C Brand D

Price 1098 dollars (60
points)

798 dollars (80
points)

798 dollars (80
points)

598 dollars (90
points)

Design Not very good (50
points)

Reasonably good
(70 points)

Fairly good (80
points)

Very good (90
points)

Function Very good (90
points)

Reasonably good
(70 points)

Fairly good (80
points)

Not very good (50
points)

strategy, then the first option that cleared the necessary conditions over all attributes
is selected. For example, in Table 6.2, assuming that the necessary condition of all
the attributes is 80 points or more, if the evaluation of options is sequentially made
from brand A, then we select brand C, which cleared the condition first. In this case,
the remaining brands C and B are not considered.

Disjunctive type: In this decision strategy, sufficient conditions are set for each
attribute, and if at least one attribute satisfies the sufficient condition, then the option
is adopted regardless of the values of the other attributes. For example, in Table 6.2,
we assume that sufficient conditions for all attributes are 80 points or more. When
the evaluation of options is sequentially performed from brand A, the brand does
not satisfy this condition for price and design, but since the function is 70 points or
more, brand A is selected immediately. In this case, remaining brands B, C, and D
are not considered.

Lexicographic type: In this decision strategy, the option with the highest evaluation
value for the most important attribute is selected. If options of the same rank for the
most important attribute have appeared, then the judgment is made based on the next
most important attribute. However, a difference within a small range is regarded as
being in the same rank, and if judgment is made with the next important attribute, it
is called a lexicographic semi-order type. For example, in Table 6.2, assuming that
price is the most important attribute, we select brand B, which has the lowest price.
In this case, function and design are not considered.

Elimination by aspects (EBA) type: This decision strategy examines whether or
not the necessary condition is satisfied for each attribute, and the option that does
not satisfy the necessary condition is rejected. This decision strategy is similar to the
conjunctive type except that the former adopts an attribute-type strategy that scans
multiple options for one attribute. For example, in Table 6.2, we assume the same
standard as the conjunctive type as the necessary condition (70 points or more) and
also assume that attributes are sequentially examined in the order of function, price,
and design. Then, brands A, B, and C remain based on the function. Furthermore,
among the remaining three brands, B and C remain based on the price. Finally, brand
C remains based on the design, so this brand is selected.

Majority of confirming dimensions (MCD) type: In this decision strategy, the
evaluation values are compared for each attribute for an arbitrary pair of options by
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the brute force method. Unlike the additive difference type, the evaluation method
makes comparison on whether the number of more superior attributes is large or not
and adopts the option with the highest winning percentage in brute force comparison.
For example, when comparing PCs, brand B is superior in two attributes between
brands A and B, and brand A is superior in one attribute, so we evaluate that brand
B is winning. The option with the highest number of winnings is chosen in such a
procedure.

Effect referral type: This strategy involves habitually selecting a brand so that the
consumer forms the most favorable attitude from past purchase and use experience.
This strategy is often used in purchase decision making by consumers with high
preference and loyalty to specific brands, such that they rarely search for new infor-
mation. For example, as shown in Table 6.2, if a consumer always uses brand D
and feels familiar with it, he/she chooses brand D almost without considering other
brands.

6.4.4 Classification of Consumers’ Decision Strategies

Various decision strategies have been identified and are commonly classified as com-
pensatory and non-compensatory. In the compensatory type, even if the evaluation
value of an attribute is low, if the evaluation value of other attributes is high, then the
overall evaluation is compensated. The additive type, additive difference type, and
MCD are included in this category. For the compensatory type, information on all
options is considered. Furthermore, in the non-compensatory type, no compensatory
relation exists between the attributes. The conjunctive, disjunctive, lexicographic,
EBA, and effect referral types are included in this category.

Under the decision strategies of the non-compensatory type, the decision result
may differ depending on the order of considering options and attributes; thus, it may
cause inconsistent decision making. Consider, for example, a situation in which con-
sumers select a brand of television based on the conjunctive type. In the conjunctive
type, the option that has cleared the necessary conditions first is adopted, so the order
in which one examines the brands is crucial. Even if the brand that the consumer
prefers most is placed in another store, if a certain brand satisfies the necessary con-
dition in the store he/she has visited first, then that brand is purchased. Therefore,
whether the consumer purchases the brand he/she prefers most or not is likely to be
influenced by situational factors such as store locations and product arrangement at
stores.

Moreover, in actual decision making situations, both types are often mixed
depending on the decision stage. Alternatively, to reduce cognitive strain, after con-
sumers first narrow down the number of options to a few with the strategy rejecting
options such as the EBA type, they often use compensatory-type strategies such as
the additive type (Bettman, 1979; Takemura, 1996a, 1997). Thus, the decision strat-
egy itself may change depending on the progress of the decision making process.



6.4 Consumers’ Various Decision Strategies 175

Such decision making is sometimes called a multistage decision strategy (Takemura,
1993).

6.4.5 How to Identify Consumers’ Decision Strategies

As shown in the preceding subsections, several methods can be applied in identifying
decision strategies. Here, we outline two representative methods: verbal protocol and
monitoring information acquisition (Bettman et al., 1991; Payne & Bettman, 2004;
Takemura, 1997) .

In the verbal protocol method, experiment participants are allowed to speak or
write about the decisionmaking process and record the content, and they can examine
the type of decision strategy adopted from the record. The verbal protocol method
involves simultaneously making participants speak during the decision making pro-
cess and taking a record based on memory immediately after decision making. A
variation of this method involves presenting a list of several decision strategies to
test participants beforehand and allow them to report on which strategy was used.

For example, in studying the verbal protocol method, Takemura (1996b) asked
Japanese consumers planning to purchase various products to write diaries. In the
study, protocols presumed to have used conjunctive-type decision strategies at the
final stage of the decision were reported as shown in Table 6.3. The diary in Table
6.3 was written by a 22-year-old college student who reported the process until she
purchased a half coat in preparation for her trip to Canada.

The method of monitoring information acquisition involves letting experiment
participants freely search for information on brands and analyzing the attributes of
the options as well as the order they were searched in. This method includes the task
of using an information presentation board on which one examines the situation of
attribute information (e.g., prices) of brands shown on the card being sequentially
acquired, and the method analyzing the gaze pattern in decision making by using
measurement apparatus such as eye cameras (Bettman et al., 1991; Takemura, 1996a,
b, 1997). In the analysis of experimental data using the method of monitoring infor-

Table 6.3 Example of verbal protocols

Verbal protocols of buying decision by a female college student

On January 6: “I heard that the temperature in Canada and the eastern United States was below
zero. I am going to buy a waterproof coat with excellent cold protection.”

On January 12: “I went to a sports store in Umeda. When I went to the ski wear corner, I found
half coats. Among the half coats, I found one with a hood. The edge of the hood [was] adorned
with faux fur and it [was] cute. The outer material [was] not waterproof, but it [was] processed
so that it [would] repel water, so it [would] be fine even if it [got a little wet]. I was [slightly]
dissatisfied with the color, but the cold protection function seemed good. I decided to
compromise on color and bought that half coat.”

Source Takemura (1996b)
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mation acquisition, one may estimate in the following manner: If information on all
the options has been reviewed via the option-type information search, it should be
an additive type, or if information has been searched based on attributes to reduce
the reviewed options sequentially, then it should be an EBA type.

Figure 6.6 shows the information search pattern of a fictional experiment partic-
ipant in the method of monitoring information acquisition with the same brand as
shown in Fig. 6.6. According to this figure, the experiment participant first searched
for attribute-type information on prices, examined relatively cheap brands B and C,
and selected brand C, which excelled in design and function. The design and func-
tion of brand D were not examined. In this case, we presume that the lexicographic
semi-order type was used in the first half of the decision making process, and the
conjunctive type was used in the latter half. Such an information review process is
sometimes examined by monitoring information acquisition using, for example, an
eye camera as shown in Figs. 6.7 and 6.8.

Fig. 6.7 Contact-type eye movement measurement device (Tobii glass eye-tracker manufactured
by Tobii). Source Okubo and Takemura (2011)
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Fig. 6.8 Example of visualization of eyesight data on cell phone specifications table measured
using an eye movement measurement system. Source Okubo and Takemura (2011). Note Figure on
the right presents sections that attracted greater attention in order of red, yellow, green, and blue,
similarly to thermography

6.5 Situation Dependence of Consumers’ Decision
Strategies

6.5.1 Decision Strategies and Situational Factors

Various decision strategies in decisionmaking processes have been identified and are
commonly classified into two: compensatory and non-compensatory. The first type is
the strategy in which compensatory overall evaluation is performed if the evaluation
values of other attributes are high even if the evaluation value of an attribute is low
as a linear compensatory type. The second type is the decision strategy without such
a compensatory relationship between attributes and includes the attitude-dependent,
conjunctive, disjunctive, and lexicographic types. Under the decision strategies of
the non-compensatory type, the decision result may differ depending on the order
of considering options and attributes, so it may cause inconsistent decision making,
which is dependent on the order of an information search. Consider, for example, a
situation in which a consumer makes decisions based on the conjunctive type. In the
conjunctive type, the brand that has cleared the necessary conditions first is adopted,
so an important consideration is the order in which the consumer examines brands.
Even if the brand that the consumer prefers most is placed in another store, if there is
a product that satisfies the necessary conditions in the store he/she has visited first,
then that brand is purchased. Therefore, whether the consumer purchases the brand
he/she prefers most or not is likely to be influenced by situational factors such as the
location of stores and the product arrangements in them.

Moreover, in actual decision making processes by consumers, various decision
strategies are oftenmixed depending on the decision stage. To reduce cognitive strain,
after consumers first narrow down the number of options to a few by deciding, such
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as in the lexicographic type, they often use the way of decision making such as the
linear compensatory type (Bettman, 1979; Takemura, 1996b, 2009a).

Consumers’ decision making research to date shows that these decision strategies
vary according to the properties of tasks such as the number of options and attributes
(Bettman, 1979; Bettman et al., 1991; Takemura, 1996b, 2009a). For example, when
the number of options is small, the compensatory type is adopted, and when the
number of options increases, the non-compensatory type is easy to adopt.

The reason why the decision strategy varies with the change in the number of
options and attributes is that under conditions with a large number of options and
attributes, large amounts of information must be processed and an information over-
load occurs, so a simple decision strategy with a low information-processing load is
adopted to avoid cognitive strain.

The decision strategy is influenced not only by the number of attributes and
options but also by the operation of decision making task variables such as the form
of the information presentation of decision making problems and the reaction mode
of decision making, the operation of motivation variables such as the involvement
of decision makers, emotional manipulation such as moods, and situational factors
(Abelson&Levi, 1985;Bettman et al., 1991;Cohen&Areni, 1991;Engel et al., 1993;
Takemura, 1996b, 2009a) . For example, Isen and Means (1983) examined the effect
of positive emotions (good mood) on the decision strategy. They found that when
experiment participants received a fake feedback that they succeeded in perceptual
movement tasks (positive emotion group), the time they spent on choosing a fictitious
car was short and they did not thoroughly explore the information when deciding,
compared with experiment participants who did not receive a feedback (controlled
group). This condition suggests that a positive emotion promotes non-compensatory
decision making.

6.5.2 Theory Explaining Situation Dependence
of Multi-attribute Decision Making Process
by Consumers

Thus, because the decision strategy is adopted depending on various situation factors,
the result of the decision also depends on the situation. Therefore, the purchase
behavior of consumers is greatly influenced by the situation. Why do the variation
phenomena of situation-dependent decision strategies occur? Research based on a
computational framework provides a representative theory to explain such situation-
dependent variation phenomena. In the computational approach, an assumption is
that the decision maker calculates the cost (expenditure) and benefit (profit) of using
the relevant decision strategy to adapt to the situation and thus adopts an appropriate
decision strategy. What can be considered in calculating the cost and benefit is the
magnitude of cognitive effort required in decision making and the optimality of
decision making.
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The first model based on this computational approach is the situation-readymodel
by Beach and Mitchell (1978), and the model that has been refined so that computer
simulation can be performed by expanding the basic idea of this model is the adap-
tive decision making model by Payne, Bettman, and Johnson (1993). Payne et al.
consider that certain decision strategies are adopted in certain situations as a result
of decision makers trading off the magnitude of cognitive effort required in deciding
for the optimality (accuracy) of decision making. The researchers varied the number
of options and attributes, performed a computer simulation, and calculated the cog-
nitive effort (operationally defined by the number of operations of basic information
processing) accompanying the execution of each strategy and the relative accuracy
(operationally defined by the index that takes a value of 1 when the result is exactly
the same as theweighted additive type and takes a value of 0when the reaction is com-
pletely random) of the decision result under each condition. Although the accurate
decision is possible with the weighted additive type, the type requires much cognitive
effort as the number of options and attributes increase. In addition, the lexicographic
type requires almost no cognitive effort by increasing the number of options and
attributes and also maintains accuracy to a certain extent. Furthermore, in the non-
compensatory type, cognitive efforts are not required as much as in the weighted
additive type, even if the number of options and attributes are increased. Experimen-
tal studies to date show that the adoption rate of non-compensatory-type decision
strategies increases alongwith the increasingnumber of options and attributes, andwe
can interpret this phenomenon consistently from the results of this simulation. That
is, we can understand that in situations where the number of options and attributes
are small, complementary strategies such as the weighted additive type with high
accuracy are easy to use because cognitive effort is not strictly required. However,
in situations with a large number of options and attributes, complementary-type
decision strategies that require a great deal of cognitive effort are not adopted and
non-complementary decision strategies that do not require much cognitive effort are
easy to adopt.

Payne et al. (1993) correlate the results of this simulation with the results of
many psychological experiments and conclude that decision makers trade off the
accuracy of choice and cognitive effort and adaptively choose the decision strategy.
The model of Payne et al. can quantitatively predict what kind of decision strategy
is adopted and what kind of decision is likely to be made in which situations, so this
model is considered useful in predicting consumer behavior in marketing and the
support of consumers’ decision making. Such a viewpoint has also been adopted in
the decision making theory of consumer behavior in recent years (Takemura, 2009a).

However, one cannot always explain situation-dependent option evaluation and
decision making only by using the model of Payne et al. At present, the framing
effect that appears in the editing phase of decision making processes and the effects,
such as emotions and motivations, as shown in the prospect theory cannot be fully
explained from the computational point of view. Moreover, their model does not
explain how trade-offs are made between the accuracy of choice and cognitive effort
and decision makers adaptively choose decision strategies. To elucidate such a prob-
lem, Takemura (1996b) proposes amodel that assumesmetacognition tomonitor and
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control the decisionmaking process under given processing resources, but, currently,
its empirical evidence is not sufficiently obtained. In addition, the allocation of atten-
tion is related to such metacognition (Takemura, 2009a), and research that elucidates
the overall structure of the consumer’s decision making process is necessary.

Box 1: Richard H. Thaler
Born in 1945. He received Ph.D. degree in 1974 from the University of
Rochester. He was awarded the Nobel Prize in 2017 for the contributions have
built a bridge between the economic and psychological analyses of individual
decision making. He is nowworking as the Charles R.Walgreen Distinguished
Service Professor of Behavioral Science and Economics at the University of
Chicago Booth School of Business.

Photograph: The Nobel Prize Organization

https://www.nobelprize.org/prizes/economic-sciences/2017/thaler/facts/.

https://www.nobelprize.org/prizes/economic-sciences/2017/thaler/facts/
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6.6 Consumers’ Multistage Decision Making
and Computer Simulation of Decision Strategies

Asa result of analyzing the decision strategyby themethodofmonitoring information
acquisition, several decision strategies are often mixed according to the decision
stage. For example, in experimental studies to date, decision makers first narrow
down the number of options by the strategy of rejecting options such as the LEX and
EBA types to reduce cognitive effort and then using compensatory-type strategies
such as the additive type (Takemura, Haraguchi, & Tamari, 2015). Thus, the decision
strategy itself may change depending on the progress of the decisionmaking process.
Such decision making is called a multistage decision strategy and is approximately
expressed by a variation of the two-stage decision making strategy such as the first
and second halves.

Takemura et al. (2015), using the decision strategy presented earlier, and consid-
ering that the decision strategy is changed in the course of decision making by setting
two stages in the decision making process, performed computer simulation based on
the assumption that the decision strategy changes in the decision making process.
In this computer simulation, they first considered what kind of decision strategy and
what combination of decision strategies require less cognitive effort and are relatively
accurate. Furthermore, they considered what ways of the combination of decision
strategies changing with two stages required relatively less cognitive effort and were
accurate, and examined their psychological functions. All decision strategies exam-
ined here are classified into either the compensatory type or the non-compensatory
type. In the decision strategies of the compensatory type, even if the evaluation value
of an attribute is low, if the evaluation value of other attributes is high, then the overall
evaluation is compensated. The additive type (WAD and EQW), additive difference
type (DIF), and MCD are included in this category. For the compensatory type,
information on all options is considered. On the other hand, the decision strategies
of the non-compensatory type, which are different from those of the compensatory
type, have no compensatory relation between the attributes. The conjunctive (CON),
disjunctive (DIS), lexicographic (LEX), EBA, and MCD types are included in this
category.

In this study, the cognitive effort (elementary information processes [EIP], which
are operationally defined by the number of operations of basic information process-
ing) and the relative accuracy of decision results (relative accuracy [RA], which is
operationally defined by the index that takes a value of 1 when the result is exactly
the same as the weighted additive type and takes a value of 0 when the reaction is
completely random) are calculated under each condition.

As shown in Fig. 6.9, as a result of this computer simulation, cognitive loads are
relatively low and accurate when narrowing down the options to two using LEX or
EBA and then making comparisons by WAD. When thinking about this in a realistic
situation, decision makers narrow down the options with the most important attribute
to themselves. If they cannot decide, they narrow down the options with the next
important attribute and further narrow down the final candidates to two to make a



182 6 Multi-attribute Decision Making Process in Economic Behavior …

Fig. 6.9 Relationship between cognitive effort and relative accuracy in two-stage decision making
(partial enlargement). Source Takemura et al. (2015). Note The pink plot uses CON, the black plot
uses DIS, the blue plot uses EBA, the green plot uses LEX, and the red plot uses NONE in the first
stage

decision. Thus, decisionmakingwith relatively less cognitive effort that is close to the
result of the weighted additive type from the beginning can be performed. Previous
research on multi-attribute decision making shows that many people exhibit such
decision making processes (Bettman, 1979; Takemura, 1996b, 2014). Thus, many
consumers who show multistage decision making strategies are considered to make
relatively rational decisions.

Additionally, in this study, for each number of options left in the second stage,
the relationship of cognitive effort is shown in Fig. 6.10. According to this figure,
the effect on the cognitive effort of the number of options left in the second stage
is smaller for the combination whose options were narrowed down by using EBA
compared with the combination using LEX. The RA for each number of options left
in the second stage is shown in Fig. 6.11. As shown in Fig. 6.11, in decision making
by combining the same strategies, the RA is hardly influenced by the options left
in the second stage. Thus, if we combine the same strategies with attribute-type
strategies, we will observe the options again from exactly the same point of view,
so no difference of results has been generated regardless of how many options are
left in the second stage. In addition, in the combination using WAD in the second
stage, the RA increases when the number of options left in the second stage is large.
This tendency can be considered as the result of the lower probability of excluding
options with higher RA by narrowing down the options before adopting those with
higher RA in terms of WAD.
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Fig. 6.10 Relationship between cognitive effort and number of optionsLeft in second stage.Source
Takemura et al. (2015)

Fig. 6.11 Relationship between relative accuracy andnumber of options left in second stage.Source
Takemura et al. (2015)

However, we have to understand that RA was measured by the weighted additive
type in this study in the same way as in the work of Payne et al.. From the normative
decision theory, the question remains as to whether the weighted additive type is
truly a rational and accurate decision strategy. From the viewpoint of multipurpose
optimization, restrictions exist on the conditions under which the weighted additive
type becomes Pareto optimal, and in this sense also, it is not necessarily true that the
weighted additive type is optimal and rational. Furthermore, when considering the
axiomatic condition of the weighted additive type, we have to closely examine the
assumption that all attribute values can be weighted and added numerically.
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Takemura (2018) also examined two-stage multi-attribute decision strategies to
avoid bad decisions in different conditions, wherein the numbers of alternatives and
attributes vary. A Monte-Carlo computer simulation was used to assess the accuracy
and cognitive effort of each of the two-stage decision strategies. The simulation result
suggested that comparatively effortless and accurate strategies to avoid bad decisions
comprised the two-phased strategy that used the lexicographic strategy to eliminate
up to a few alternatives in the first stage and used weighted additive strategy in the
second stage.

Nevertheless, we cannot necessarily say that non-compensatory strategy, such as
the lexicographic strategy, leads to irrational decisionmaking, as shown by the results
of computer simulation. On the contrary, in multi-attribute decision making, trying
to make a compensatory decision by integrating information on many attributes
for making the best decision may lead to irrational decision making owing to the
limitation of information-processing capability. Themore important decisionmaking
is, the more important attributes have to be considered; thus, one has to process a
large amount of information. To this end, as shown by the simulation result, one can
perform decision making in a slightly better manner and avoid making bad decisions
by thoroughly examining the last two options after narrowing down the range of
options by employing methods of the attribute base, such as LEX and EBA. In sum,
in this case, one should first consider “what is the most important” and narrow down
the options and then perform the multifaceted consideration.

Such kind of decision making is easy to perform because it requires a relatively
low cognitive effort. However, in critical decision making situations, some cases
are not decided by using such a strategy. For instance, with regard to the problem
caused by a massive earthquake, we have to wait for the analysis based on what
kinds of measures and social policies were appropriate, but we should remember
that the life and health of people are the most important. However, we need to take
seriously the fact that the more important the decision making and the situation are,
the easier it is to forget these matters. This condition is similar to the psychological
phenomena of having a reckless war despite knowing in advance that many lives
would be lost yet people do not take measures in advance. This condition seems
to be related to the psychological properties of the focal point. Attention has been
paid to specific attributes based on linguistic messages or imagery, and one is likely
to make decisions based on the evaluation of such attributes. Fujii and Takemura
(2001) propose a contingent focus model to explain the decision making based on
such a focus of attention (Fujii & Takemura, 2001; Takemura, 1994; Takemura &
Fujii, 2015). Given the assumption in this model, if attention plays an important role
in decision making, in the case of emergency or serious decision making, processing
resources will be used more frequently to interpret the situation and the capacity of
attention will be reduced. Thus, the focus lies on attributes that are not important but
easy to understand. This fact is considered as the reason why decisions only from a
one-sided perspective are frequently made in emergencies such as war and disasters,
when viewed in hindsight.
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6.7 Purchase Environment and Consumers’
Decision Making Process

6.7.1 Information Overload and Consumers’ Decision
Strategies

The research on consumers’ decision making process to date shows that decision
strategies vary according to the properties of tasks such as the number of options
and attributes. When the number of options is small, the compensatory type is
adopted, and when the number of options increases, the decision strategies of the
non-compensatory type are easy to adopt. For example, Takemura (1993) conducted
an experiment using the verbal protocol method on purchase decision making about
radio cassette recorders. Takemura changed the number of options and attributes
presented in the problem over two levels (4 and 10) and compared the decision
strategies adopted between experimental conditions. As a result, the decision strat-
egy recognized under each condition is shown in Table 6.2. As this table indicates,
many experiment participants adopted a form that confuses multiple decision strate-
gies in multiple stages. In general, however, under conditions where the numbers
of options and attributes are large, the non-compensatory-type decision strategy is
easy to adopt. Furthermore, the analysis of the data elucidates that decision strategies
based on attributes are easy to adopt when the number of options is large.

The reason why the decision strategy varies with the change in the number of
options and the number of attributes as described above is that under conditions
with a large number of options and attributes, a large amount of information must
be processed and an information overload occurs. Thus, to avoid cognitive strain, a
simple decision strategy with a low information-processing load was adopted. In this
state of information overload, the adopted decision strategy becomes simple, and
consequently, the result of decision making changes. Moreover, when information
is overloaded, not only is the decision strategy simplified but the avoidance of the
decision making situation is also likely to occur. The avoidance of the situation
without making a decision is also a type of simplification of information processing.
Takemura (1996a) conducted consumer behavior observation and in-store interview
surveys at supermarkets and reported that consumers who were wavering in the state
of information overload were likely to escape from the sales floor to avoid conflicts.

6.7.2 Consumers’ Decision Strategies, Involvement,
and Emotion

Consumers’ decision strategies are affected not only by the number of attributes
and options but also by the extent to which the decision maker is psychologically
involved in the purchase decision (Abelson&Levi, 1985; Bettman et al., 1991; Engel
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et al., 1993). Consumers are more involved when they select products of interest, and
compensatory-type decision strategies are easy to adopt. However, for products with
low interest and low-involvement, non-compensatory decision strategies are easy
to adopt. Thus, in the case of high-involvement products such as houses and cars,
consumers tend to examine all kinds of information and make purchase decisions,
but in the case of low-involvement products such as soft drinks or disposable lighters,
consumers do not consider information and are likely to make purchase decisions
influenced by the display methods at the storefront.

Decision strategies are also influenced by the feelings of decision makers as
detailed in Chap. 8 (Cohen & Areni, 1991; Luce, Bettman, & Payne, 2001; Payne
& Betteman, 2004; Takemura, 1996b, 1997). For example, Isen and Means (1983)
examined the effect of positive emotions (good mood) on the decision strategy. They
showed that when experiment participants received a fake feedback that they suc-
ceeded in perceptual movement tasks (positive emotion group), the time they spent
on choosing a fictitious car was short and they did not thoroughly explore the infor-
mation when deciding, compared with experiment participants who did not receive
a feedback (controlled group). Isen and Means (1983) also revealed that by using
the verbal protocol method, experiment participants with positive emotion tended
to make decisions by using the EBA-type decision strategies of eliminating options
sequentially according to the attributes of interest as compared with experiment
participants in the controlled group. The EBA-type decision strategy does not nec-
essarily lead to the optimal decision but involves a low cognitive load, so positive
emotions are thought to promote the use of this strategy. By feeling good in the store
environment and hearing background music (BGM), consumers are likely to apply
non-complementary decision strategies and make purchase decisions without fully
examining products.

6.7.3 Consumers’ Decision Making in Stores

When consumers actually make purchase decisions in stores, what options and
attributes do they consider? In-store shopping behavior has been studied to examine
the decision making process in real situations (see Figs. 6.12 and 6.13). Dickson
and Sawyer (1990) studied in-store consumer behavior toward four products: cereals
(grain food), coffee, margarine, and toothpaste from 802 shopper’s data. The study
showed that consumers made decisions within 12 s on average, and approximately
half the number of consumers decided within five seconds. In addition, only about
25% of consumers made price comparisons with other brands, and over 40% did
not even examine the price of brands in their carts. Takagi et al. (see Takemura,
1996b) studied in-store consumer behavior at supermarkets toward curry, hashed
stew, retort food, and microwavable food; the researchers found that nearly 60%
of the 201 consumers examined only one brand. In addition, the researchers inves-
tigated the purchase behavior toward products such as soft drinks and functional
drinks, as shown in Fig. 6.14, and found that most of the consumers considered only
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Fig. 6.12 An example of in-store shopping study by Takemura’ laboratory

Fig. 6.13 An example of in-store shopping study using eye-gaze recorder by Takemura’ laboratory
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Fig. 6.14 Number of goods examined by purchasers and non-purchasers. Source Takemura
(1996b). Note The horizontal axis indicates the number of goods examined by purchasers (left)
and non-purchasers (right), and the vertical axis indicates the frequency

one brand, and the number of brands considered increased to approximately three at
most. Otsuki (1991) reported that consumers’ attention tended to focus on the right
side of supermarket store shelves and this side was selected with a probability of
1.5–2 times more than that of the left side. These studies show that consumers use
non-compensatory decision strategies when making decisions without considering
all information.

6.7.4 Factors Influencing In-store Consumer Behavior

In-store consumer behavior is also influenced by context information such as con-
sumer emotions and BGM. These factors can be considered to be more prominent
when consumers are using non-compensatory decision strategies as examined in the
preceding subsection.

Donovan and Rossiter (1982) conducted an interview survey to assess the emo-
tional value of stores and found that when consumers evaluated the store environment
as comfortable, their purchasing intention for products was stronger. Furthermore,
when consumers evaluated the environment in the store as comfortable, purchas-
ing intention increased with the arousal level; however, when consumers evaluated
the environment as uncomfortable, or neither uncomfortable nor comfortable, the
purchasing intention was not related to the arousal level.

Milliman (1986) applied BGM in a store and examined its effect on consumer
behavior. In this two-month study, the researcher created conditions in the super-
market such as the following: consumers cannot listen to music, they can listen to
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music with 60 beats per minute, and they can listen to music with 108 beats per
minute. Further, the relevance of these conditions to in-store behavior was analyzed.
Various kinds of music were used, but all of them were BGM, of which no one
would become aware. With regard to the walking speed in the store, the non-music
condition was an intermediate result between the other two conditions, but the speed
with fast music (108 beats) condition was 17% faster than that with slow music (60
beats) condition. Furthermore, with respect to the total purchase price, the fast speed
music condition was 38% more influential on the purchase decision than the slow
speed music condition. Milliman (1986) also found that the slow-tempo BGM at the
restaurant caused customers to stay for a longer time and consume a larger amount
of alcoholic beverages.

6.7.5 Consumers’ Unplanned Purchase

As shown above, consumers are likely to use non-compensatory-type decision strate-
gies in stores, but in the first place, if consumers are sufficiently considering what
to buy before coming to the store to make purchase plans, then they will be able to
make compensatory-type decisions. However, research on in-store consumer behav-
ior shows that many consumers come to stores without having clear purchase plans.
An unplanned purchase occurs when the brand that has not been intended to be
bought is bought in the store.

Research on unplanned purchase can be traced back to Dupont company’s study
on consumer buying habits in 1935. Dupont conducted interview surveys with con-
sumers entering and leaving the store, and examined the degree of non-purchase
rate continuously. Subsequent research on unplanned purchase has been promoted
in Japan since the 1980s, mainly at the Distribution Economics Institute, and the
results are reported by Otsuki (1991). Aoki (1989) reviewed the previous survey
studies on unplanned purchase; according to a collaborative study between Dupont
and the Point-of-Purchase (POP)Advertising Institute conducted in theUnited States
in 1977, an unplanned purchase rate in a broad sense (in-store decision ratio) was
64.8%, and a series of survey studies conducted in Japan by the Distribution Eco-
nomics Institute in the 1980s showed an unplanned purchase rate of 87.0–96.8%
(Aoki, 1989; Nagano, 1997; Saido, 2000). These results suggest that in promotion
in supermarkets and other locations, not only the word-of-mouth and advertisements
are important, but also POP advertisements and the technique of sales staff in the
store. Aoki (1989) has compiled studies on unplanned purchase and emphasizes that
unplanned purchase exists in a narrow sense as described in the following:

Recall purchase: When consumers come to stores or have seen POP advertisements
at the sales floor, they recall the potential necessity of products and decide on their
purchase.

Related purchase: The case where necessity is recognized from recalling the rele-
vance to other purchased products and consumers decide on purchasing.
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Conditional purchase: Consumers do not have a clear purchasing intention at the
time of visiting the store, but they vaguely recognize the necessity of a specific
product, and they decide to purchase when they find that prices and other conditions
are satisfying.

Impulse purchase: This case is different from the aforementioned three; here, the
purchase is due to product novelty or complete impulsiveness.

Furthermore,Aoki (1989) points out that although sometimes classified as planned
purchase rather than unplanned purchase in a narrow sense, the following is consid-
ered as purchase becoming unplanned purchase in a broad sense:

Brand choice: The case where commodity categories are planned, but brands are
decided in stores.

Brand change: The case where purchasing a specific brand has been planned before
the consumer comes to the store, but a different brand is bought as a result of deci-
sion making in the store.

When the conditional purchase wherein unplanned purchase occurs because of
improvements (such as price conditions) is excluded from these unplanned pur-
chases; other purchases can be assumed to be decision strategic and many non-
compensatory decision strategies exist. Even in conditional purchase, the preference
changes according to the relevant conditions; thus, a non-compensatory-type deci-
sion strategy is highly likely. In particular, impulse purchase is made by emotion-
dependent non-compensatory-type decision strategies.

6.8 Context Factors of Consumer Behavior

6.8.1 Priming Effect

In recent years, consumers have been able to purchase products from Internet-based
sites. Amazon is an example of an influential retail website. Normally, information on
products themselves is considered as a factor that affects purchase decision making.
However, previous studies have shown that information that is unrelated to the prod-
uct itself, such as the color or background design of the Web page, affects purchase
decision making. This phenomenon can be considered psychologically as a kind of
priming effect. The priming effect makes the judgment of the next task faster, slower,
accurate, or inaccurate by presenting information to people without having them be
aware of it. Background images and banner advertisements on product purchase
screens on the website may become a visual prime and cause a priming effect.

Mandel and Johnson (2002) changed the image of the background of the product
presentation screen of thewebsite, as shown inFig. 5.6, to change the visual prime and
examined the priming effect on judgment and decision making. Their research used
two product categories, namely cars and sofas and presented two items under each
product category. Mandel and Johnson (2002) prepared a web design that becomes
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the prime showing “comfort” (safety in the case of cars) in Fig. 5.6a and a web
design that becomes the prime showing “money” in Fig. 5.6b; then, the researchers
conducted choice experiments under each condition. Their experimental hypothesis
was that in the experiment to select on the screen of (a) showing comfort, more
subjects were likely to choose comfortable sofas (or safe cars) even if these products
were high in price, and the subjects who selected on the screen of (b) were more
likely to choose cheap and economical sofas (or cheap and economical cars). This
experimental result supported the hypothesis.

6.8.2 Context-Dependent Effect

Consumer decision making can change depending on the context in which options
are presented. The occurrence of such a context effect suggests that promotion can
influence consumers’ purchase decision making by controlling the presented brand
information and configurations. The context effects of consumer decision making
include the following (Okuda, 2003):

(1) Attraction effect: This phenomenon has been reported by Huber, Payne, and
Puto (1982); due to the existence of an unappealing brand that no one will
choose, the attraction of a certain brand increases and the choice rate changes.
Figure 5.7 shows brand X with high quality but with high price and brand Y
with medium quality and price. Compared with Y, A has a lower price but the
same quality, B is inferior in quality and price, and C has the same price and
inferior quality. In addition to X and Y, by presenting A, B, or C as not superior
to Y, Y is made more attractive than when A, B, or C is not presented and the
choice rate of Y is raised.

(2) Compromise effect: This phenomenon is shown in Fig. 5.7, where brand D
is neither superior nor inferior to Y, but the choice rate of Y rises because of
the existence of a brand that is relatively extreme in terms of advantage and
disadvantage (Huber & Puto, 1983).

(3) Phantom effect: The phenomenon is illustrated by brand E in Fig. 5.7; when
brands superior to Y are difficult to obtain, Y is also more likely to be chosen.
For example, if battery E is reported to be superior to Y and is out of stock,
the choice rate of Y rises more than when it is chosen between the two brands
(Pratkanis & Farquhar, 1992).

Okuda (2003) organized these three types of context effects and conducted psy-
chological experiments by using products such as PCs, recreational vehicles, mobile
phones, and dry batteries as subjects. The experiment results showed that relatively
inferior brands increased the choice rate of target brands, while superior brands and
those at the same level reduced the choice rate of the target brands but increased the
choice rate of the target brand when they were out of stock. In any case, the choice
rate of competing brands declined.
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6.9 Process After Consumers’ Decision Making

6.9.1 Cognitive Dissonance Theory

Consumers may regret a purchase or change cognition after their purchase deci-
sion making process. Festinger (1957) proposed the cognitive dissonance theory and
tried to explain the characteristics of psychological changes after decision making.
He summarized every piece of knowledge, opinion, belief, or feeling about the self
or one’s own environment with the term of cognition, and assumed that when dis-
sonance between these cognitive units occurred, people would try to resolve it. The
state of dissonance is unpleasant, so changes in cognition, behavior, addition of new
cognition, and selective contacts to new information, occur to reduce the discomfort.
According to Festinger, in the situation after decision making, since action has been
done, dissonance occurs easily and actions to resolve it are easy to take. Thus, the
attractiveness of options after choice is predicted to increase more than that before
choosing.

Festinger and Carlsmith (1959) reported that people who received a one-dollar
reward by telling another experiment participant a lie, specifically, that boring work
tasks were interesting, were more likely to believe that work tasks were interesting
than those who obtained a 20-dollar reward due to the justification of one’s action.
This result is consistent with the cognitive dissonance theory. Despite a cheap reward
of one dollar, reporting that boring work tasks are interesting is in a relationship that
is more dissonant than doing the same thing with a reward of 20 dollars. Thus, a
change in cognition is thought to occur easily.

6.9.2 Cognitive Dissonance and Consumer Behavior

Assuming that cognitive dissonance works, one can expect that the items one has
purchasedwill be evaluated higher after purchase than before purchase. In fact, in one
study, people were asked right before buying and right after buying betting tickets
at a racetrack about the approximate winning probability of the horse they were
betting on. The results showed that the group that had already bought betting tickets
more strongly believed that the horse they were betting on would win than the group
that was asked right before buying the tickets (Knox & Inkster, 1968). Moreover, an
interview survey asked people who have bought a new car recently and people who
have a car of more than three years old about the kind of car advertisements they
saw recently; they found that people who had bought a new car recently were more
frequently watching advertisements for cars they had purchased (Ehrlich, Guttman,
Schönbach, & Mills, 1957).

Thus, even after purchase decision making, consumers change the evaluation of
the selected brand and watch the advertisement to justify their decision making. In



6.9 Process After Consumers’ Decision Making 193

this sense as well, promotional strategies such as advertisements become important
for consumers who have already purchased products.

The cognitive dissonance theory covers a wide range of human social behaviors
and research using the cognitive dissonance concept continues (Harmon-Jones &
Mills, 1999; Matz & Wood, 2005). Furthermore, the cognitive dissonance theory
has focused on the process of justification after decision making. However, as Mont-
gomery (1983, 1993) and Luce et al. (2001) have done, some researchers point out
influencing decision strategies before decision making to justify certain decisions.

6.10 Multi-attribute Decision Making Process and “Good
Decision”

In this chapter, we aim to suggest the normative contents of multi-attribute deci-
sion making. In this type of decision making, the choice strategy of the non-
compensatory type is often used, but we cannot necessarily say that this strategy
leads to irrational decision making as shown by the results of computer simulation.
Rather, in multi-attribute decision making, trying to make a compensatory decision
by integrating information onmany attributes for the purpose ofmaking the best deci-
sionmay lead to irrational decisionmaking due to the limit of information-processing
capability.

Themore important decisionmaking is, the more attributes have to be considered,
so one has to process a large amount of information. To this end, as shown by the
result of the computer simulation shown earlier, one can perform slightly better
decision making by thoroughly examining the last two options after narrowing down
the range of options by employing methods of the attribute base such as LEX and
EBA. Briefly, in this scene, one should first consider “what is the most important”
and narrow down the options and then perform multifaceted consideration.

Such a way of decision making is easy to perform because it requires a relatively
low cognitive effort. However, in critical decision making situations, some cases are
not decided by such a strategy. For instance, consider the discussions on the recon-
struction policy of the East Japan earthquake that occurred in 2011. In this situation,
besides the earthquake, a large number of other factors have to be considered such as
damage by tsunami, radioactive contamination due to nuclear power plant accidents,
residents’ life and health, and economic reconstruction, which caused confusion in
the country. Here, the most important consideration is to protect the life and health of
the residents, onwhichmany people share similar views in normal times. For this pur-
pose, promptly developing projects is necessary by issuing government bonds, and so
on. However, in the discussion immediately after the great earthquake, few experts
and media practitioners were pointing out such issues. Rather, many economists
emphasized that issuing deficit bonds would cause a collapse of the Japanese econ-
omy and people who needed help should rely on volunteers; hardly any discussions
raised different opinions on these matters. Immediately after the natural disaster, I
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myself discussed the need for policies that emphasize life and health rather than eco-
nomic policies, such as finance, with graduate students and experts, but most people
did not understand my opinion.

With regard to the problem caused by the massive earthquake, we have to wait for
judgment by history on what kinds of measures and social policies were appropriate,
but we should remember that the life and health of people are the most important.
However, we need to take seriously the fact that themore important the decisionmak-
ing and the situation are, the easier these matters can be forgotten. This condition is
similar to the psychological phenomena of having a reckless war despite knowing
in advance that many lives would be lost and of people not worrying about the issue
initially.

Why are people likely to make decisions based on non-essential attributes that are
not important from the intrinsic point of view? If non-essential attributes stand out in
an easy-to-understand manner, they may seem important. This author believes that
this condition is related to psychological properties of the focus of attention. In this
case, attention focuses on specific attributes based on linguistic messages or imagery
expression, and one is likely to make decisions based on the evaluation of attributes
on which the attention has been focused.

Takemura and Fujii propose a psychological model called situation-dependent
focus model to explain decision making based on such a focus of attention (Fujii &
Takemura, 2001; Takemura, 1994; Takemura & Fujii, 2015). This model explains,
for example, that the risk attitude changes according to the degree of the focus of
attention of the result and also the probability in the decision making under risk. In
the psychological experiment of decision making, the authors reveal that the result of
decision making may differ from the prospect theory by manipulating the attention
to attribute information, and show that the manipulation of attention has a relatively
strong impact on decision making. As the assumption in this model, if attention
plays an important role in decision making, then in the case of emergency or serious
decision making, processing resources will be used more to interpret the situation
and the capacity of attention is reduced. Thus, attention focuses on attributes that
are not important but easy to understand. This fact is considered as the reason why
decisions only from a one-sided perspective are made frequently in emergencies,
such as war and disasters, when viewed in hindsight.

In contemporary society, decision makers have to bear heavy mental burdens
such as serious matters developing in various aspects, as well as a large amount of
information to be processed. Thus, people increasingly prefer decision making that
is psychologically simple and formally rational. For example, people tend to prefer
decision making by excessive formalism, such as excessively applying compliance
and accountability and excessively seeking procedural rationality. By conducting a
questionnaire survey, Takahashi et al. (2010) suggest that the psychological tendency
to pursue such formalism stems not from a sense of justice but from the psychol-
ogy of responsibility avoidance, and that individuals with such strong tendencies
are rather low in altruism. Furthermore, according to social psychological studies
on decision making, people who pursue rationality tend to have a higher sense of
depression and a lower sense of subjective well-being (Schwartz, 2004; Schwartz
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et al., 2002). Decision making from a pluralistic perspective is difficult psycholog-
ically as discussed in this paper and also from a formal perspective. However, we
argue that “good decisionmaking” does not necessarily mean psychological easiness
or rationality from a formal perspective, and that the attitude of thinking first about
essentially important matters is important.

Box 2: Henry Montgomery
Born in 1943. He received his Ph.D. in 1975 from the Department of Psychol-
ogy, StockholmUniversity. Hewasworking as a professor at theDepartment of
Psychology, Stockholm University. He made important contributions to deci-
sion process theory and economic psychology. He started the process-tracing
study of decision making in the early 70s with Ola Svenson and Tommy Gär-
ling.

Summary

– Consumers often make multi-attribute decisions by searching multiple attributes
such as prices and functions from various pieces of information.

– Purchase situations can be categorized into three: extensive problem-solving sit-
uations with a large amount of information searching, limited problem-solving
situations with a moderate amount, and routine problem-solving situations with
the smallest amount.

– Consumersmake decisions by searching for informationwith the decision strategy
of how to decide in any situation.

– The decision strategies can be divided into two major categories: compensatory
type, where even if the evaluation value of an attribute is low, the overall evalu-
ation is compensated if the evaluation value of other attributes is high, and non-
compensatory type, where the aforementioned relationship does not exist.
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– In the non-compensatory-type decision strategy, since all the information is not
always examined, decision making depending on the context, such as product dis-
plays and emotion, is likely to occur. In-store purchases are unplanned in many
cases, and non-compensatory decision strategies are used, so the in-store environ-
ment, such as product displays, strongly influences the decision making process
of consumers.

– Computer simulation may be used in theoretical considerations on the influence
of decision strategies and multistage decision making.

– Consumers reevaluate the selected brand due to cognitive dissonance after pur-
chase decision making, so promotion, such as through advertisements, is also
effective.

Recommended Books and Reading Guides for Advanced Learning

– Payne, J.W., Bettman, J. R., & Johnson, E. J. (1993). The adaptive decision maker.
New York, NY: Cambridge University Press.

This book provides a compelling overview of the empirical results and conceptual
framework that the authors have been pursuing in their research program of multi-
attribute decision making process. This book introduces a model that shows how
decision makers balance effort and accuracy considerations and predicts which strat-
egy a person will use in a given situation. A series of experiments testing the model
were introduced.

– Ogaki, M., & Tanaka, S. (2017). Behavioral economics: Toward a new economics
by integration with traditional economics. Tokyo, JP: Springer.

This book explains basic concepts of behavioral economics in an easy-to-understand
manner, clarifying relationships with traditional economics, and also explains the
findings of recent neuroeconomic studies of decision making process. This book is
intended as a textbook for a course in behavioral economics for advanced undergrad-
uate and graduate students.

– Schulte-Mecklenbeck, M., Kühberger, A., & Ranyard, R. (Eds.). (2011). A hand-
book of process tracing methods for decision research: A critical review and user’s
guide. New York, NY: Psychology Press.

This book provides a critical review and user’s guide to conducting and analyzing
decision process using process-tracing techniques. Each chapter covers a specific
process-tracing method of multi-attribute decision making process. This book also
illustrates a multi-method approach to decision making process study.
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kōka [Context effects in decision making: Attraction, phantom, and plurality effects]. Shakai
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Chapter 7
Deployment on the Consumer’s
Interaction Research: Behavioral Game
Theory and Problems of Happiness

Keywords Decision making process · Interaction · Diffusion process · Game
theory · Happiness
Nowadays, people are communicating more efficiently in an economic society.
Communication is typically a two-way interaction, but as the number of members
increases from tripartite to quadripartite, the combination of interactions increases
dramatically and the means of communication have become complicated as well.
Communication can also be done strategically in situations, wherein the interests of
the parties involved are in conflict and they are assumed to behave strategically as in
game theory. Nonetheless, mutual communication can increase trust and cooperation
as well as suppress the emergence of social dilemmas to a certain extent. This chapter
explains game theory as a theoretical viewpoint to examine consumer interaction and
discusses the research on happiness in relation to people’s social welfare.

7.1 Interaction in Economic Psychology

An economic society presents plenty of situations, wherein people are required to
communicate. Communication between two people is basically a two-way interac-
tion. As the number of members increases from tripartite to quadripartite, the combi-
nation of interactions increases dramatically and the way of communication becomes
complicated. Communication can also be done strategically in situations, wherein
the interests of each party are in conflict and they are assumed to behave strategically
as in game theory. With mutual communication, increased trust and cooperation can
be achieved and the emergence of social dilemmas can be suppressed to a certain
extent.

Communicating within an economic society involves verbal communication;
large-scale information transmission by newspapers, magazines, broadcast media,
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and so on (also called “mass communication”); and information transmission by
other forms of media such as the Internet. Regarding the influence of mass commu-
nication, a two-step theory indicates that communication passes through two steps
from opinion leaders to followers. Regarding the diffusion process of ideas and tech-
nologies, the sociologist Rogers (2003) proposed the occurrence of decision making
processes involving knowledge, attitudes, decision, execution, and beliefs. Various
groups of people, such as innovators, adopt new innovations early, while laggards
only introduce innovations and popular trends at a later time.

Meanwhile, communication within a society involves interactions among people
and communication with organizations, such as national and local governments and
organizations, especiallywith regard to dangerous events and social decisionmaking.
In people’s decision making, there is the distortion of probability judgment and the
presence of biases that demand zero risks. In this kind of communication, “trust”
also plays an important role, and problems of communication from an organization
losing its trust value have no effect. In this chapter, we explain these problems.

7.2 Interaction and Communication in Society

As shown in Chap. 5, people are conducting interpersonal communication among
various social relationships, but the process is not just limited to two- or three-
people relationships. Nowadays, we are communicating with many more people.
In addition, information is conveyed through large-scale information transmission
(i.e., mass communication) through newspapers, magazines, television programs,
etc., and through other platforms such as the Internet (information transmission by
the Internet may be included in mass communication).

Humans live in a society containing various human relations, groups, and orga-
nizations. “Society” is a collective term for the relationship between individuals
and groups of individuals when abstractly described. In a society, people live with
complicated relationships.

Whenwe refer to “society,” it usuallymeansmanyorganized groups inwhich there
is mutual communication of people. For simplicity, we first consider the relationship
of only two people to show complex social relations. As shown in Fig. 7.1, suppose
that there are two people, A and B, and that Mr. A likesMiss B. Suppose that one day
he asked her out on a date, saying “Would you like to go see a movie together next

Fig. 7.1 Interaction and
social relations between two
persons

https://doi.org/10.1007/978-981-13-9049-4_5
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week?” This communication from Mr. A to Miss B is indicated by →. Suppose that
Miss B did not dislike Mr. A, and she was a little pleased with the invitation, but she
did not knowwell that Mr. A could really be a love interest, so then she declined it by
saying, “I cannot go because I have to work next week.” The communication of this
refusal is indicated by ←. In this way, the communication between Mr. A and Miss
B can be expressed by the relationship Mr. A → Miss B, and the communication
from Miss B to Mr. A can be expressed by the relationship Miss B → Mr. A.

In this interpersonal relationship comprising only two people, there is at least a
set of Mr. A, Miss B, the relationship from Mr. A to Miss B, and the relationship
from Miss B to Mr. A. When it is written with a set, {Mr. A, Miss B, (Mr. A, Miss
B), (Miss B, Mr. A)}; however, (Mr. A, Miss B) is an ordered pair expressing the
relationship fromMr. A to Miss B, and (Miss B, Mr. A) is an ordered pair expressing
the relationship from Miss B to Mr. A. An ordered pair is a set consisting of a pair
in which the order of two elements is considered and is generally (Mr. A, Miss B)
�= (Miss B, Mr. A). Here, the ordered pairs of (Mr. A, Miss B), (Miss B, Mr. A) are
the elements of a set of ordered pairs (direct product: {(Mr. A, Mr. A), (Mr. A, Miss
B), (Miss B, Mr. A), (Miss B, Miss B)}) of all combinations made with Mr. A and
Miss B as elements.

Furthermore, in the relationship between the two, there is a dynamic interdepen-
dent relationship wherein actions from Mr. A to Miss B define actions from Miss
B to Mr. A and vice versa. For example, Miss B’s behavior changes in accordance
with the case whether Mr. A has asked her out on a date. Furthermore, Mr. A himself
defines his next action. For example, the fact that Miss B declined a date once may
affect Miss B’s own action this time. Furthermore, among the relationships between
the two, each person may behave strategically. For example, Mr. A may think that
“If I asked Miss B out, what would Miss B think? I don’t want to be disliked or
refused, so I should refrain from asking her out.” Meanwhile, Miss B may think that
“Although I was asked out by Mr. A, I should decline it once because if I accept it at
once I will be thought of as being too receptive.” In this way, they may decide their
actions according to the actions of the other party. Communication between only two
persons is complicated, and this becomes evenmore complicated when three or more
persons are involved. For example, Miss C may also observe the communication of
Mr. A and Miss B, and Mr. A and Miss B may also communicate strategically by
anticipating the actions of the observation result of Miss C.

In this way, just considering the relationship of communication between two or
three persons is complicated, and it is difficult to predict the behavior of each person.
What would happen if we are to consider the relationships among five persons,
as shown in Fig. 7.2. There would be 20 units of ordered pairs in any two-person
relationship among the five persons, excluding the self-relationships (5C2 · 2! =
20). Furthermore, considering a three-person relationship, such as Mr. A → Miss
B→Miss C, it makes a three-term relationship in terms of set theory, and when self-
relationships are excluded, 60 units (5C3 · 3! = 60) are given. Similarly, considering
four- andfive-person relationships, 120 units (5C4·4! = 120) and 120units (5C5·5! =
120) are given, respectively. In this way, mutual relationships are complicated even
in a five-person society. To understand the human behaviors within a society, it is
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Fig. 7.2 Communication
relationships with five
persons. Note Arrows
indicate the three-person
relationship

important to know that individuals are also taking actions while communicating in
such a complicated relationship.

Dunbar (1998) advocated the social brain hypothesis (Machiavelli intelligence
hypothesis), which states that the human brain rapidly evolved to cope with such
complex social relationships. He then examined the validity of this hypothesis from
the viewpoint of “the prediction of the brain size” among primates.With respect to the
size of the brain, Dunbar analyzed the correlation with various indicators in various
species using the ratio of the neocortex to the total brain size. As a result, he found a
high correlation of the ratio of neocortex only in the group size, thus supporting the
social brain hypothesis. This analysis is based only on correlation, and causality is not
sufficiently examined. However, this correlation suggests that highly developed brain
processing capabilities are required to facilitate communication in human relations
within a group.

7.3 Strategic Characteristic of Communication and Game
Theory

Due to the interdependent relationships of communication and strategic relationships
in human social relations, communication and various consequences accompanying
it may become complicated. For example, despite the fact that individuals in society
are acting rationally, uncertain results may ensue due to the irrational behaviors
of some members of a social group. To exemplify this, first consider the simpler
two-person relationship and discuss the problem of the prisoner’s dilemma.
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Table 7.1 Interdependent relationships in the prisoners’ dilemma

Prisoner 2

Not confess Confess

Prisoner 1 Not confess 1 year each 10 years for 1 and 3 months for
2

Confess 3 months for 1 and 10 years for
2

8 years each

Source Luce and Raiffa (1957)

The prisoner’s dilemma is presented as the following situation (Luce & Raiffa,
1957). Suspects 1 and 2 are arrested under suspicion of being accomplices of a crime,
but they are not indicted yet because of the lack of conclusive evidence. If both of them
do not confess the crime, they will be prosecuted for incidental minor crimes, so each
may be sentenced to a year in prison. Given that at least one confession is necessary
to prove the guilt of the two people, the prosecutor interrogates them separately
and informs them that if only one person confesses, the sentence of the confessed
suspect is reduced to threemonths.Moreover, the personwho does not confess would
be sentenced to ten years. If both of them confess, they will be sentenced to eight
years each. Thus, each suspect has two options: denial and confession. To make this
situation easier to understand, we present Table 7.1.

Let us consider this situation from the theory system called “game theory.” This
theory was originally proposed by von Neumann and Morgenstern (1947). Based on
the theories that have evolved since then, it has been applied extensively in the fields
of psychology, sociology, biology, and economics, among others. Basically, in this
theory system, each individual in society estimates the other’s intention and makes
strategic and rational decisions.

In the situation of the prisoner’s dilemma, for suspects 1 and 2, given that con-
fessing is advantageous, regardless of whichever option the other person chooses,
confessing is superior to defecting. In game theory, we call this a dominant strategy.
From the viewpoint of individual rationality, it is desirable for both of them to choose
the confessing option as the dominant strategy. In addition, when both persons con-
fess by taking the dominant strategy, a kind of equilibrium state is brought about.
This is because, in that situation, even if one person has changed the choice, this
will not be advantageous for the decision maker. The state of such a confession and
confession combination is said to be in the Nash equilibrium (Nash, 1951). The Nash
equilibrium is a condition wherein, for all the members, while the option for other
members is the same as the given one, even if another option has been chosen alone,
no improvement of gains is observed for eachmember. In the prisoner’s dilemma, the
state of the combination of a confession and confession is the only Nash equilibrium.

However, the state of the Nash equilibrium in which both persons are betrayed
and confessed is not necessarily the most desirable for suspects (while it is the most
desirable for the prosecutor). Given that the state where both of them are cooperating
for denial is more desirable for each other than the state where they are in the Nash
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equilibrium. In prisoner’s dilemma, the state where both persons are defecting the
allegation is said to be Pareto optimum. Pareto optimum is a state in which no one
can increase his/her gain without reducing the utility of a person. In the prisoners’
dilemma, Pareto optimum exists even in two states (confession, denial), (denial,
confession), but the Pareto optimum state does not match the Nash equilibrium that
arises based on the dominant strategies of both. Furthermore, if both persons choose
denial from the Nash equilibrium, which is the consequence of individual rationality,
the state of both can be improved (Pareto improvement), and this is the reason why
this game situation is called a “dilemma.” In this way, even if we take actions from
the viewpoint of individual rationality, there may be situations that are considered
irrational from a collective viewpoint.

When a prisoner’s dilemma game is executed repeatedly, a cooperative relation-
ship that makes the Pareto optimum is likely to hold true. In theory, we know that
when the game is repeated infinitely, the cooperative behavior of silence can be real-
ized as a single Nash equilibrium. Furthermore, it is theoretically derived by Kreps,
Milgrom, Roberts, and Wi1son (1982) that even if the game is repeated only a lim-
ited number of times, cooperative behavior can be realized if certain conditions are
satisfied. In addition, Dawes and Thaler demonstrated that when players commu-
nicated regarding the situation they faced before playing the game, the feasibility
of cooperation would be greatly enhanced; they concluded that the communication
enhanced the sense of ethics among players (Dawes & Thaler, 1988).

Specific examples of prisoners’ dilemmas appear in various problems, such as
the labor relations of companies, military competition among countries, competition
among companies, consumption of public goods, and declaration of taxes (Dixit &
Nalebuff, 1991; Poundstone, 1993; Schelling, 1960). Under these circumstances,
mutual communication enhances confidence in the other person, enhances mutual
commitment, and promotes cooperative behavior.

Furthermore, in the prisoners’ dilemma, there are many cases wherein the prob-
lems of the two persons are considered, but the prisoners’ dilemma in a society with
more participants is sometimes called a “social dilemma” (Fujii, 2003; Yamagishi,
1989). The social dilemma is a more general concept than the prisoner’s dilemma.
According to Dawes (1980), this is a social state under the following conditions:

1. Each individual can choose either cooperation or noncooperation.
2. Personally, choosing noncooperation over cooperation is more advantageous.
3. If everyone chooses noncooperation, the result is worse than the result generated

when everyone chooses cooperation.

The social dilemma, for example, is recognized in various situations, such as the
separate collection of garbage that is socially desirable but is troublesome personally,
and everyone driving to the office, which causes traffic congestion of the city but
is comfortable personally. Further, considering each country as an entity, the social
dilemma can be recognized in the situations of the international society,where despite
the fact that it is desirable for each country to respond to CO2 reduction to overcome
the global environmental problems, it remains advantageous not to reduce it from
the perspective of the country’s economic interests.
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You cannot solve such social dilemmas by only considering personal rationality.
The fact that even if what is true from the micro-viewpoint of each individual, it is
not true from the macro-viewpoint of a group or society and you mistakenly apply
a micro-viewpoint to a macro-event maybe called the “fallacy of composition” or
“group fallacy.”We have to avoid such fallacies when interpreting social phenomena.
In addition, Kameda and Murata (2000) indicated that clarifying the micro–macro-
relations, which are the relationships between macro- and micro-phenomena in a
society, is crucial for the prediction of social behavior and the solution of various
social dilemmas.

Even in such situations of social dilemmas, mutual communication between indi-
viduals contributes to the achievement of cooperation (Balliet, 2010). Communi-
cating with each other is effective even if the result is just a conversation. In this
sense, we can say that humans are drawing out mutual cooperative behavior through
communication.

7.4 Theory of Economic Behavior and Interaction

7.4.1 Definition of Interaction

Through word of mouth (WoM) and other forms of negotiations, consumers are
influenced by others as they make decisions under various social circumstances. The
result of the decision making of individual’s social actions, as described in Chap. 2,
is determined by the function (mapping) from the option and state of the adopted
social actions to the result, i.e., f : A × � → X . When it is expressed by sets, it
can be stated as A × � = {(ai , θk)|ai ∈ A, θk ∈ �}. This means that the set having
a pair set (ai , θk) is defined as A × �. This set considers the order of any elements
ai of the set A of social actions and any element θ k of the set � of situations as its
elements. The simplest preference relation for the result is the binomial relation, such
as which one of the two options is preferred. Considering the preference relation
of the decision maker on the elements of the set X of results and considering the
empirically observed relationships, such as which one is preferred, we can express
the relationship with the symbol of �. The preference structure can be defined by
considering the set of all the ordered pairs (xi, xj) that make xi � x j (Ichikawa, 1983;
Takemura, 2014).

From these facts, the set of sets combining five sets of the set A of social action
options, set � of states, set X of results, mapping f : A × � → X , the preference
structure (X, R) can be thought of as expressing the problem of decision making,
which depends on various conditions in a very simplified form. As described in
Chap. 6, in the decision theory, this set D = (A, �, X, f, (X, R)) can be expressed
as an individual “decision making problem,” and as an extension example of this
decision making problem, we can deal with interaction among individuals.

Here, we consider the interactive behavior by further extending the individual
decision making problem defined above. In the case of interaction situations and

https://doi.org/10.1007/978-981-13-9049-4_2
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social decision making that considers multiple decision makers, let I be the set
of decision makers. According to i ∈ I , the option Ai and the preference rela-
tion Ri are different, and then the decision making problem can be expressed as(
A1, A2, . . . , An,�, X, f,

(
X, R1

)
,
(
X, R2

)
, . . . , (X, Rn)

)
and the like [see, e.g.,

Ichikawa (1983)]. For example, if you consider that the number of elements of the
set of decision makers is two, this makes an ordinary two-person game, such as a
prisoner’s dilemma game, or an interaction between two persons. The interaction
relationship of n people treated in social psychology and similarly the game situa-
tion of n people can be expressed simply by the above framework. Let us consider
this structure as a decision making problem, taking as an example the two prisoners’
dilemma (Luce&Raiffa, 1957) , which is well known in social psychology. Suspects
1 and 2 are arrested under suspicion of being accomplices of a crime, but they are
not yet indicted because there is no conclusive evidence. If both of them do not con-
fess the crime, they will be prosecuted for incidental minor crimes, so each will be
sentenced to a year in prison. Given that at least one confession is necessary to prove
the guilt of the two people, the prosecutor interrogates the two persons separately
and informs them that if only one person confesses, the sentence of the confessed
suspect is reduced to three months. In this case, the person who does not confess
would be sentenced to ten years. If both of them confess, they will be sentenced to
eight years each. Thus, each suspect has two options: denial and confession.

In the situation of this prisoner’s dilemma, the behaviors of the other person
(either silence or confession) can be considered elements of the set Θ of states, and
the option of each person is also an element of optionAi. Furthermore, as the function
of the set of this option and state, the result X is determined, and the so-called gain
table in game theory is formed. In addition, you can think of a selection model, such
as a utility theory, as a real-valued function that describes preference relations on
this result X.

In this example, there are only two social actors, but considering the n-person
games, and considering that there are ten actors, we know that the set of states can be
the direct product of the set of ten-person options, which means that there are 1024
patterns. Furthermore, it exceeds 1 million with 20 actors, and patterns will exceed
1000 trillion with 100 actors. This is the case where there are only two options, but
in the case where the number of options is four, we know that the patterns can exceed
one million with only ten actors. In actual social actions, occurrence patterns may
become less due to the occurrence of conformity and harmonization, but there are also
enormous possibilities in combination, and statistically speaking, the probability of
the occurrence of many patterns is not zero. Such enormous combinations have also
occurred in an extremely simple social behavior model in which the other person’s
social action is the element of the set of states. Furthermore, if situational factors and
knowledge are included, a more complicated world is constructed. Thus, in a realistic
situation, there is a more complicated structure than that. In this abstraction, such a
social situation, including a social situation and options of other social actors, among
others, is treated for each social actor as shared knowledge. However, in actual social
situations, the premise of such shared knowledge does not necessarily hold and there
is a possibility that more complications would emerge.
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7.4.2 Game Theory and Interaction

Previously, we have demonstrated that decisionmaking in a situationwithout interac-
tion can be treated by utility theory. Applying this theory tomultiple decisionmaking
entities, we can consider what description is possible. Here, the utility function of any
decision making entity must assume that there exists a certain function expressing
its own preference relation, although it does not necessarily assume that the utility
functionwith other persons is identical. Thismay be understandable. Indeed, it seems
that one’s own preferences and those of others are different and there is not much evi-
dence that the utility of options is the same. That the utility function differs for each
individual implies that the interpersonal comparison of utilities has fundamentally
difficult problems, and this is what makes interactive decision making difficult.

Based on the idea of this utility theory, there exists a theoretical system called
game theory to explain the confrontations and conflicts of multiple humans. In game
theory, the development of the theory is remarkable, and recently, variations such
as metagames and hyper-games have emerged (Takigawa, 1989). Research based on
game theory is not limited to just theoretical research; verification by experiments
is performed frequently, and these studies provide very effective ideas by which we
can understand the decision making processes in light of various conflicts. Next, on
the basis of the game theory, let us consider decision making in the situation where
the interests are completely conflicting.

Human economic behavior is formed under the interdependence relationships
among various decision making entities. Social exchange theory sees the interde-
pendence relationship from the viewpoint of resource exchange. This theory has
been adopted by some researchers in social psychology and sociology. The social
psychology of Thibaut and Kelly (1959) also posits this relationship. Game theory
is a mathematical theory having an affinity with such a social exchange theory.

Game theory describes the economic behavior proposed by mathematician Von
Neumann and economist Morgenstern. It is also adopted in modern theoretical eco-
nomics, sociology, psychology, and engineering. As this theory can describe inter-
dependence relationships mathematically, it can express various social phenomena
simply, and as a result, the predictability of theories increases (von Neumann &
Morgenstern, 1944, 1947).

Here, we describe the definition of the standard-type game in game theory. A
game defined by the relationship between options (strategies) and utilities (gains) of
individual members (called players) involved in decision making is called a game
in strategic form or a game in normal game (Okada, 2011). Given that an interde-
pendence relationship is composed of two or more persons, when it is abstracted as
an n persons game, such a game is defined by the following set of elements (Okada,
2011):

G = (N , {Si }; i ∈ N , { fi }; i ∈ N ).
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Here, (i) N = {1, 2, . . . , n} is the set of players (individual decision makers), (ii)
Si is the set of the player i’s selectable behaviors (behavior options) or strategies, and
(iii) fi is a real-valued function on the direct product S = S1 × S2 × · · · × Sn and
expresses the player i’s utility function (gain function). In addition, for all strategies
s = (s1, s2, . . . , sn), when

n∑

i=1

fi (s1, . . . , sn) = 0

holds, it is called a zero-sum game. When a constant K exists and

n∑

i=1

fi (s1, . . . , sn) = K

holds true, this is called a constant-sum game. In the von Neumann–Morgenstern’s
linear expected utility theory system, this becomes a constant-sum game. However,
as the utility function has uniqueness with respect to a positive linear transformation,
it results in a zero-sum game. A game that is not a zero-sum game is generally called
a nonzero-sum game.

7.4.3 Basic Concepts of Game Theory

First, we explain the fundamental concepts of game theory, such as the best response,
the Nash equilibrium, and Pareto optimum.

7.4.3.1 Best Response

First, let us define “best response.” You can say that the strategy si ∈ Si of a player i
is the best response to the set s−i = (

s1,s2, . . . , si−1, si , si+1, . . . , sn
)
of the strategies

of other n − 1 players when

fi (si , s−i ) = max
ti∈Si

fi (ti , s−i )

holds true. Here, fi (si , s−i ) is the utility when you adopt a strategy (option) Si under
the given condition of a strategy of others. The strategy of maximizing your utility
is considered to be the best response.
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7.4.3.2 Nash Equilibrium

TheNash equilibrium is the state of the combinationwhen all the players have the best
responses to their strategies. In annpersons gameG = (N , {Si }; i ∈ N , { fi }; i ∈ N ),
when the strategy s∗

i is the best response to the set s∗∗
i of strategies of other players

for all the players i(= 1, . . . , n), the set s∗ = (
s∗
1 , . . . , s

∗
i , . . . , s

∗
n

)
of the player’s

strategies is at a Nash equilibrium point. In other words, the set s∗ of strategies, for
which the following relationship holds for all players i(= 1, . . . , n), constitutes the
Nash equilibrium point (also referred to simply as the equilibrium point) expressed
as

fi
(
s∗) ≥ fi

(
si , s

∗∗
i

)
, ∀si ∈ Si .

At the Nash equilibrium point, all players have no incentive to change their strate-
gies from that state.

7.4.3.3 Pareto Optimum

Regarding Pareto optimum, that the set s = (s1, s2, . . . , sn) of the player’s strategies
is the Pareto optimum in a n Parsons gameG = (N , {Si }; i ∈ N , { fi }; i ∈ N )means
that for all players i(= 1, . . . , n).

There is no set (t1, . . . , tn) ∈ S of strategies that fi (t1, . . . , tn) > fi (s1, . . . , sn)
holds. In other words, whatever strategy is changed, if the utility of everyone does
not increase, it will be the Pareto optimum. Conversely, if the change of a player’s
strategy does not lower everyone’s utility but increases someone’s utility, that state
is not the Pareto optimum.

7.4.4 People’s Decision Making in Prisoner’s Dilemma
Games

The abstract definition of a prisoner’s dilemma game is as follows. The pay-offmatrix
of the prisoner’s dilemma described above is also given below. Here, each gain can
be interpreted as the utility when adopting each strategy (option). In a prisoner’s
dilemma game, the Nash equilibrium point (a net strategy equilibrium point with
only the strategy of D or C, where strategies are not combined with probability) is
the only combination of D and D. The only other combination is the Pareto optimum
point (Table 7.2).

As for the prisoner’s dilemma game, as we have previously explained, the quali-
tative property is when the relationship of T > R > P > S, 2R > (S + T ) holds.
In the prisoner’s dilemma games, the problem has to do with why the cooperative
responses can be obtained. From the viewpoint of game theory, the set of the nonco-
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Table 7.2 Pay-off (utility)
matrix of the prisoner’s
dilemma games

C D

C R, R S, T

D T, S P, P

operative responses of confessions and denials constitutes a Nash equilibrium point,
but not the Pareto optimum. All combinations, except the Nash equilibrium point,
constitute the Pareto optimum state. In this prisoner’s dilemma game, when consid-
ering only options C and D, the Nash equilibrium point and Pareto optimum point
are completely unmatched.

In the situation of prisoners’ dilemma games, what kind of decisions do people
tend to make? Scodel, Minas, Ratoosh, and Liptz (1959) promised to give 20 sets of
experiment participants monetary compensation (1 cent per point) for the gains in the
game and had the experiment participants playing several prisoners’ dilemma games
from 30 to 50 trials without interactive communication among them. The researchers
found that the responses of the experiment participants were likely to fall into the
Nash equilibrium of the co-poverty and the tendency became stronger as the trial
proceeded to the latter half. Many past studies have shown that in a situation without
communication, the results of prisoners’ dilemma games tend to fall into the Nash
equilibrium (Colman, 1982, 1995; Davis & Holt, 1993). From these, researchers of
decision making behavior in prisoners’ dilemma games have examined how indi-
viduals can have the Pareto optimum state of a co-prosperity state without falling
into the Nash equilibrium of a co-poverty state and found the following strategies:
using cooperative motivations by teaching and interactive communication (Deutch,
1973); drawing the cooperation of the other person by tit for tat strategies in which
you cooperate basically but retaliate against noncooperation (Axelrod, 1984); and
changing the cognitive framework of decision making problems (Shafir & Tversky,
1992). In the social dilemma literature that extends the prisoners’ dilemma to a
larger number of individuals, there have been many investigations on the factors
preventing the co-poverty conditions (Yamagishi, 1989). However, for the measures
to solve those dilemmas, not many definitive ones have been proposed, and it has
been pointed out that it is quite difficult to solve those problems by manipulating
psychological factors, especially in the case of social dilemmas (Yamagishi, 1989).

In order to study decision making in conflicts, many experiments on prisoners’
dilemma games have been conducted in the field of social psychology. Many stud-
ies have examined games from the viewpoint of “cooperation or competition” and
investigated what kind of experimental teaching might lead to cooperation or col-
laboration (e.g., Deutch, 1973). However, in the first place, we must focus on the
fact that in prisoners’ dilemma games, the state of the zero-sum-type “competition”
is not included at all. Interestingly, however, in prisoner’s dilemma games, despite
the fact that the competition state of having to win against the other person has not
been expressed at all, people might conceive the game situation as though it is a
competitive situation like a zero-sum game and then make decisions (Minas, Scodel,
Marlowe, & Rawson, 1960; Saijo & Nakamura, 1995).
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The situation of prisoners’ dilemma games is frequently observed in social situ-
ations related to economic conflicts. For example, we can point out the substantial
collapse of the Organization of Petroleum Exporting Countries’ (OPEC) price agree-
ment (Dixit & Nalebuff, 1991). In the 1970s, OPEC signed a price agreement and
raised crude oil price from the level of less than $3 per barrel in 1973 to more than
$30 per barrel in 1980. Some energy experts cautioned that if this situation did not
change, crude oil price would rise sharply, but after that, crude oil price suddenly
dropped. At the beginning of 1986, it was $10, and it seemed that the price agreement
collapsed. The substantial collapse of this price agreement occurred because each
OPEC member gave priority to its own interests, greatly increased the production of
crude oil to lower the price, and sold large amounts to make money. In other words,
although the state of the price agreement was close to the Pareto optimum, each
country sought profit and eventually fell into the Nash equilibrium of co-poverty.
Hence, the price agreement is desirable from the standpoint of consumers, but it is
obviously undesirable for individual member countries of OPEC.

Other examples of prisoners’ dilemma games appear in various problems, such
as the labor relations of companies, military competition among countries, compe-
tition among companies, the consumption of public goods, and the declaration of
taxes (Davis, 1970; Dixit & Nalebuff, 1991; Poundstone, 1993; Schelling, 1960). In
particular, the prisoner’s dilemma in a society, where the participants are not two
persons but many people, is called a social dilemma. According to Dawes (1980) ,
the social dilemma is the situation that satisfies the following conditions:

1. Each individual can choose either cooperation or noncooperation in the situation.
2. For each individual, it is more advantageous to choose noncooperative behavior

than cooperative behavior.
3. However, the result of all members choosing noncooperative behavior that is

advantageous for themselves is worse than the result of all members choosing
cooperative behavior.

The situation, called a “tragedy of the commons” (Hardin, 1968), is an example of
a social dilemma. This refers to the situation, wherein pasture is lost and all members
fall into the co-poverty relationship if too much cattle are raised in common areas.
Social dilemmas, such as garbage dumping and garbage problems, sightseeing by
private cars and environment pollution, commuting by car and traffic congestion,
the problem of air conditioner use and electricity consumption, gold mining, and
environmental pollution, are examples of situations wherein personal interests con-
flict with the interests of the entire group consisting of three or more people. The
characteristic of the social structure in this social dilemma is that, in many cases, it
is not necessarily the restricted exchange wherein the person receiving the resources
matches with the person providing such resources, but the general exchange without
such matching. Under such situations, considering how to solve social dilemmas is
very difficult.
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7.4.5 Analysis of the Repeated Prisoner’s Dilemma Games

In the prisoner’s dilemma game, in the case of a one-time game, the Nash equilibrium
point constitutes only a combination of betrayal (D) and betrayal (D), and cooperation
(C) cannot be derived from the viewpoint of individual rationality. What if this
prisoner’s dilemma game is repeated endlessly? Before thinking about this, let us
consider a simpler trigger strategy.

In the trigger strategy, we first take C, after that we take C as long as the other
person takes C, and if the other person takes D, then we take D. In the trigger strategy,
the following theorem exists (Okada, 2011).

7.4.5.1 Theorem on Trigger Strategy

In an infinite repeating prisoners’ dilemma, if a discount factor δ(0 < δ < 1) for the
player’s future gains is δ ≥ (T − R)/(T − P), the set of trigger strategies constitutes
the Nash equilibrium point of the repeating game.

Proof If two players use the trigger strategy, as the discount is gained (utility), the
sum UT of the players is given as

UT =
∞∑

i=0

Rδi = R/(1 − δ)

Here, the reason we considered the discount gain sum is that we assumed the
discounts for future gains (utility). Consider that the discount factor δ takes a value
from 0 to 1. If player 1 changes the behavior to D in the t th time (t = 1, 2, . . .)
of the game, the other person keeps taking D from the t + 1-th time. Therefore, the
discount gain sum UD of the player 1 from the t th time is given as

UD = T +
∞∑

i=1

Pδi = T + δP/(1 − δ).

The condition of δ for UT to be greater than or equal to the value of the UD’s
formula is expressed as

δ ≥ (T − R)/(T − P).

This also holds for player 2, so the theorem is proven (Q.E.D.).
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7.4.5.2 Theorem on the Tit for Tat Strategy

Next, we consider the tit for tat strategy. In this strategy, you take C first, after that
you take C as long as the other person takes C, and if the other person takes D, you
take D; however, if the other person starts taking C, you take C. Regarding the tit for
tat strategy, the following theorem holds (Okada, 2011).

In an infinite repeating prisoner’s dilemma game, if the discount factor δ for the
future gains is δ ≥ max(((T − R)/(T − P)), ((T − R)/(R − S))), the set of the tit
for tat strategies constitutes the Nash equilibrium point of the repeating game.

Proof If the two players take a tit for tat strategy together, as the players’ discount
gain (utility) sum,

UTFT =
∞∑

i=0

Rδi = R/(1 − δ)

is given (this is the same as in the trigger strategy). If player 1 changes the behavior
to D in t th time (t = 1, 2, . . .), player 2 chooses D in t + 1-th time and player 1 can
choose C or D. In order for the discount gain sum to not become large regardless of
how player 1 leaves from the tit for tat strategy, the following three conditions must
be satisfied.

(Condition 1) Taking the behavior sequence (t and t +1) of length 2, the discount
gain sum of player 1 when taking C in two times is equal to or greater than that when
taking D only in the t-th time. This means that

R + δR ≥ T + δS,

which is equivalent to δ ≥ (T − R)/(R − S).
(Condition 2) When taking an infinite sequence (after the t-th time), the discount

gain sum of player 1 when the players always take C is equal to or more than that
when only player 1 takes the D in the t-th time and both continue taking D after the
t + 1-th time. This means that

R/(1 − δ) ≥ T + δP(1 − δ),

which is equivalent to δ ≥ (T − R)/(T − P).
(Condition 3) The discount gain sum of player 1 when player 1 always keeps

taking C is equal to or more than that when player 1 only takes D in the t th time.
After the t+1-th time, both keep taking Dm(≥ 1) times, and then (after t+1+m-th
time), only player 1 takes C.

For any natural number n ≥ 2, this is equivalent to

R + δR + · · · + δn−1R + δn R ≥ T + δP + · · · + δn−1P + δn S

(however, n = m + 1).
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Assuming that the n-order polynomial of δ is

fn(δ) = (R − S)δn + (R − S)δn−1 + · · · + (R − S)δ + (R − T ),

this proves that the above formula is nonnegative for any natural number n ≥ 2,which
is equal to proving that R+δR+· · ·+δn−1R+δn R ≥ T +δP +· · ·+δn−1P+δn S
holds.That is, R+δR+· · ·+δn−1R+δn R ≥ T+δP+· · ·+δn−1P+δn S ⇔ fn(δ) ≥ 0
is given.

Initially, assuming n = 2, we prove whether formula (5) holds.
Note that fn(δ) is a monotonically increasing function of δ, when δ ≥
max(((T − R)/(T − P)), ((T − R)/(R − S))) is assumed.

(A) In the case of T + S ≥ P + R, δ ≥ (T − S)/(R − S) is given, so f2(δ) ≥ 0.
(B) In the case of P+R ≥ T+S, δ ≥ (T − R)/(R − S) is given; therefore, f2(δ) ≥

0 holds. Next, for any n ≥ 2 fn+1(δ) − fn(δ) = (R − S)δn+1 − (P − S)δn

holds.
(C) In the case of δ ≥ (P − S)/(R − S), fn(δ) is an increasing function of n.
(D) In the case of δ ≤ (P − S)/(R − S), fn(δ) is a decreasing function of n.

In the case of (C), from δ ≥ max(((T − R)/(T − P)), ((T − R)/(R − S))),
fn(δ) ≥ f2(δ) ≥ 0.
In the case of (D), for any n ≥ 2,

fn(δ) ≥ lim
n→∞ fn(δ) = δ(R − P)/(1 − δ) + R − T

is given. Therefore, if δ ≥ max(((T − R)/(T − P)), ((T − R)/(R − S))) holds,
fn(δ) ≥ 0 is given. Therefore, the theorem is proven (Q.E.D.).
In this way, in an infinite repeating prisoner’s dilemma game, the cooperation-

based tit for tat strategy also becomes the Nash equilibrium. However, in a finite
repeating game, the opposite is true and the betrayals constitute theNash equilibrium.

7.4.6 Computer Simulation of Repeating Prisoner’s
Dilemmas and Reciprocity

Numerous experimental studies have been conducted on prisoners’ dilemma experi-
ments as reported earlier (Pruitt & Kimmel, 1977), and their results indicate that the
responses of all experiment participants do not fall into the Nash equilibrium point.

In a finite repeating prisoner’s dilemma game, the combination of the tit for tat
strategies does not constitute the Nash equilibrium point, but what is the extent of
its adaptability? Axelrod (1984) conducted a computer tournament and examined
which program is the strongest in a finite repeating prisoner’s dilemma game. The
results indicate that the tit for tat strategy gained the highest score and can widely
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create the state of interactive cooperation. The results of this tournament suggest that
considering reciprocity is important in prisoner’s dilemma games.

The behavioral principle that reciprocity shows is observed in cooperative behav-
iors among individuals who are not connected by blood relationships in living organ-
isms. Gouldner (1960) cited the norm of reciprocity as the most important and fun-
damental social norm that makes social exchange possible. Meanwhile, evolutionary
psychologist Cosmides (1989) asserted that humans are sensitive to actions that vio-
late the norm of reciprocity and inherently have cognitive mechanisms to detect the
existence of such violations. For example, in the inference tasks called “four-card
problems” that examine logical relationships, the reason why a person is easily able
to solve the problem with the type of normative violation even if it has the same
theoretical structure is that humans possess inherent cognitive mechanisms that can
detect when others violate the norm of reciprocity. According to a certain technique,
when one anticipates a huge request being refused initially, then he/shemakes a small
request instead. It is a request technique that expects reciprocity for the requester’s
concession and which, for example, is sometimes used for requesting donations.

7.4.7 Framing of Decision Making Problems in Game
Behavior

Thus far, the experimental results of the prisoner’s dilemma game, so far, show that
people’s choices are likely to fall into a co-poverty state, which can easily lead to
the Nash equilibrium. Does this mean that the Nash equilibrium has been realized
because the participants of the game are selfish and rational like homo economicus
assumed in economics? In the field of economics, predicting interactive behavior
from the viewpoints of the Nash equilibrium and dominant strategy in game theory
has been established (e.g., Davis & Holt, 1993; Kandori, 1993), but experimental
facts that are contrary to such an assumption have been presented.

Minas et al. (1960) showed the experiment participants a gain table, shown in
Table 7.3, promised to give them monetary compensation (1 cent per point) based
on the results of their choices, and conducted 30 trial experiments. As shown in
Table 7.3, if the two persons choose dominant strategies A1 and B1, their gains will
be 4 cents each. This choice pattern constitutes the Nash equilibrium and is a Pareto

Table 7.3 Pay-off matrix of
the nonzero-sum game with
Pareto optimum and Nash
equilibrium by the dominant
strategies of two persons

Choice of player 2

B1 B2

Choice of
player 1

A1 4 cents each 1 cent for 1 and 3
cents for 2

A2 3 cents for 1 and 1
cent for 2

0 cent each

Source Minas et al. (1960)
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optimum. Therefore, such a choice pattern is pretty obvious from the perspective of
an egoist who hopes to maximize his own gains. Surprisingly, the choice patterns
of A2 and B2 of the worst cases that are neither the Nash equilibrium nor Pareto
optimum occupied 47% of the total trials. Furthermore, in 15 trials of the latter half,
the choice patterns of A2 and B2 exceed half, suggesting that people are not mere
egoists but simply hope to win even if they suffer a loss by comparing themselves
with others.

Saijo and Nakamura (1995) named the phenomenon a “spite dilemma,” which
occurs when the decision makers do not adopt the dominant strategy by behaving
with emphasis on the ranking among decision makers and not for their own gains.
In their study, they had seven experiment participants playing games and gave them
monetary compensation according to the results. They found that this phenomenon
of the spite dilemma appeared frequently. In this experiment, many of the participants
in the experiment reported that “they wanted to get money, but did not want to lose
to other participants.”

From the viewpoint of game theory, these results are very strange phenomena.
Assuming that individual utility functions are different, and even assuming an ordinal
utility function that allows some monotonic increasing transformation for their own
gains, we can neither predict this experimental result from the viewpoints of the Nash
equilibrium and dominant strategy nor predict it from the Pareto optimum criteria.
If some kind of gain transformation has been done, this transformation should be a
function that covers both the gains of others and their owngains, such as the “ranking”
that participants answered in the experiment by Saijo and Nakamura (1995). Now,
let us examine the problem of the psychological transformation of such gains.

The framing effect, also described in Chap. 5, is a phenomenon that deviates from
the fundamental assumption of this game theory (Tversky & Kahneman, 1981). The
framing effect deviates from the descriptive invariance, such that if the subjects
described by a theory are identical, then their theoretical descriptions and prediction
results are identical as well.

In decisionmaking, the psychological reconstructionof decisionmakingproblems
is called framing and the so-called framing effect refers to the phenomenon wherein
the results of the decision making depend on the manner of framing (Tversky &
Kahneman, 1981, 1986). For example, in the case where a patient is considering
whether or not to undergo surgery, the patient’s decision when the doctor tells him
that the probability of success is 80%differs from the decisionwhen he is told that the
probability of failure is 20%. The phenomena of such framing effect can be observed
frequently in personal decision making (Takemura, 1994; Tversky & Kahneman,
1981, 1986). We can assume that such framing is one of the causes of the spite
dilemma.

According to interpersonal interdependence theory, first proposed by Kelly and
Thibaut (1978), given a pay-offmatrix in the experiment game, people transform this
matrix psychologically to make it an effective one and base their decision on such a
matrix. In interpersonal relationships, there are various types of transformations from
the given matrix to the effective matrix. Moreover, they assert that the problem of the
transformation from a givenmatrix to an effective one can be considered as a framing

https://doi.org/10.1007/978-981-13-9049-4_5
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problem in interpersonal decision making. The existence of the spite dilemma shows
that there is a kind of bias in the manner of framing.

Decision makers’ way of framing has a major impact on decision making in both
zero-sumand nonzero-sumgames (Colman, 1995). For example, Eiser andBhavnani
(1974) examined how decisions are made by changing the teaching of the situation
content of prisoner’s dilemma games with the same structure. They taught experi-
ment participants of each condition the situation settings as a problem of economic
negotiation, negotiation between countries, and human relations, respectively, and
in experiments the other persons of the game (cooperators) dealt with them using a
tit for tat strategy. Their results indicate that the rate of cooperation choices realizing
the Pareto optimum is higher for the cases where they are taught as a problem of
the negotiation between countries or human relations than the cases where they are
taught as a problem of economic negotiation. In the case of this experiment, the utility
function is highly likely to be different among the situations due to the differences
in units of a gain between situations. However, even if it is true, in the case of a pris-
oner’s dilemma game, it cannot be predicted from game theory that different results
occur from different situations. Therefore, the results of this experiment indicate the
framing effect.

The problem of framing is extremely important when thinking about decision
making in conflicts. This is well understood when considering the disarmament
issues between the countries (Tversky, 1994) . Let us assume that two countries are
negotiating the reduction of the number of missiles. Reducing the number of missiles
in one country is understood as losses from the present situation, and the reduction
of the number of missiles in the other country is understood as gains. According
to Tversky (1994) , the impact of perceived losses is about twice as much as the
impact of perceived gains, so one country’s reduction of two missiles is balanced
with reduction of one missile of the other country. As countries think in such a
way, reaching an agreement becomes very difficult. Although one country gaining
or losing from the current point may be generally acceptable, how to grasp the current
point depends largely on the framing of the problem situation.

This framing is amplified by emotion or may affect emotions. Many researchers
have pointed out that the feelings of anger have an important influence on decision
making in conflict situations (Frank, 1988; Heitler, 1990; Ohbuchi, 1993). From
a common sense perspective, it is difficult to think of a conflict situation without
emotions, such as anger. In the process of conflict accompanied by emotions like
anger, one can assume a chain reaction that the emotion of anger is influenced by
the framing of the situation and the emotion of anger affects the way of framing. For
example, we daily observe that when we perceive the other person’s selection behav-
ior as a betrayal or attack, anger is intensified; from such anger, the interpretation of
the situation is distorted in a specific direction and the situation gets bogged down
further.

However, framing is an important factor in decision making in economic behavior
and this poses a serious problem to us. This is because, the fact that the interpretation
of the decision problem, even if it is the same decision problem, differs between indi-
viduals and even within the individual, when we negotiate or make social decisions,
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it is difficult for us to think rationally about the methods of mediation and agreement.
Several methods have been proposed for mediation in situations where interests are
conflicting (Saeki, 1980). For example, regarding negotiation issues, Nash (1950)
proves that there is a rational mediation scheme if you accept a group of axioms,
even though individuals’ utility functions are not the same. As a result, it is a rational
negotiation solution to choose the point that maximizes the product of the utility
of both sides from the negotiation origin. However, the negotiation solution of the
negotiation experiment deviates from a rational solution, such as the Nash solution
(Miyajima, 1970). Thus, it is highly likely that the framing effect is involved in this
experimental result. If the framing effect always occurs, it will be almost impossible
for the negotiation origin to remain unchanged.

Therefore, in order to think about satisfactory mediation and agreement, it will
be necessary to undertake some sharing of cognition in consideration of the framing
problem. The problem of the sharing of cognition, which is the basis of comparison
with others, is considered important not only for negotiation problems, but also for
thinking about the problem of social decision making widely (Sen, 1982; Takemura,
1993). Many people may think that discussions may be the most appropriate method
for the sharing of cognition.

Then, can we really share cognition by discussion? The situation is not so easy.
Kameda (1994) reviewed the research of the simulated trial experiment of the jury
he and others had conducted and concluded that group discussion does not actually
facilitate the sharing of cognition. Kameda’s research does not deal with decision
making in the situation of conflicts of interest but decision making in which the
legitimacy of a trial matters. However, past studies have pointed out that the sharing
of cognition is difficult even in the situation of conflicts of interest. Takemura and
Eguchi (1995) examined what kind of information each individual considered during
the discussion in joint decision making and found that as the discussion progresses,
the ratio of the information considered and shared between the two sides tends to
increase slightly, but its value is quite low. These findings suggest the difficulty of
sharing cognition by discussion. Then, can we resolve the conflict rationally? This
problem is our future task. Regarding the problem of the sharing of cognition and
agreement, it seems that there is a clue in elucidating sympathy phenomena and its
mechanism as considered by modern thinkers, such as Hume and Smith (Takemura,
1993). In order to elucidate the problem,wewill have towait for further developments
in this area.

Box 1: Kenneth Joseph Arrow
was born in 1921 and deceased in 2017. He received Ph.D. at Columbia Uni-
versity in 1951. He was awarded the Nobel Prize in economics in 1972 with
John Hicks. He contributed to social choice theory, especially the so-called
Arrow’s impossibility theorem, and general equilibrium theory of economics.
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7.5 Word of Mouth and Diffusion Processes

As described earlier, decision making behaviors change through communication in
social processes. Especially in consumer behavior research, the term“word ofmouth”
(WoM) is used as an important concept of consumer interaction. WoM information
is transmitted not only in interpersonal communication but also on the Internet.
Recently, some companies have provided services through which WoM informa-
tion is systematically posted on the Internet. With the emergence of such services,
it is expected that consumers’ WoM information will have a greater influence on
consumer behavior and carry a significant weight on corporate management as well.

Rogers (2003) published a theory on the diffusion process and stated that ordinary
advertisements affect the publicity of products, but that WoM has an influence on
the selection stage of products. In 1999, the Japan Advertising Agencies Association
“Advertising Function and Role Subcommittee” conducted in-depth interviews with
twelve men and women in their 20s–50s who live in the Tokyo metropolitan area.
They found that the WoM information, such as advice from friends, acquaintances,
and salespersons, influences one’s final judgment (JapanAdvertisingAgencies Asso-
ciation “Advertising Function and Role Subcommittee,” 2000). According to this
survey, new products are recognized mainly through articles and advertisements
posted in newspapers and television, traffic advertisements, mail advertisements,
and detailed information on products of interest is usually provided in catalogs, spe-
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cialized magazines, and InternetWeb sites. The survey findings indicate that the final
judgment is influenced by WoM.

Consumers also conduct some kind of evaluation after decision making, and cog-
nitive dissonance may be involved in this process. In addition, consumers who con-
ducted evaluationwill influence other consumers throughWoM, among others. In the
research of Sundaram and Webster (1999), who examined how consumer behavior
is influenced by the WoM based on the hypothesis that the effect of WoM changes
depending on familiarity with the brand, they examined which is more effective on
the purchase intention involving WoM and attitude to the brand: the case where the
degree of familiarity is low or the case where it is high. Their experiment plan was a
3 × 2 design with two factors: three levels for the factor of WoM and two levels for
the factor of the brand familiarity. The factor of WoM has three levels, namely pos-
itive, negative, and no WoM. In addition, the factor of the brand familiarity has two
levels, namely brands with high familiarity and brands with low familiarity. For this
factor of familiarity, in the preliminary research by 34 experiment participants, rating
tests for brand familiarity was conducted, and two brands were selected: Whirlpool
as a brand with high familiarity and Electrohome as a brand with low familiarity.
The experiment participants were 120 college students studying business relations in
the Middle West (however, 72. 4% of them had jobs in some form, 40% were men,
and the average age was 26.4 years old). Each experiment participant was randomly
assigned to one of the six conditions, and each was given a scenario of a fictitious
situation from the experimenter. In that scenario, the experiment participant was in a
situationwherein he/shewas collecting information on various brands at retail stores,
etc., to purchase an air conditioner. As the manipulation of the brand, the experiment
participant was shown an advertisement with only its brand name changed (stuff
actually used in the market), and then the WoM information was given.

The positive WoM is as follows: “You gathered various pieces of information and
told a friend that you were going to buy a new air conditioner and mentioned the
brand you found (specify the actual name) to that friend. The friend said that the
brand is quite reliable, easy to install, durable, and its maintenance and energy costs
are low.”

The negative WoM is as follows: “You gathered various pieces of information
and told a friend that you were going to buy a new air conditioner and mentioned
the brand you found (specify the actual name) to that friend. The friend said that the
brand‘s reliability is low, it easily breaks down, is difficult to install, is not durable,
and its maintenance and energy costs are high.”

Finally, on the condition without WoM, they were given only the name of the
brand and not presented any kind of WoM information.

After these manipulations, the experiment participants carried out brand evalu-
ation over 11 items with the nine-stage scale method. For example, they evaluated
items, such as the possibility of buying the brand, how much the brand is liked,
and the quality of the brand. In order to check the manipulation, the experiment
participants subsequently answered the items, such as the brand‘s familiarity, eval-
uation of the WoM (evaluation on whether it was a positive or negative WoM), and
to what extent this fictitious scenario was realistic. Checking answers to such items
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is to check whether the experimental factors targeted by the experimenter are really
manipulated. Results of the manipulation check indicate that the manipulation is
effective and that the reality is relatively high (for the reality, the average value is 6.
28 out of 9 points).

As a result of analyzing 11 evaluation items by the multivariate statistical analysis
of the principal component analysis, 83.5% of the data dispersion was explained by
two factors.When the axis transformation called the varimax rotationwas performed,
the first factor was interpreted as purchase intention, and the second factor was
interpreted as attitudes to brands. Therefore, we calculated the average value of
items showing a high load on each of these factors and plotted the average value in
each condition about purchase intention and attitudes to brands, as shown in Figs. 7.3
and 7.4.

Fig. 7.3 Interaction effect of
brand familiarity and WoM
on purchase intention.
Source Sundaram & Webster
(1999)
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Fig. 7.4 Interaction effect of
brand familiarity and WoM.
Source Sundaram & Webster
(1999)
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From these figures, we can see the impact of WoM. The positive WoM leads
to the highest purchase intention of brands, attitudes to brands are also favorable,
and the negative WoM performs the worst in purchase intention of both brands and
attitudes. As for familiarity, the brands with high familiarity are linked to a higher
purchase intention and are more favorable in attitudes to brands than those with low
familiarity. Notably, the results differ significantly depending on the combination
of the type of WoM and familiarity. That is, as for a positive WoM, regardless of
whether the brand‘s familiarity is high or low, it does not have a huge impact on
purchase intention or attitudes. For a negative WoM, the purchase intention of the
brand and attitude does not decrease much when the brand‘s familiarity is high, but if
its familiarity is low, they tend to decline considerably. Hence, if a brand‘s familiarity
is high, regardless of a positive or negative WoM, this can still contribute to sales
promotion. In particular, even if a negativeWoMoccurs, the degree suppressing sales
is lower than the case where its familiarity is low. Conversely, it will be fatal for a
brand with low familiarity if a negative WoM occurs.

In experiments and surveys on the effect of theWoM, Herr et al. (1991) conducted
psychological experiments on the product evaluation of personal computers and
found that the effect on product evaluation is greater when people are told experience
stories by the WoM than when they are told with printed media. This indicates that
a bad WoM is more effective than a good WoM.

So, is there a person who is likely to be an information sender or the receiver of
WoM? In their two-step theory of communication, Katz and Lazarsfeld (1955) stated
that there are two kinds of participants: thosewho are likely to be opinion leaderswith
huge influence on others and those who are likely to be followers. According to this
theory, in public opinion formation on political content, ordinary people (followers)
are not influenced directly by media-derived information, but they are likely to be
influenced through the mediation of opinion leaders.

Rogers describes the theory based on a more detailed category than the two-
step theory of Katz and Lazarsfeld; the former describes how innovation, such as
new concepts and ideas of technology, can spread and diffuse along with products.
In the survey, he divided the adopters in the process of diffusion and spreading of
innovation into standard five categories and found that when plotting the number of
these adopters over the time axis, a bell-shaped distribution appeared (see Fig. 7.5),
and the curve of cumulative frequency distribution became an S curve. Each category
is labeled as follows: “innovators,” “early adapters,” “earlymajority,” “late majority,”
and “laggards,” in order of adoption. Innovators are a group of people who adopt new
ideas and technologies first, have a high ability to deal with risks and uncertainty,
are tolerant of new ideas, and interact with other innovators. They are not respected
much compared with the members of other groups, but they play an important role in
the diffusion process. Early adapters are equivalent to opinion leaders, and they have
the highest degree of influence on the surroundings compared with the members of
other categories; they are respected, conduct choice and adoption in socially more
adaptive manner than innovators do, and maintain their position as opinion leaders.
Meanwhile, the members who are early adapters are cautious about innovation, only
adopt ideas after a certain period of time, and interact frequently with their friends.
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Innovators
2.5%

Early
Adopters
13.5%

Early
Majority
34%

Late
Majority
34%

Laggards
16%

Fig. 7.5 Diffusion of innovations according to Rogers

Members in the category of late majority, who adopt ideas after the adoption by
average people, are wary of innovations even though innovation is already spreading
midway. Compared with other categories, laggards’ social influence is extremely
small, and they dislike change, prefer tradition, and adopt innovations only at the
end.

7.6 Decision Making Process in Diffusion

Rogers (2003) proposed a conceptual model in which the diffusion of innovation is
based on the five decision stages of individuals (Fig. 7.6).According to thismodel, the
first stage is the knowledge stage, where individuals become aware of the existence
of innovation and understand how it works. The second is the attitude or persuasion
stage, where individuals form favorable or nonfavorable attitudes to innovation. The
third is the decision stage, where individuals decide whether they should use innova-
tion or not. The fourth is the implementation stage, where individuals use innovation.
The final fifth is the assurance or confirmation stage, where individuals re-evaluate
and confirm the decision on innovation that has already been made.

In addition to the above conceptual classification, let us consider these stages of
decision making in more detail. People’s decision making processes represented
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by economic behavior, among others, can be understood as a kind of problem-
solving process, and they search for related information to achieve the target state in
the problem solving (Takemura, 2009). Therefore, information search is performed
before Rogers’ knowledge stage and attitude stage. In general, the information search
starts from an internal information search, during which the relevant information is
retrieved in one’s memory, and if there is not enough information in the memory, an
external information search is made from external information sources.

The external information searchmay be performed not only for information search
for decision making, such as purchase behavior of a specific product, but also for
the purpose of satisfying knowledge desire or satisfying curiosity. In the information
search of the WoM, there are cases where a consumer who is thinking about buying
a personal computer asks friends and clerks about the reputation of manufacturers or
brands, or asks what kind of points to consider, and in daily conversation, there are
cases where he hears of the reputation of manufacturers and brands and rumors. The
effect of WoM is expected to become particularly noticeable with respect to a bad
reputation. For example, news reports on agricultural crop damage and poisoning
caused by environmental pollution and defects of automobiles, etc., greatly affect
the relevant purchase psychology and purchase behavior of consumers.

According to Sugimoto (1997), the occurrence of WoM is based on the situation
where the information sender is strongly involved in a certain product, has a special
interest in the product, and enjoys talking about it to others, and on his desire to
show his knowledge or to help others. On the one hand, that person may have a
desire to gain psychological stability by telling others about the defects of products
or the poor quality of services. For the senders of suchWoM information, there is no
information on their purchase or objective gains, but it seems that there is a function
to satisfy the psychological desire as shown above. On the other hand, for the receiver
of the WoM information, the WoM has the function of supporting purchase decision
making in the sense that it provides knowledge and information about the product.
Sugimoto (1997) points out that when the receiver of the WoM information does not
have enough knowledge of the product or when the judgment of product selection is
not easy or not convincing even though he has some information, purchase decisions
become easier by using such WoM information.

What kind of influence does interpersonal interactions, such as WoM, have on
decision making? What kind of decision making is influenced by it? Takemura and
Eguchi (1995) conducted experiments on the cooperative decision making related
to package tours using information monitoring methods that record the process of
information acquisition in decision making. In the experiments, the following three
conditions were set for 106 male and female university students: a condition of
making decisions in face-to-face situations, a condition of making decisions while
communicating with one another using video phones while in rooms away from oth-
ers, and a condition of making decisions while communicating using a telephone.
The basic experiment procedure was that experiment participants of each condition
freely searched for information on package tours, using a personal computer, and
made decisions while talking with each other. After making decisions, the exper-
iment participants were tested how much they remembered the options, and they
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also answered questionnaires on the psychological state during the decision making
process. Experimental results indicated no noticeable differences between the con-
ditions regarding the information search behavior, but the participants revealed that
they felt the least risk of decision in the face-to-face situation. Meanwhile, the sub-
jects with the telephone condition felt the highest risk of decision. This suggests that
face-to-face, nonverbal communication affects the perception of risks. In addition,
subjects under the face-to-face condition had a tendency to feel that they had made
less concession on their own opinions in cooperative decision making and that they
had asserted their opinion, compared with subjects with other conditions. The fact
that facing the other person has some effect indicates that, apart from the related
information of purchase decision making, nonverbal information can also influence
interaction.

7.7 Economic Behavior and Social Welfare

7.7.1 Does Money Make People Happy?

What is it about life that makes you happy? Many people are interested in this
problem. “Living” is a series of decisions, so this problem leads us to the question of
what kind of decision making makes us happy. Thus, what kind of decision making
can make us happy? In this chapter, we consider this problem based on the results of
recent decision making research.

In traditional economics, the problem of happiness is not usually handled directly,
but there seems to be an implicit premise that an increase inwealth leads to happiness,
but is this implicit premise really right?

Certainly, according to survey studies so far, the super-rich, whose annual income
exceeds ten million dollars, shows somewhat stronger feelings of happiness than
the ordinary people, and extremely few of them report negative emotions (Diener,
Horowitz, & Emmons, 1985). However, according to Diener et al. (1999), the corre-
lation between income and happiness was extremely weak with the result from 0.10
to 0.15. Diener and Oishi (2000) analyzed the results of GNP and life satisfaction
survey in 15 countries from 1965 to 1990 and found that GNP and life satisfaction
had few relationships and Brazil and Argentina with GNPs that were less than half of
Japan had higher satisfaction than Japan. Considering such things, we can say that an
increase in income and wealth does not necessarily lead to happiness. Indeed, people
may be unhappy if they have no money, but money does not guarantee happiness.

7.7.2 Can Rational People Be Happy?

What kind of decision making in daily life can lead to happiness? We can find many
articles on what kind of decisions we should make. The normative decision theory
explaining what kind of decision making is desirable recommends that when making
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a decision, we should look for decision making options as much as possible, evaluate
them one by one, and adopt an option with the best evaluation. Utility theory, which
is a representative theory of economics and decision theory, also suggests that such
decision making is rational. On the contrary, selecting an option that is not given the
highest evaluation among all the options is “irrational.” We may say that rational
people look for an option given the highest evaluation and select it.

In addition, people who make rational decisions make consistent decisions. This
is because if one chooses from noticeable options, he/she is making inconsistent
haphazard decisions and it cannot be said that such a person is doing rational deci-
sion making.

According to previous studies, the decision making processes of many people
rarely go through rational procedures in the sense described above (Abelson & Levi,
1985; Gigerrenzer & Selten, 2001; Simon,1957). Especially, Simon (1957) pointed
out that humans do not make decisions based on the principle of maximization or
optimization, which helps humans pick out the best choice from as many options
available as possible. Rather, because of the limitations in their information pro-
cessing capabilities, humans make decisions based on the principle of satisfaction
wherein they seek options that can satisfy them at a certain level. He points out that
humans only have “bounded rationality.” Making decisions based on the principle
of satisfaction only with this limited rationality means that if all the necessary con-
ditions of several conditions are satisfied, humans are likely to adopt that option on
the spot, thus making an inconsistent decision.

In this way, many people do not find the best option. Rather, they tend to make
inconsistent and irrational decisions. However, even if that is true, are people who
make rational decisions happier than those who do not?

Schwartz et al. (2002) have sociopsychologically expanded Simon’s theory and
clarified the relationship between happiness and clinical adaptation through surveys.
They created a psychological measure using the questionnaire of “Regret and Max-
imization Scale” and named those who use the decision method based on Simon’s
(1957) satisfaction standard in decision making “satisficer” and those who collect
information on options as much as possible and try to adopt the best option among
them “maximizer.” They then investigated the psychological tendencies of both. As
a result of this survey, they found that those with maximizer tendencies had positive
correlations with depression, perfectionism, and the degree of regret and had neg-
ative correlations with happiness, optimism, satisfaction with life, and self-respect.
Schwartz (2004) reported that maximizers regretted options they had not adopted, so
they were less satisfied with their decisions than the satisficers. Such a trend is also
revealed in the research ofHisatomi et al. (2005), who surveyed Japanese participants
from Hokkaido to Okinawa.

The research done by Schwartz and others suggests that a rational “homo eco-
nomicus,” who makes optimal decisions by considering as many options as possible,
has an unhappy sensation in the modern society or may become clinically maladap-
tive. Such findings are very interesting. That the process of searching for options that
might bring the greatest evaluation and making consistent rational decisions does
not necessarily lead to happiness may also cast doubt on the concept of “freedom of
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choice,” a fundamental value in modern capitalism. In a capitalist society, there are
as many options (goods, etc.) as possible and one can freely choose from those many
options, but it can also be said that the “freedom of choice” can also make humans
unhappy. In addition, the sense of values of “choosing the best” may also make peo-
ple unhappy. For example, choosing the best option for going to a university, finding
employment, or getting married is a natural value in modern society. However, in
thinking about “happiness,” it may be necessary to re-examine these values.

7.7.3 Does Strategically Having Relationships with People
Lead to Happiness?

In modern society, it seems that not only the value of seeking rationality of individual
decision making is admired, but also strategic negotiation and interaction with others
are recommended. For example, we know some enlightening books that encourage
strategic interpersonal interaction based on game theory, and some scholars and
business persons have argued based on game theory that “it is important for Japanese
people in the future to live strategically without getting caught in conventions or fixed
human relationships.” Will this lead to happiness than doing strategic interactions
following game theory?

In considering this, we first discuss the prisoners’ dilemma commonly used in
game theory. According to the experimental results of the game expressing the pris-
oner’s dilemma, from actual human decision making results, one can hardly fall into
the Nash equilibrium predicted by game theory (Sanfey, 2007). From game theory,
confession is recommended and keeping silent may be foolish, but does following
the normative instruction of game theory lead to the happiness of both persons?
Recent neuroscientific research on decision making suggests that taking cooperative
behavior like silence leads to people’s happiness in prisoners’ dilemma games. For
example, Ringling, Sanfey, Aronson, Nystrom, and Cohen (2004) used the prisoner’s
dilemma game and examined the brain activity when the game result was presented
using a brain image device of fMRI. Their findings suggested that positive emotion
derived from cooperative behavior led to the activity of a site that was deeply involved
in the reward of the striatum of the brain in the same manner as actual remuneration.
Furthermore, according to the recent review of the brain scientific research of game
behavior, cooperation and acting fairly without being moved by gains activate the
brain’s reward system (Sanfey, 2007; Tabibnia, & Liberman, 2007; Takemura, Ideno,
Okubo&Matsui, 2008). In this way, it seems that people feel joy and happiness more
while cooperating and behaving fairly with others rather than when they are trying
to maximize their gains by behaving strategically.

Furthermore, among the empirical studies of the basic assumption of game theory
by economists, it is the final proposal negotiation game (ultimatum bargaining game)
that has recently attracted the most attention and has been debated on vigorously. In
general, this game is also applicable to games wherein negotiation is conducted in
finite times alternately. However, for the sake of simplicity, we explain it below with
a game to negotiate only once.
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First, there is a certain amount of C yen (e.g., 1000 yen) that can be divided by
two persons. Two players are assigned either of two roles: the side (player A) who
presents the distribution amount or the side (player B) who decides whether or not
to accept the presentation. Player A presents k yen to B as a distribution amount. For
player A, C yen–K yen is the amount to be distributed to him. After this presentation,
player B decides whether or not to accept A’s proposal. After accepting A’s proposal,
A can obtainCyen–Kyen andBcan obtainKyen.However, if B refusesA’s proposal,
neither of them will receive anything.

In noncooperative games theory by using the backward induction to reach a sub-
game perfect equilibrium, it can be easily derived that as the optimal response player
A presents the lowest amount (1 yen), close to 0 yen, to player B, and player B
accepts it. It is clearly financially better for B to accept the presentation rather than
refuse A’s presentation with the acquisition amount becoming 0 yen. As a result,
A can acquire almost 100%. However, the results of the experimental studies by
Güth, Schmittberger and Schwarz (1982) showed that the average of the proposed
amount of player A was about 35% of the total amount, which was considerably
different from almost 0% of the prediction of game theory. Moreover, when player
A proposed an extremely small amount of money, player B refused the proposal
(about 20% of the total). Hence, the behavior of players in this game was far from
a rational human image seeking opportunistic self-interests in game theory. Güth
et al. interpreted this result as the indication of the subjects emphasizing fairness
in distribution rather than economic benefits and thought that the explanation based
on theory of distribution fairness was more appropriate than that based on game
theory. After their research, numerous experimental studies were conducted, and
controversies between the group of researchers defending the basic assumptions of
game theory and the group of researchers defending distribution fairness arose (Roth,
1995). After many such studies have been conducted, it is now accepted that at least
in the final proposal negotiation game, fairness and other social psychological factors
are important determinants in addition to economic interests (Heap & Varoufakis,
1995; Fukuno and Obuchi, 1997). However, even if people emphasize factors other
than the size of money, the basic assumption of game theory holds.

7.7.4 Happiness and Peak–End Rule

The normative decision theory to guide correct rational decision making explains
that we should grasp the decision making problem, evaluate what kind of final result
arises if choosing a certain option, and choose the option with the highest evaluation.
However, according toKahneman (1999), humans are unable to predict the evaluation
concerning the results of choosing an option beforehand. Aside from the low human
ability of predicting results, this means that it is very difficult to predict subjective
conditions of one’s own. According to Kahaneman, the evaluation of the experienced
result is determined by the difference between the two points of the average of the
evaluation of “the highest or the lowest moment (peak)” to the evaluation at “the
end.” This is called the peak–end rule.
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The authors conducted very interesting experiments, the results of which suggest
the peak–end rule (Redelmeier, Katz, & Kahneman, 2003). They asked 682 patients
who underwent colonoscopy treatment to report the momentary feeling during the
examination and the feeling after the examination. Colonoscopy is an examination
conducted by inserting a tube with a small camera at the tip into the rectum from the
anus. They carried out the usual examination for half of the patients; for the other
half, they left the instrument in the body for about one minute in addition to the usual
examination. Both groups had the same discomfort at the peak time, but the former
normal examination group had a lower degree of discomfort at the end than the latter
group and the discomfort time was shorter. Nevertheless, the former examination
group, who showed a large difference between the peak and the end, showed more
discomfort as a whole in the retrospective evaluation. In addition, the latter group
had a higher proportion of agreeing to the notification of endoscopic re-examination
after 5 years than the normal examination group. In general, one may think that the
normal examination is more desirable than the examination leaving the instrument
in the body for an additional one minute in the preliminary evaluation. However, in
this way, the happiness or unhappiness that people felt after the experience varied
from what was actually experienced at that time and what was evaluated beforehand.

7.7.5 Decision Making and Multi-attribute Value

How can people live happily? Certainly, it seems that some financial resources are
necessary to achieve a happy life. However, no matter how much money we earn, it
is not necessarily true that we can be happy because of it. The relationship between
money and happiness is not so strong.

In order to be happy, as it is assumed in traditional economics, should we instead
find anoption that gives the greatest value andmake consistent and rational decisions?
Such actions of seeking rationality seem to lead one to unhappiness rather than
happiness. It also does not seem true that strategically having relationships with
others as assumed in game theory leads you to happiness. Rather, people seem to
search for a moderate option and adopt it if they can be satisfied to a certain extent
and feel happiness by behaving cooperatively and fairly with the other people. Other
research results reveal that happy individuals become happier by being kind to others
(Otake, Shimai, Tanaka-Matsumi, Otsui, & Fredrickson, 2006).

In the field of psychology, critical thinking had been temporarily admired, and
critical consideration had been emphasized. Critical consideration of things may
be necessary to some extent to prevent us from being deceived or outdone by other
people.However, thinking toodeeply or critically canhaveus doubt people or, indeed,
make our lives unpleasant. Ifwemake decisionswithout thinking sufficiently,wemay
have to regret being deceived or making too irrational decisions. Having a regretful
experience could make us unhappy. However, even if such an unhappy event has
been experienced, if the difference between the peak and the end does not change
drastically, the happiness eventually remembered is not so low.
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Computer simulation results indicate that even if we make decisions contrary to
rational decision making as suggested here, the final result is not so different from
the result of rational decision making (Gigerenzer, Todd, & The ABC Research
Group, 1999; Payne, Bettman, & Johnson, 1993; Takemura et al., 2015). Although
it may seem like irrational decision making, I do not think that it is a bias or an error
that should be corrected immediately. We may find happiness in life by associating
ourselves with others based not on strategies but on personality, and with a moderate
desire and experiences of various failures, reflect on them as we try to live a positive
and joyful life.

Box 2: Gerd Gigerenzer
was born in 1947. He received Ph.D. from the University of Munich in 1977.
He studies human judgment and decision making in uncertainty. He proposes
some heuristics that make us smart and rational in an uncertain world using
the terms of the adaptive toolbox. He is Director Emeritus of the Center for
AdaptiveBehavior andCognition (ABC) at theMaxPlanck Institute forHuman
Development.

Phograph: Franz Johann Morgenbesser
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nm5MQb-nCyXP1-nEmzht

https://www.flickr.com/photos/vipevents/14010756670/in/photolist-nm5MQb-nCyXP1-nEmzht


234 7 Deployment on the Consumer’s Interaction Research …

Summary

– People are communicating in an economic society. Communication between two
people consists of a two-way interaction, but as the number of members increases
from tripartite to quadripartite, the combination of interactions increases dramat-
ically and the way of communication becomes dramatically complicated as well.

– The interaction in economic behavior is complicated, and the theory dealing with
this interaction is game theory.

– In game theory, concepts like the Nash equilibrium point and the Pareto optimum
are important.

– Communication can be done strategically in circumstances where the interests
of each person are conflicting and they are assumed to behave strategically as in
game theory. Nonetheless, mutual communication increases trust, brings about
cooperation, and suppresses the emergence of social dilemmas to a certain extent.

– In communication in society, there exist not only the so-called WoM between
people but also large-scale information transmission by newspapers, magazines,
television programs, and so on (also called mass communication) and information
transmission by other forms of media, such as the Internet. Regarding the influ-
ence of mass communication, Katz and Lazarsfeld proposed a two-step theory,
which states that communication passes through two steps from opinion leaders
to followers.

– Regarding the diffusion process of innovations, such as ideas and technologies,
Rogers (2003) proposes that there are decision making processes, such as knowl-
edge, attitudes, decision, execution, and beliefs, and there are five groups of people
involved: innovators (those who adopt new innovations early), the early adapters,
the early majority, the late majority, and the laggards, who finally introduce inno-
vations and popular things.

Recommended Books and Reading Guides for More Advanced Learning

– Luce, R. D., & Raiffa, H. (1957). Games and decisions: Introduction and critical
survey. New York, NY: Wiley (Dover Publications; Reprint version).

This book is a classical text of game theory dealing with interaction in economic
behavior carefully explained from an introductory point of view.

– Rogers, E. M. (2003).Diffusion of innovation (5th ed). New York, NY: Simon and
Schuster.

This book explains how innovations, such as new technology, new products, and new
lifestyles, spread and become popular. According to the author, innovation increases
uncertainty by increasing the people’s decision making options.

– Camerer, C. F. (2003). Behavioral game theory: Experiments in strategic inter-
action. In Roundtable Series in Behavioral Economics. Princeton, NJ: Princeton
University Press.
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This book provides the first substantial and authoritative effort to integrate game
theory and psychological experimental study. The authors use psychological princi-
ples and hundreds of experiments to develop mathematical theories of interactions,
and clarifying relationships with game theory and traditional economics, and also
explain the findings of many behavioral game experiments.

– Ogaki, M., & Tanaka, S. (2017). Behavioral economics: Toward a new economics
by integration with traditional economics. Tokyo: Springer.

This book explains the basic concepts of behavioral economics in an easy-to-
understand manner, clarifying relationships with traditional economics, and also
explains the findings of recent neuroeconomics.

References

Abelson, R. P., & Levi, A. (1985). Decision making and decision theory. In G. Lindzey, & E.
Aronson (Eds.), The handbook of social psychology (3rd ed., Vol. 1, pp. 231–309). New York,
NY: Random House.

Axelrod, R. (1984). The evolution of cooperation. New York, NY: Basic Books.
Balliet, D. (2010). Communication and cooperation in social dilemmas: A meta-analytic review.
Journal of Conflict Resolution, 54(1), 39–57.

Colman, A. M. (1982). Game theory and experimental games (1st ed.). Oxford, UK: Pergamon
Press.

Colman, A. M. (1995). Game theory and its applications in the social and biological sciences (2nd
ed.). Oxford, UK: Butterworth-Heinemann.

Cosmides, L. (1989). The logic of social exchange: Has natural selection shaped how humans
reason? Studies with the Wason selection task, Cognition, 31, 187–276.

Davis, M. D. (1970). Game theory: A nonthechnical introduction. New York, NY: Basic Books.
Davis, D. D., & Holt, C. A. (1993). Experimental economics. Princeton, NJ: Princeton University
Press.

Dawes, R. M. (1980). Social dilemmas. Annual Review of Psychology, 31, 169–193.
Dawes, R. M., & Thaler, R. H. (1988). Anomalies: Cooperation. Journal of Economic Perspectives,
2(3), 187–197.

Deutch, M. (1973). The resolution of conflict: Constructive and destructive processes. New Haven,
CT: Yale University Press.

Diener, E., Horowitz, J., & Emmons, R. A. (1985). Happiness of the very wealthy. Social Indicators
Research, 16, 263–274.

Diener, E., & Oishi, S. (2000). Money and happiness: Income and subjective well-being across
nations. In E. Diener & E. M. Suh (Eds.), Culture and subjective well-being (pp. 185–218).
Cambridge, MA: MIT Press.

Diener, E., Suh, E. M., Lucas, R. E., & Smith, H. E. (1999). Subjective well-being: Three decades
of progress. Psychological Bulletin, 125, 276–302.

Dixit, A. K., & Nalebuff, B. J. (1991). Thinking strategically: The competitive edge in business,
politics and everyday life. New York, NY: W. W. Norton & Company.

Dunbar, R. I. (1998). The social brain hypothesis. Evolutionary Anthropology, 6, 178–190.
Eiser, J. R., & Bhavnani, K. K. (1974). The effect of situational meaning on the behavior of subjects
in the prisoner’s dilemma game. European Journal of Social Psychology, 4, 93–97.

Frank, R. H. (1988). Passion within reason: The strategic role of the emotions. New York, NY: W.
W. Norton & Company.



236 7 Deployment on the Consumer’s Interaction Research …

Fujii (2003). Shakaiteki jirenma no shohōsen: Toshi, Kōtsū, kankyō mondai no shinrigaku [Pre-
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neering science course 33]. Tokyo, JP: Kyoritsu Publishing.

Kahneman, D. (1999). Objective happiness. In D. Kahneman, E. Diener, & N. Schwarz (Eds.),
Well-being: The foundations of hedonic psychology (pp. 3–25). New York, NY: Russel Sage.

Kameda, T. (1994). Shūdan ishikettei to shakaiteki kyōyūsei [Group decision making and socially
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people: Social psychology of aggressiveness]. Tokyo, JP: Saiensu Sha Co., Ltd.
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Chapter 8
Consumers’ Preference Construction,
Affects, and Neuroscientific Research:
Research on Consumer’s Preference
and Neuromarketing

Keywords Preference construction ·Mere exposure · Gaze cascade ·
Decision making process · Affect ·Mood · Emotion · Prospect theory ·
Neuromarketing · Neuroeconomics

“Why did you choose that option?” When asked to explain their choice, consumers
are likely to offer the following explanation: “I made the choice because I prefer it
more than the other options.” This basic explanation of the decision making process
involved in making a choice or preference is widely accepted in real-life situations.
Moreover, it is also commonly accepted in social science research on decision mak-
ing. In this chapter, we provide an in-depth discussion of the preference construc-
tion. In this chapter, I explain the consumer’s preference construction, the effects
of feelings such as moods and emotions on the decision making process from the
viewpoint of prospect theory, which has been studied vigorously, especially in the
fields of behavioral economics and neuroeconomics. I explain the relation of prospect
theory with the problems of affect, along with the related neuroscientific findings.
Furthermore, I briefly describe the definition of affect and the development of affect
research and explain the methods of affect manipulation and affect measurement.
Next, I explain the influence of affects on the decision making process related to
economic behaviors based on prospect theory and present the experiment examples
related to it. Then, I theoretically examine the influence of affect on decision mak-
ing based on the findings of neuroeconomics related to prospect theory and affect.
Finally, I discuss the implications of these findings on consumer behavior research
and marketing.
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8.1 Preference Construction and Economic Psychology

Traditional economicsposits that economic behavior is predicted by the utility func-
tion that expresses preference relations (Ideno & Takemura, 2018). Hence, gaining a
better understanding of the preference relations inferred from the choice relations can
help determine the utility function. However, we have yet to fully examine the prob-
lems related to preference construction, namely, how preferences are formed and how
such preferences are related to options. In fact, even though Nishibe (1975) already
emphasized in the 1970s the importance of the problem of preference construction
in his work entitled “Socio-Economics”, this problem has only gained attention in
the field of behavioral economics and behavioral decision theory in recent years.

According to psychological studies, preference construction depends on multiple
factors, including an inherent fondness for something, past experiences as shown in
operant conditioning, and the current situation. Thus far, the psychological research
on preference construction has centered on the idea that one’s current situation influ-
ences preference and preference relations (Lichtenstein & Slovic, 2006). According
to Fujii and Gärling (2003), preference is made up of two components: (1) a part
(contingent preference) formed depending on the situation, and (2) a stable part (core
preference) formed by experiences until the time of decision making. The current
research is biased toward the contingent preference.

Although our decision making has an aspect of continuity as it is repeated in our
daily lives, the notion that preference is formed by a past choice has yet to be fully
examined in the literature. Therefore, we aim to re-evaluate the meaning of choice
in this chapter by focusing on the idea that preference is developed through repeated
daily decisionmaking processes. The aimof this chapter is to experimentally evaluate
the influence on subsequent preference relations of the choosing actions that are not
linked with preference.

8.2 Situation Dependence in the Preference Construction
Processes

Situation dependence has been emphasized in psychological research on prefer-
ence construction processes. The “preference reversal effect” (Lichtenstein&Slovic,
1971) and the “framing effect” (Tversky&Kahneman, 1981) are often cited asmain
examples of decision making that demonstrate situation dependence. In the context
of behavioral decision theory and behavioral economics, these phenomena are not
necessarily treated as instances of preference construction; nevertheless, both have
important implications concerning preference construction.

According to the preference reversal effect, the preference relations vary according
to the statement procedures of such relations. As shown in Table 8.1, the typical
procedure of the preference reversal effect is a set featuring matching and preference
tasks (Tversky, Sattath, & Slovic, 1988). In the matching task, the participants are
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Table 8.1 Task examples used in the preference reversal effect

Choice tasks Matching tasks

Traffic accident
deaths

Cost Traffic accident
deaths

Cost

Measure
X

500 $550,000 Measure
X

500 ?

Measure
Y

570 $120,000 Measure
Y

570 $120,000

Source Takemura (2014) and Tversky et al. (1988)

required to estimate the amount of measure X, which is equivalent to measure Y
(570 people, $12 M). Assuming that the participant estimated $200,000, based on
the results of the matching task, we can say that the preferences for measure X
(500 people, $200,000) and measure Y (570 people, $120,000) are equivalent, so
the choice of measure Y is predicted in the choice task. However, in that study,
many participants actually chose measure x. Hence, the preference reversal effect is
considered as a deviation of procedural universality, in which preference is reversed
by the procedure of preference statement (Lichtenstein & Slovic, 1971).

Meanwhile, the framing effect is a phenomenon, wherein the decision making
results vary depending on how differently the decision making problems are pre-
sented even for the same problem. Such an effect is considered a phenomenon that
deviates from the descriptive universality, which indicates that the same decision
making problems have the same result. For example, in the disease problem in Asia,
which is a representative task, we have reported that choice results change depending
on the inclusion of expressions, such as “saved” (or “died”), in the description of the
presented options. Regarding these various phenomena on the situation dependence
of decision making, theoretical developments include prospect theory (Tversky &
Kahneman, 1992) and the contingent focus model (Fujii & Takemura, 2001; Take-
mura, 1994; Takemura & Fujii, 2015). By contrast, in decision research literature,
not many studies have recently investigated the construction process by which stable
preference such as liking is formed.

Although the preference reversal effect and framing effect, along with various
theories presented, help explain the process of preference construction, they do not
deal directly with such a problem. Therefore, instead of investigating studies on the
problem of the situation dependence of decision making, we examine those studies
dealing with the following problems: preference change after making a choice, the
relationship between physical contact and the psychological gaze (viewing), and
the notion that preference is formed by choice. These problems conflict with the
commonly accepted premise in decision making research.



242 8 Consumers’ Preference Construction, Affects …

8.3 Exposure and Preference Construction

In making a decision, the basic premise is that options are perceived and actions are
chosen. Even when choices are made in some vague way, or even when the attributes
of different options are carefully examined, exposure to options is a prerequisite. In
the following, we list the phenomena exemplifying the idea that being exposed to
options, such as viewing and touching, facilitate preference construction.

8.3.1 Mere Exposure Effect

The “mere exposure effect” states that experiencing an object (or being exposed to it)
helps a person form a preference and influences that person’s subsequent choice of
action (Zajonc, 1968). This effect describes a phenomenon, wherein the preference
for an object increases by repeatedly experiencing that specific object. Using mean-
ingless words and kanji for stimuli, among others, Zajonc (1968) demonstrated that
the evaluation value of favorableness for objects increased after the repeated presen-
tation of approximately five times. In addition, even in the two options in the forced
choice task, which used a stimulus presented for a short time and another stimulus
seen for the first time, the choice rate for the former stimulus shown in advance
is significantly higher than the choice rate for the latter (Kunst-Wilson & Zajonc,
1980). One hypothesis employed to theoretically explain the mere exposure effect is
perceptual fluency, which posits that processing becomesmore “fluent” when objects
are perceived through repeated exposure, resulting in one’s increased affinity for that
object. In addition, Zajonc (2001) attempted to explain the mere exposure effect
in relation to conditioning, stating that a correspondence relationship is developed
through the repeated experience of a certain stimulus.

Themere exposure effect attracted increased attentionwhenmany studies reported
the preference construction under the condition of subconscious exposure to a stim-
ulus (Bornstein, 1989; Bornstein, Leone, & Galley, 1987; Monahan, Murphy, &
Zajonc, 2000; Murphy & Zajonc, 1993; Zajonc, 2001). Bornstein et al. (1987), for
example, reported that preference is formed even with the stimulus presentation of
about 4 ms. Given that the mere exposure effect is also observed even with a sublim-
inal stimulus, he proposed affect–cognition theory (Zajonc, 1980), which states that
the occurrence of affect is a prerequisite before cognition is established. However,
the important point in relation to the current chapter is that preference is formed even
with passive exposure to a stimulus.
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8.3.2 Gaze Cascade Effect

Meanwhile, other studies examined the “gaze cascade effect,” which hypothesizes
the relationship between active gaze and preference construction based on the mea-
surement of eye movements in two options under forced choice situations (Shimojo,
Simion, Shimojo, & Scheier, 2003). The gaze cascade effect is substantially different
from the mere exposure effect in that the former argues that preference is formed
by an active gaze. As hypothesized in the preferential gaze method, gazes reflect
two factors: seeing a more preferable object and liking it by seeing it (Fantz, 1963).
Shimojo et al. (2003) used preference judgment tasks in examining the interrelation
between looking at an object of interest and liking it by seeing it. Figure 8.1 (left)
shows the bias of gazing when conducting the choice task of two face photographs.
Figure 8.1 (right) presents the task of choosing a face photo with a rounder outline
for the two face photographs. In their experimental results shown in Fig. 8.1 (left),
when performing the preference judgment task, the likelihood of the line-of-sight
pointing toward the chosen object increases just before a choice to draw a cascaded
curve. Such findings lend support to the gaze cascade effect hypothesis. Under their
experimental conditions, they reported that such an effect only occurs when a pref-
erence judgment is made as a result of setting conditions for the object (e.g., the
roundness of facial contours in this case).

In their second experiment, Shimojo et al. (2003) examined the influence of active
gazes on choice bymanipulating the presentation time and position of the given stim-
ulus. Specifically, using the presentation time and position of the face photographs as
variables, the authors manipulated the participants’ active gazes in the task of choos-
ing which of the two face photographs was more preferable over the other. In terms
of position, three conditions were set; Condition 1: the left and right, Condition 2:
top and bottom, and Condition 3: center on the screen. In terms of presentation time,
each face photograph was presented in two levels: 300 and 900 ms. In Condition 1,
the face photographs were alternately presented one by one at the left and right posi-
tions of the screen. In Condition 2, the images were alternately presented one by one
at the top and bottom positions. In Condition 3, the photographs were alternately

Fig. 8.1 Gaze ratio until choice. Source Shimojo et al. (2003)
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presented one by one at the center of the screen. To manipulate the active gazes, the
photographs were alternately presented at the positions of the left and right or top
and bottom.

For the manipulation of gaze time, they used procedures in which one face pho-
tograph was presented for a short time (300 ms) and the other face photograph was
presented for a long time (900 ms). They set three levels for the number of repe-
titions of the photograph presentation (2, 6, and 12 times, respectively). A sample
experimental procedure is given as follows: In the case of the left and right presen-
tation condition, the experiment participants gazed at the face photographs one by
one, as presented on the left and right of the computer screen; on the final choice
screen, on which two face photographs are presented, they expressed their prefer-
ence by pushing either the left or right key. Their results indicated that the choice
rate (approximately 60%) of the face photograph presented for a longer time was
higher when the photographs were presented one by one under Conditions 1 and 2.
When the photographs were presented under Condition 3, because the choice rate of
the face presented for a longer time did not increase, they concluded that the active
gazes were determinants of preference construction (Shimojo et al., 2003).

8.4 Effect on Preference of Tactile Exposure and Making
Things Yourself

Exposure, apart from seeing (viewing) an object, involves touching an object with
one’s bare hand. Several studies have shown that touching or holding an object is
a main contributor to preference construction. For instance, using mugs, Peck and
Shu (2009) reported that the ownership and preference for an object increased after
actually touching the object, compared with the situation, wherein the object was not
touched. In their research background, Peck and Shu (2009) cited the research on the
endowment effect (Kahneman, Knetsch, & Thaler, 1990). According to the “endow-
ment effect,” one’s assessment of the value of what he/she owns has a close relation-
ship with whether he/she has touched or held that object (Chark & Muthukrishnan,
2013; Wolf, Arkes, & Muhanna, 2008), such that both ownership and preference
increase upon exposure to an object.

Another concept that suggests the influence of exposure on preference is the so-
called IKEA effect reported by Norton, Mochon, and Ariely (2011). They reported
that one’s preference for a product increases when he/she has made that product
him/herself, as in the case of a self-assembled IKEA furniture, origami, DIY cre-
ations, and so on. Norton and colleagues called this the “IKEA effect.” Through tasks
such as assembling IKEA’s products and creating origami themselves, the authors
reported that the participants’ preference for products they made themselves actu-
ally increased. Based on such findings, they proposed the hypothesis that labor forms
preference. In that work, Norton et al. (2011) also discussed the relationship with
sunk cost.
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On the basis of such studies, we can say that various phenomena, such as “seeing
(viewing) an object,” “touching an object,” and “making an object” all contribute to
preference construction. In the subsections below, we outline the previous studies
dealing with preference construction by choice experiences.

8.5 Cognition of Choice and Preference Construction

A person makes numerous decisions throughout the day, and his/her previous choice
experiences are likely to determine the choices he/she subsequently makes. In this
subsection, we explain previous research, which reported the idea that preference is
formed after experiencing a choice.

8.5.1 Cognitive Dissonance Theory and Preference
Construction by Choice

The choices we make do not necessarily allow us to end up with a high-preference
option (Ideno & Takemura, 2018). For example, in the “sour grapes” story found in
Aesop’s Fables, if one cannot choose an option with a high preference, after making
a certain choice, he/she can then evaluate that option as a high-preference option
and the option not chosen as a low-preference option. The attitudinal changes that
occur when choice and preference do not match are explained in the literature using
cognitive dissonance theory.

In a state of cognitive dissonance, discomfort and tension increase when an incon-
sistency (dissonance) among cognitive factors occurs and a person is motivated to
reduce such dissonance; hence, in this theoretical framework, a change in attitude
is predicted by cognition and behavior (Festinger, 1957, 1964). For example, if the
option for which one has shown the same degree of preference is chosen once, the
preference for the subsequently chosen option increases and the preference for the
other option not chosen decreases. In other words, cognitive dissonance theory posits
that “preference is formed by choice.”

Recently, some studies have re-investigated the phenomenon of preference change
induced by one’s choice (Chen & Risen, 2010; Izuma et al.,2010; Lieberman,
Ochsner, Gilbert, & Schacter, 2001; Simon, Krawczyk, & Holyoak, 2004). This
is an experimental approach initiated by Brehm (1956), in which he used an experi-
mental paradigm called the “free choice paradigm.” Figure 8.2 presents the flow of
the experiment. In this paradigm, the preferences are measured before and after the
measurement of preference relationships (Stage 2 choice tasks). The procedures that
are used to measure the preferences in Stages 1 and 3 are favorableness evaluation
(or ranking evaluation). The evaluation objects used to include products and painting
prints. Here, evaluation is required for numerous products, including products used
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Stage 1
Favorableness

evaluation
(Ranking evaluation)

Stage 2
Choice tasks

Stage 3
Favorableness

Evaluation
(Ranking evaluation)

Fig. 8.2 Experimental flow of the free-choice paradigm

as options in Stage 2. In order to estimate the effect of choice on preference, the
amount of change is calculated based on the evaluation values obtained in Stages
1 and 2 for the objects used as options in Stage 2, which are then used as indexes.
Previous studies have shown that the evaluation values for objects adopted at Stage 2
further increased at Stage 3 than at Stage 1, and that the evaluation values for options
not adopted at Stage 2 further declined at Stage 3 than at Stage 1 (Brehm, 1956;
Festinger, 1964; Gerard & White, 1983; Lieberman et al., 2001).

Regarding the free-choice paradigm, some authors have argued for the opposite
notion: preference is not formed by choice (Chen & Risen, 2010). Many options
used for choice tasks at Stage 2 are objects that do not show significant difference
in the evaluation results at Stage 1. In recent years, researchers have examined the
possibility that a difference can be seen at Stage 3 because the difference between
the objects has been recognized based on the resulting choice at Stage 2.

Izuma et al. (2010) used an image of the brain function during the tasks in Stages
1–3 and analyzed the participants’ decisions based on the free-choice paradigm. In
this case, they used striatal activity as an index of preference. Many studies have
shown that the corpus striatum is activated when the prediction of favorable results
and rewards is presented. The experimental results of Izuma et al. (2010) indicated
that, in the comparison between Stages 1 and 3, the evaluation value of the object not
chosen at Stage 2 changed, and the activation of the corpus striatum was reduced.
They concluded that preference is formed by choice not only at the behavior level,
such as favorableness evaluation, but also at the activity level of the brain (Izuma
et al., 2010).

Thus far, we have dealt with various phenomena, such as increased and decreased
preference after the measurement of preference relations. The above-mentioned
studies are considered as research on changes in preferences for objects by
stating preference relations and their influence on subsequent choices. In addition
to this research, we also examine the commitment effect (i.e., the evaluation of held
objects increases during the decision making process) as a phenomenon related to
the preference construction after making a choice (Brockner, 1992; Kiesler, 1971;
Klinger, 1975).
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8.6 Experiments Dealing with the Preference Construction
Process

The various phenomena we have discussed above exemplify the favorableness eval-
uation after stating the preference relationship (Ideno, & Takemura, 2018). So far,
we have yet to discuss the preference construction for the object itself. Thus, we
examined the possibility of preference construction by choice behavior while con-
trolling the exposure experience of options (Ideno et al., 2011a, 2011b; Takemura
et al., 2012). The choice behavior used in the following experiments is designed to
control, as much as possible, the influence of the statement of preference relations in
order to examine the influence on preference construction of choice behavior itself.
Specifically, we investigate whether choice behavior based on visual judgment, such
as size judgment, has an influence on subsequent preference relations. Each exper-
iment consists of three phases: (1) the perceptual judgment task, (2) the preference
judgment task (two options choice), and (3) the favorableness evaluation. The percep-
tual judgment task performed was a choice task unrelated to a preference statement.
This task was created for the purpose of manipulating the number of choices of a
specific stimulus. In Phase 2, the preference relations were measured according to
the choice task of the two options. In Phase 3, the favorableness evaluation of objects
was used for choice.

8.6.1 Experiment Using Meaningless Figures

In the perceptual judgment task in Phase 1, two meaningless figures were presented
to the left and right; by seeking the judgment related to size, the number of choices
for the stimulus was manipulated (Ideno & Takemura, 2018). In this research frame-
work, the preference judgment in Phase 2 and the influence of figures in Phase 3
on the favorableness evaluation were examined based on the number of choices of
meaningless figures targeted in Phase 1. The experimental hypothesis states that
the preference for the stimulus chosen many times in the perceptual judgment task
increases. In this choice task, the multi-choice stimulus was chosen.

We conducted a preliminary survey to sample random figures with similar pref-
erences (Fig. 8.3). They used the random figures presented by Attneave and Arnoult
(1956) and Vanderplas and Garvin (1959). We sampled 10 octagonal meaningless
figures in the preliminary experiments. These figures have low association values
with concrete things and equivalent favorableness values. In the choice task, we used
two stimuli as the target stimuli, and for the perceptual judgment tasks, they used
four stimuli as fillers.

Twenty-two university students were asked to respond accurately and as fast as
possible. Specifically, they were asked to choose which of the stimulus displayed
on the left and right parts of the screen was larger (or smaller). The characters
(“large” or “small”) displayed at the center of the screen were task assignments, and
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Fig. 8.3 Two stimuli used as targets

the participants were asked to respond with the left and right keys (e.g., “a,” “l”). In
addition, wemanipulated the number of choices by preparing stimuli that were larger
(or smaller) than the targets; this was done by expanding or contracting the four filler
stimuli by 10% in advance. A total of 96 trials were conducted. We adjusted the
number of presentations of the stimuli so that all the stimuli would be equalized; in
addition, we counterbalanced the stimuli presentation positions and the positions of
the response keys. We designed the task so that participants would do the following:
choose one of two targets 32 times (hereinafter called “multi-choice target”), choose
the remaining targets 0 times (hereinafter called “non-choice target”), and choose
each filler 16 times.We did not conduct trials using two targets. This was because we
wanted to prevent the choice of both targets from affecting the subsequent preference
judgment.

8.6.1.1 Preference Judgment Tasks

In this part of the experiment, we used two targets and four fillers different from
the perceptual judgment task. We also changed the positions of the left and right for
all combinations and asked the participants to choose their preferred stimulus. We
conducted 30 trials, 2 of which used the two stimuli of the targets. We randomly
assigned the presentation order.

A total of 19 participants were analyzed after excluding three participants with a
mis-response rate exceeding 10% in the perceptual judgment task. Table 8.2 presents
the preference judgment task in Phase 2 for the two targets and the favorableness
evaluation using seven points scale results of Phase 3.

Regarding the preference task, the results indicate that the number of choices of
the multi-choice target of the perceptual judgment task was significantly larger than
that of the non-choice target (65.8 vs. 34.2%), as indicated by the direct probability
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Table 8.2 Result of
preference judgment tasks
and evaluation task

Multi-choice target Non-choice target

Number of choice
(%)

25 (65.8%) 13 (34.2%)

Average evaluation
value

3.11 3.26

Note The stimuli used in the experiment were evaluated using the
seven-stage scale method (from 1: “like” to 7: “dislike”)

test (p = 0.037). This finding suggests that preference is formed by a choice that is
not related to preference.

8.6.1.2 Evaluation Task

Once the above two tasks were completed, the preferences of 30 stimuli, includ-
ing the stimuli used in the experiment, were evaluated using the seven-stage scale
method (From1: “like” to 7: “dislike”).We randomly assigned the presentation order.
Next, we performed the t-test based on each participant’s given evaluation value. We
observed no significant mean difference [3.11 for high-frequency object vs. 3.26 for
low-frequency object; t(18) = 0.33, n.s.].

In this experiment procedure, wemeasured the favorableness evaluation after con-
ducting the preference tasks. Comparedwith the free-choice task paradigm, the Stage
1 favorableness evaluation was implemented, assuming that it corresponded with the
choice tasks and the favorableness evaluation in Stage 2 and Stage 3, respectively.
Therefore, based on the average evaluation value in this experiment, we predicted
a difference between the non-choice and multi-choice targets; however, the results
indicated no such difference.

Using the target option in the choice task, in this experiment, two trials were
conducted for each choice. The choice results can be divided into two groups: (1)
choosing the same option twice, and (2) choosing different options. Next, we checked
the difference between the average evaluation value (3.0, SD= 1.7) of the meaning-
less figures chosen in Phase 2 by the experiment participants (14 people) who chose
the same option twice and the evaluation value (3.5 SD = 1.2) of the meaningless
figures that were not chosen. This was done in order to examine the favorableness
evaluation after making a choice. Based on the results, no significant difference can
be found [t(13) = 0.82, n.s.].

8.6.1.3 Interpretation of the Experimental Result

Using meaningless figures in this experimental condition, results indicate that pref-
erence can be formed by a choice that is unrelated to preference. However, the
problem with this experiment was that we did not control the gazes while the par-
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ticipants were performing the perceptual judgment task. Thus, when performing the
perceptual judgment task, each participant’s preference might have increased by see-
ing more stimuli. Shimojo et al. (2003) reported a choice rate by the gaze cascade
effect of approximately 60%, which is just about near the choice rate (65.8%) shown
in our result. This finding suggests that preference could be formed by choice.

Furthermore, in this experiment, we adopted a procedure of conducting favorable-
ness evaluation after making a choice. This procedure corresponds to those followed
in Stage 2 and Stage 3, which have been used in previous similar studies on pref-
erence change by choice. Past studies on preference change by choice have shown
that chosen options are evaluated more favorably after a choice is made, and that
products that have not been chosen are evaluated as having lower preference value.
However, in the current research, no difference exists in the favorableness evaluation
between the target adopted in the choice task of Phase 2 and the target that has not
been adopted. This result is different from the prediction made by studies on prefer-
ence change by choice. Regarding this experiment, we may be able to say that the
influence of usingmeaningless figures to control the degree of preference for stimuli.

8.6.2 Experiment Using Mineral Water Bottles

In this experiment, we also used the experimental paradigms ofmeasuring preference
relations and evaluating favorableness after conducting perceptual judgment tasks
(Ideno&Takemura, 2018). In this task, a discriminative stimuluswas presented in the
form of an image of a mineral water bottle, after which the participants would press
a key corresponding to the bottle presented with a specific discriminative stimulus.

We conducted a preliminary survey so that we can identify the mineral water
brands, with which the experiment participants had no previous choice experience. In
the preliminary survey,weasked13university students three questionswhile showing
images of 20 kinds of mineral water bottles one by one. All 20 kinds of bottles were
made in foreign countries, and the experiment group members gathered products
they had never seen before. The evaluation average of two items (“favorableness”
and “happiness”) was calculated for each product. Among them, we selected a pair
of products with a small difference in the evaluation average for any item as the
experimental stimulus. The final products obtained from this preliminary survey
included the following: the Italian-made BrioBlu (hereafter called “Product B”) and
American-made Penta (hereafter called “Product P”).

This experiment involved 133 undergraduate and graduate students. For the pre-
sentation of the stimuli, we used personal computers and monitors. In addition, we
used the EyeLink CL Illuminator TT-890 (SR Research Ltd.) for measuring each
participant’s eye movements. The experiments were conducted individually.
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8.6.2.1 Perceptual Judgment Task

The flow of one trial is shown in Fig. 8.4. After a gaze point was presented, a
discriminative stimulus (i.e., a triangle and an inverse triangle) was given, and the
images of Product P and Product B were simultaneously presented on the left and
right parts of the screen, respectively. The presentation times of the screen on which
both bottles were presented were set to four time periods, namely, 400, 800, 1200,
and 1600ms, respectively. Four kinds of presentation times were provided in order to
prevent the prediction of such presentation times. Next, we presented a discriminative
stimulus to both images. The participants were asked to press the button on the
presented side of the same triangle mark as the discriminative stimulus, when a
triangle mark was presented on a bottle. The key corresponding to the left bottle
was labeled “A,” and the key corresponding to the left bottle was labeled “L.” After
choosing a product, the chosen product image disappeared from the screen, and the
image of the unchosen product was presented at the same duration (800 ms) and
position. In order to control the gaze time for each product, we had to present the
unchosen product.

As the presentation conditions of the stimulus, equal-frequency conditions were
provided, wherein Product B and Product P were chosen with an equal frequency,
along with a high-frequency condition, where each of Product B and Product P was
chosen more by the participants. For example, in the high-frequency condition of
Product B, a discriminative stimulus was presented for Product B at a frequency of
80 trials out of a total of 88 trials. After completing the practice trial of a perceptual

Fig. 8.4 Trial image of the perceptual judgment tasks for experiment 2
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judgment task, we set the eye camera and proceeded to conduct the trial of the
perceptual judgment task. Next, the choice task and favorableness evaluation were
carried out. Upon completion, we gave the participants the products they chose in
the choice task as their reward for participating in the experiment.

The experiments were conducted individually. After completing the practice trial
of a perceptual judgment task, we set the eye camera and proceeded to conduct
the trial of the perceptual judgment task. Next, the choice task and favorableness
evaluation were carried out. Upon completion, we gave the participants the products
they chose in the choice task as their reward for participating in the experiment.

8.6.2.2 Choice Task

For this task, we presented two products on the left and right sides of the monitor
and requested the participants to choose which product they would bring home. We
counterbalanced the presentation positions of the two products for each experiment
participant. The number of choice for product Bwas 80 for high-frequency condition,
44 for equal-frequency condition, and 8 for low-frequency condition, respectively.
The number of choice for product P was 8 for high-frequency condition, 44 for
equal-frequency condition, 80 for low-frequency condition, respectively. The results
of the choice task for each of the low-frequency and high-frequency choice targets
of the perceptual judgment task indicated the number of choices of the preference
judgment task of the low-frequency choice stimulus was 45 times (43%) and that of
the high-frequency choice stimuluswas 60 times (57%). The choice probability of the
high-frequency choice products tended to be higher than that of the low-frequency
choice products. However, this value is lower than the 65.8% rate of the multi-
choice condition and the 60% rate reported by Shimojo et al. (2003). No significant
difference can be found (p = 0.17, n.s.) after performing the exact probability test
based on the number of choices of the preference judgment task.

8.6.2.3 Evaluation Task

Here, we presented each product on a monitor and asked the participants to use the
nine-stage scale in evaluating the favorableness of each product.We counterbalanced
the presentation order of the two products for each experiment participant. Next, we
tested the difference between the average values on the basis of the evaluation value
for each product. The results indicate no difference in the average evaluation value
of high-frequency choice products [5.97 for high-frequency product vs. 5.74 for
low-frequency product, t(104) = 0.97, n.s.].
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8.6.2.4 Gaze Time

Wealso calculated the average gaze time for the high-choice and low-choice products
in the perceptual judgment task of the experiment participants who had a high capture
rate of eye movements (equal-frequency condition: 11 people, B high-frequency
condition: 16 people, P high-frequency condition: 16 people).

In this experiment, we aimed to predict the longer gaze time for products with
many choices in the perceptual judgment task. Thus, we presented non-choice targets
for 800 ms after the choice. Our aim was to increase the gaze time for products with
a few choices. The average gaze time of each product until the choice for each trial
indicates a large amount of gazing at multiple options. The gaze time is longer for
products with a few choices than for products with many choices. After testing the
difference between the average gaze time of products with many choices and that of
products with a few choices, we found a significant difference [t(31)= 3.05, <0.01].
Furthermore, the products with a few choices had a higher number of gazes than the
products with more choices.

8.6.2.5 Interpretation of the Experimental Result

In this experiment, we examined the influence of choice behavior on preference
construction by controlling the products during the perceptual judgment tasks. From
the examination of the gaze time, we found that the gaze time for products with a
few choices was significantly longer than that for products with many choices. We
controlled the gaze time for products with many choices in the perceptual judgment
task. Furthermore, in this experiment, the products were used for stimuli, and the
preferences were measured with the choice task of giving away products. The results
of the preference judgment task revealed that the choice rate of products with many
choices is 57.1%. This value is lower than that recorded in the former experiment
and the value reported by Shimojo et al. (2003). The analysis of products with many
choices in the perceptual judgment task depending on the type showed a tendency to
be different depending on the kind of product presented. This finding suggests that
the effect of a preceding choice task is not necessarily large in the choice task of
products that are actually given away.

8.7 Consumer’s Preference Construction and Future
Perspective

In this section, after reviewing the psychological findings on preference construction
processes, we presented our experimental study focusing on the causal relation, in
which choice leads to preference. Contrary to the almost implicit common idea of
choice by preference, we focused on the aspect of preference by choice by perform-
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ing related laboratory experiments and then analyzing the results. In Experiment 1,
the stimuli used in the experiment were meaningless figures, and the choice objects
were objects hardly encountered in daily life. The results indicate that the choice
itself could contribute to the formation of preference. By contrast, we also examined
the relationship between choice and preference using familiar products (i.e., mineral
water bottles). The effect of choice in the mineral water experiment is not recognized
as much as in the meaningless figure experiment, suggesting that the degree of the
influence of choice actions varies depending on the choice objects. Given that the
preference judgment of mineral water bottles is a kind of decision making that is
repeatedly carried out on a daily basis, we can point out the possibility that prefer-
ence criteria can be formed in advance. In addition, we examined the favorableness
evaluation of chosen objects, no difference was found between the favorableness
evaluations of the chosen and unchosen options.

Indeed, decision making is a continuous process, and even a simple situation
shows that a certain choice influences a person’s subsequent choice. When we look
at the decision making process in detail, we need to perceive a relevant option before
we choose it. In the process of perceiving options, we must first be exposed to an
object by seeing and touching it. The relationship between sensory information at
the time of exposure to an object and the judgment and decision making that follows
is a theme that has attracted much attention in the area of sensitivity marketing
or embodied cognition, especially in recent years. Hence, the relationship between
preference construction and sensory information, which is the participant of this
research, should be examined further in the future.

Moreover, in the process after choice, wemay touch an object and gaze on it. Then,
after the choice, the next decision making stage follows. In psychological research,
so far, regarding the process after choice, we have hardly seen any development other
than the research on preference change by choice. If the preference for the object
continues to rise after making a choice, the reason why our mind chooses a different
option from the one we have chosen previously cannot be easily explained. Hence,
we consider the process that happens after making a choice and subsequent attitude
changes as the remaining issues that must be studied.

Finally, research on the relationship between preference and choice, as explained
in this section, involves a methodological issue as well: how to measure preference,
“favorableness evaluation,” or “choice.” This corresponds to the fact that the problem
of whether either method is justified in measuring preference in the matching tasks
or choice tasks has yet to be sufficiently elucidated in preference reversal research.
The research discussed in this chapter operationally defines preference and choice,
but this essential problem has yet to be fully explained. Thus, this is another problem
to be resolved by future studies.
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8.8 Consumers’ Affects and Economic Behaviors

Many studies have shown that affect affects decision making related to economic
behaviors (Chaudri, 2006; Ishibuchi, 2003; Takemura, 1996, 1997; Turley & Mil-
iman, 2000). For example, Donovan and Rossiter (1982) conducted an interview
survey to assess the affective value of stores. They found that when consumers eval-
uated the environment in the store as comfortable, their purchasing intention for
products was stronger. Moreover, they revealed that when consumers evaluated the
environment in the store as comfortable, purchasing intention increased with the
arousal level. However, when consumers thought that the store environment was
uncomfortable or had a neutral opinion (i.e., the store was neither uncomfortable nor
comfortable), the purchasing intention was not related to the arousal level.

Consumers’ affects influence not only their purchase behavior in stores but also
the acceptance effect of advertisements. Batra and Stayman (1990) experimentally
examined the influence of positive affects on the psychological effect of advertise-
ments. They had participants evoke positive affects by letting them read stories, after
which they examined the effect on brand evaluation using advertisements of printed
media. The results indicated that participants who evoked positive affects evaluated
brands more favorably than those in the control group. In addition, they asked the
participants to freely describewhat theywere thinking about while reading advertise-
ments to examine the acceptance process of advertisements. They analyzed the data
and found that positive affects suppressed deep thinking (refinement) about adver-
tising messages, suggesting that positive affects caused favorable brand evaluation.
Batra and Stayman (1990) also found that the suppressive effect on refinement by
positive affects became noticeable when the participants’ cognitive desire was weak
or when advertisements comprised weak messages.

Many other findings about such an affective effect have been published in the fields
ofmarketing and consumer behavior research over the past 30 years. Recently, studies
on psychological mechanisms and neuroscientific foundations have also become
more popular. This chapter explains the influence of affect on the decision making
of economic behavior from the viewpoint of prospect theory (Kahneman & Tversky,
1979; Tversky & Kahneman, 1992), which has been vigorously studied in the fields
of behavioral economics and neuroeconomics. Furthermore, I explain the relation of
prospect theory and the problems of affect, along with the relevant neuroscientific
findings.

This chapter first describes the definition of affect and the development of affect
research. It explains the methods of affect manipulation and affect measurement.
Next, I outline prospect theory in explaining the decisionmaking phenomena, discuss
the influence of affect on the decision making related to economic behavior based on
this theory, and further examine the influence of affect on decision making based on
the findings of neuromarketing using neuroscientific methods of decision making.
Finally, I consider the implications of these findings on consumer behavior research
and marketing.



256 8 Consumers’ Preference Construction, Affects …

8.9 Definition of Affect and the Development of Affective
Effect Research

8.9.1 Definition of Affect and the Trend of Affect Research

Although affects comprise a central research participant in psychology, researchers
have yet to agree on a standard definition (Endo, 2015; Ohira, 2010). The relatively
broad concept of affect, as explained byOhira (2010), is defined byOrtony,Clore, and
Collins (1988) as “evaluation responses to agents, things, events and circumstances,
which are information processing that one conducts in the mental process.”

On the one hand, relatively strong feelings accompanied by physiological arousal,
such as anger, fear, sadness, surprise, and joy, are called emotions. On the other hand,
the feelings that are not strong but lasts for a relatively long period of time are called
temper or mood. Some of these affects are grasped in terms of pleasure and discom-
fort, arousal, and so on,while some are related to the fundamental formof affects such
as joy and sadness. Basically, affects cannot be clearly defined like cognition, but
they are considered as mental activities that differ from ordinary cognitive activities.

Affects have always been considered in the history of psychology, and according
to Endo (2015), twomajor trends have emerged from the ancient history of thought to
modern times. One is the way of thinking that regards affects as factors that disturb
reason. This thought was proposed by philosophers such as Plato, Descartes, and
Kant. The other trend is the notion that affects are factors leading reason conversely,
as proposed by philosophers Aristotle, Smith, and Hume. These two major trends
exist in psychology in which a school of thought argues that cognitive evaluation is
an antecedent factor of affects (proposed by Lazarus), whereas another argues that
affects are antecedent factors of cognition (proposed by Zajonc and Damasio). In the
era when cognitivism was the mainstream, the standpoint of the latter was not the
mainstream. Nevertheless, the latter notion has attracted increased attention with the
recent recognition of the neuroscience of decision making.

8.9.2 Methods of Affect Manipulation and Measurement
of Affects

When studying the influence of affect on social behavior, causal relationships from
affect to economic behavior cannot be clarified by simply conducting correlation
analysis research. In general, in outdoor and laboratory experiments, researchers con-
duct experimental manipulation for one group of participants (experimental group)
to evoke some affects and not for the other group (control group) to examine the
influence of affect on economic behavior by comparing the occurrence rates in both
groups.
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Various methods have been adopted in the literature to manipulate affects. Among
these, the simplestmethod is to give some gifts. For example, researchersmay choose
to give free gifts, such as notebooks, clips, or cookies, or deliberately place a coin in
the change slot of a public phone. Previous studies have shown that such slight stim-
ulation evokes participants’ affects and affects their social behaviors. Other methods
include the hypnotic method, which manipulates affects by hypnotism; the task per-
formance feedback method, which makes false feedback, such as success or failure
after some tasks; the Velten method, which requires participants to evoke affects by
asking them to read a series of cards; and the recall interview method, which evokes
affects by interviews and manipulates affects with music, movies, or a certain kind
of smell.

Do such various methods that manipulate affects evoke the same affects? Is it
possible for a participant who had a positive affect by being told the success with
the task performance feedback method and another participant who had a positive
affect by listening to music to have the same affect? When using the former method,
it is highly likely that a sense of pride has also increased at the same time, whereas
in the latter case, a psychological process completely different from the former,
such as evaluation of music, might have occurred at the same time. Owing to those
possibilities, maintaining the reliability of the result would not be possible by merely
using one type of affect manipulation method; hence, in many cases, various affect
manipulation methods are used for experiments.

Using many methods to manipulate one affect is also effective in checking con-
vergent validity. Convergent validity ensures that if the measure is appropriate, then
the results of the two methods are quite similar even if a characteristic or concept is
measured with different methods. Previous studies have shown that similar behav-
ioral results can be obtained using various different affective manipulation methods,
which guarantee convergent validity (Isen, Means, Patrick, & Nowicki, 1982).

Even if different types of affective manipulation cause the same behavioral results
like these, is there evidence that the participants have actually experienced a particular
affect? Without the evidence, we cannot simply assume that the manipulation of
affect was successful. In relation to these issues, measurement methods based on
physiological indicators concerning affect havebeen examined in previous researches
(Davidson, 1984; Murakami, 2010; Tucker, 1981; Tucker, Vannatta, & Rothlind,
1990). For the traditional decisionmaking related to affective economic behavior, the
most commonly used method is the measurement method, such as the questionnaire
method. In this method, affective conditions are measured by having participants
reflect on their affective conditions, evaluate the affective conditions with adjective
pairs, and evaluate ambiguous neutral stimuli. Most studies, so far, have shown
that such measurement by self-evaluation has been effective for the manipulation of
affect.However, such an evaluationmethodbasedon self-reportmay also have certain
problems. For example, participants may falsely report their affects or are oblivious
to their affects. To avoid these self-evaluation problems, a method of analyzing the
facial expression and voice of the participant by making video and audio recording
is also adopted. Masters, Barden, and Ford (1979) confirmed that the method of
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evaluating facial expressions was effective; similarly, Bugental and Moore (1979)
confirmed that evaluating the quality of the participant’s voice was effective.

8.9.3 Affective Decision Making Research by Neuroscientific
Methods

Along with the development of the fields incorporating the neuroscientific methods
(e.g., neuroeconomics and neuromarketing) in recent years, physiological methods
and neuroscientific methods on affect and decision making are also being increas-
ingly used for measuring affects. Several reasons are cited as to why researchers
use these methods. First, the noninvasive brain activity measurement methods, such
as the functional magnetic resonance imaging (fMRI) and the positron emission
tomography apparatus (PET), have been developed. A system has been established
in which psychologists and economists can examine the findings previously handled
only with behavior experiments in cooperation with neuroscientists. In addition to
fMRI and PET, which measure blood flow in the brain, other methods measure brain
waves and skin electrical activities, eye movement, and so on, in neuromarketing,
and the measurement devices for these have already been developed since a few
decades before. However, in the measurement research of affect, these physiological
indicators are also being used widely together with neuroscientific methods.

Second, many economists and psychologists doubt the human model of “rational
homo economics” that has been assumed in economics so far, leading to the devel-
opment of behavioral decision theory and behavioral economics, which describe
actual human affects and decisionmaking (Ogaki &Tanaka, 2014; Takemura, 2009a,
2009b; Takemura, 2014). These movements have already appeared in the research
by Simon, who won the 1978 Nobel Prize in Economics, as well as in the research
of Kahneman, who won the same award in 2002. In addition, the research groups
of Farrell and Camerer and others, who have been actively conducting research in
neuroeconomics on affects and decision making, seem to have a large influence.

Third, in marketing research, practitioners and researchers are becoming aware of
the problem that they cannot sufficiently predict behaviors or gain objective data from
the consumer behavior research by merely depending on the questionnaire method,
web surveys, interview methods, and behavior observation methods. Accordingly,
newways of measuring affects and decision making by neuroscientific methods have
also been used. Meanwhile, the traditional affect-evoking method and the subjective
measurement method shown earlier have also been used together.

Examples of such neuroeconomic research are shown below. Takemura, Ideno,
Okubo, Kodaka, and Takahashi (2009c) examined the effect of the background infor-
mation of products on the product evaluation by selecting products heavily consumed
in the summer and in the winter. Using fMRI and the questionnaire method together,
they examined how consumers evaluated the products under the conditions that sum-
mer and winter background images were consistent with the products and that the
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background and products were not consistent with themeasurement of brain function
images. This experiment comprised 48 trials, with each trial having two phases: the
priming phase and the selection phase. The experiment was carried out, as shown
in Fig. 8.5. At the questionnaire level, more positive affects and evaluations were
observed when the background stimuli were consistent than when they were incon-
sistent.

In their group analysis, no significant difference was observed in brain function
images among the background consistency, inconsistency, and control groups. How-
ever, a participant showed differences in brain function images between the condi-
tions below. Figure 8.6 shows the brain regions with high activation under the consis-
tent background condition compared with the controlled condition. With respect to
the right caudate nucleus, a reward-related site, and the inside part of the orbitofrontal
cortex (OFC), significant activation was seen in the consistent background condi-
tion compared with the controlled condition. Moreover, significant activation was
seen at the dorsolateral prefrontal cortex (DLPFC) and supplementary motor area,
among others. In this way, based on the difference from the controlled condition, the
consistent background effect was analyzed by the individual or by the group.

Studies on such affective decision making initially gained much interest among
neuroscience researchers when the research group of Montague, a neuroscientist
from the Baylor College of Medicine, reported their experimental results on the
preference of Coca-Cola and Pepsi-Cola in Neuron, a neuroscience magazine, in
2004. For participants who liked Coca-Cola and Pepsi-Cola, they used fMRI to mea-
sure the blood flow of the brain while drinking under two conditions: The brand
names were hidden and not hidden (McClure et al., 2004). Under the condition that

Fig. 8.5 Flow of one trial of product choice task in the fMRI experiment. Source Takemura et al.
(2009c)
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Fig. 8.6 Brain images of a participant who showed differences in brain function images between
the conditions. Source Takemura et al. (2009c)

the brand names were hidden, the ratios of choosing Coca-Cola and Pepsi-Cola were
almost the same. The results of the fMRI experiments indicated that when the brand
names were hidden, each of the times of choosing Coca-Cola and Pepsi-Cola was
significantly correlated with the brain activity of the ventromedial prefrontal cortex
of the frontal lobe. This finding indicates that activities of the ventromedial prefrontal
cortex are genuinely expressing choices by individual taste for cola when the brand
names are hidden. Furthermore, in the condition wherein one brand label was shown
in one cup and the other cup was not labeled (containing either Coca-Cola or Pepsi),
they found that the cups with the Coca-Cola label were chosen more than those
bearing the name of the other brand (Pepsi). Comparing the brain activities when
they drank Coca-Cola after looking at Coca-Cola’s picture to the ones when they
drank Coca-Cola after a stimulation that they did not know what would come, the
researchers found that the participants’ hippocampus and DLPFC were significantly
more active after looking at Coca-Cola’s picture (see Fig. 8.7). However, there was
no significantly intensive activity after looking at Pepsi’s picture. This suggests that
there were at least two systems explaining the desire occurrence of consumers: a sys-
tem for evaluating a taste itself and a system for image evaluation based on recalling
brands. Moreover, depending on brand information based on communication strate-
gies, such as advertisements, there was a preferential difference from the taste based
on the natural physiology reaction, suggesting that the consumers’ desire systemwas
strongly influenced by advertisements and the manipulation of brand images.
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Fig. 8.7 Brain images of
participants who underwent
the preference experiments
of Coca-Cola and
Pepsi-Cola. Source McClure
et al. (2004)

On the basis of that research, other marketing researchers have directed their
attention to neuromarketing as an objective method to measure the communication
effect of marketing. At present, neuroscientists recognize that the neuroscientific
method can be used to solve the problems of real-world marketing.

8.9.4 Methodology of Neuroscientific Research
and Significance as Consumers’ Decision Making
Research

Neuromarketing has been increasingly regarded in recent years as a subdomain of
neuroeconomics, which clarifies the neuroscientific basis of human decision making
behavior (Fugate, 2007; Hubert & Kenningy, 2008; Lee, Broderick, & Chamber-
lain, 2007). Currently, neuroeconomics is considered to be a neuroscientific study
on human economic decision making; hence, neuromarketing can be positioned in
the field of neuroscientific research of economic decision making. Under such cir-
cumstances, neuromarketing is being studied by a wide range of researchers and
marketing practitioners, including business scholars, economists, psychologists, and
neuroscientists.

According to Sanfey and Stallen (2015), the methods of neuromarketing include
imaging studies such as fMRI, near-infrared spectroscopy, PETmagnetoencephalog-
raphy, and electroencephalogram. Meanwhile, transcranial magnetic stimulation
(TMS) has also been used in recent years. In this interventionalmethod, which affects
the brain activities of participants, the researchers can observe the influence on cogni-
tive judgment tasks and decision making tasks. Regarding TMS, several approaches
depend on the stimulus method. Single-pulse TMS and paired-pulse TMS depolarize
the neuronal cell population in the cerebral neocortex by the pulse stimulus to cause
action potential. Repetitive TMS (rTMS) increases or decreases the excitability of
the corticospinal tract or transcortical pathway by the intensity of the stimulus, the
direction of the coil and the frequency of the stimulus, among others. Every method
has advantages and disadvantages, and studies combining various methods are under
way. For the features of these methods, refer to Sanfey and Stallen (2015).
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As a reason why neuroeconomics and neuromarketing (as its subdomain) have
developed, I can consider the establishment of the research system from the develop-
ment of neuroscience-relatedmethodologies.Moreover, in consumers’ decisionmak-
ing research and marketing research, practitioners and researchers are becoming
increasingly aware of the problem that they cannot sufficiently predict behaviors or
gain objective data by merely depending on the questionnaire method, web surveys,
interview methods, and behavior observation method. In addition, the Swiss and
American research groups in the field of behavioral economics have been actively
conducting research in neuroeconomics, and their findings seem to have a large influ-
ence. In addition, in the field of neuroscience, researchers have been better able to

Fig. 8.8 Schematic illustrations of the brain regions considered relevant to decisionmaking. Source
Takemura, Ideno, Okubo, and Matsui (2008)
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predict and explain people’s decision making processes compared with the question-
naire method by language reports.

The neuroscientists consider the following areas of the brain as important parts:
the medial prefrontal cortex (MPFC), located behind the forehead (Fig. 8.8), and
the dorsolateral prefrontal cortex (DLPFC) , an area set back in the prefrontal cor-
tex (Fig. 8.8). Knutson et al. (2007) performed an experiment in which an actual
product was presented, and subsequently, the price was presented to the test subjects
using fMRI, whowere, then, to decide whether they would purchase the product. The
result was that themore attractive the product, themore active the nucleus accumbens
(NAcc) in the ventral striatum. When high prices were shown, the insula was active
and the activity of the medial prefrontal cortex (MPFC) decreased (Fig. 8.8). This
result suggests that the brain activities in the areas of loss and gain differ and can be
interpreted as being consistent with prospect theory, which uses different value func-
tions in the areas of loss and gain. Hsu et al. (2005) compared decision making under
ambiguity and decisionmaking under risk and observed activation of the orbitofrontal
cortex (OFC) (presumably related to the integration of affects and cognitive input:
Fig. 8.8), the amygdale (which presumably reacts to affective information), and the
dorsomedial prefrontal cortex (DMPFC) (which presumably adjusts the activity of
the amygdale) in decision making under ambiguity and activation of the caudate
nucleus in decision making under risk. Hsu et al. (2005) also demonstrated that the
more active the OFC, the stronger the tendency of ambiguity aversion.

Box 1: Colin Farrell Camerer
Born in 1959. He received Ph.D. from the University of Chicago in 1981.
He investigates cognitive, neural, and behavioral aspects of human decision
making and economic behavior. He is considered to be an important contributor
to neuroeconomics with Ernst Fehr. He is Professor of Behavioral Finance and
Economics at the California Institute of Technology.
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8.10 Affective Effect and Prospect Theory

8.10.1 Affective Effect and Framing

As shown in Chaps. 4 and 5, prospect theory advocated by Kahneman and Tversky
(1979) is a comprehensive theory based on the previous findings of behavior decision
theory and nonlinear utility theory (or generalized expected utility theory). Prospect
theory was initially proposed as a descriptive theory dealing with decision making
under risk (Kahneman & Tversky, 1979), but this later developed into a theory that
can explain decision making under uncertainty (Tversky & Kahneman, 1992).

In the editing phase, where framing is conducted and the problemof decisionmak-
ing is psychologically constructed, each prospect is reconstructed and the prospect
with the highest evaluation value is selected in the evaluation phase. In this phase,
evaluation is made with the value function (i.e., utility function) and with the weight-
ing function to the probability. In the editing phase, the reference point, which is the
origin of the value function, is determined. The method of evaluation in this phase is

https://www.flickr.com/photos/universitatpompeufabra/44649077635/in/photolist-ePtPbf-pPQpYd-2cqgoiH-NDYwWe-22D6Gdw-29DE4z9-NDYCrH-29DDRaE-QhpHZo-2ckPj8A-2b2uf9R-QhpjoL-QhpkWq-2b2ucen-2ckP257-2ckNUs9-2b2udGc-2ckPij1
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basically the same as the rank-dependent type utility theory in the nonlinear utility
theory.

When analyzing decision making, the method of tracing the verbal protocol and
the information search process in the decision process is often used. I can also exam-
ine how the decision makers have structured the decision problem based on the
decision result. Tversky and Kahneman (1981) considered how I can understand
the decision problem by decision makers, that is, the phenomenon of decision fram-
ing. Using the method used by Tversky and Kahneman (1981), Takemura (1988a)
examined how affects affect decision framing. In this experiment, affective manipu-
lation was performed by giving false feedback on the results of mental examinations
(Uchida/Kraepelin test). The factors of decision framing comprised two conditions,
namely, the ticket loss condition and the cash loss condition, which appear in the
ticket problem used by Tversky and Kahneman (1981) . The task on the ticket loss
condition is as follows: “Imagine the scene below. You decide to go see a movie,
and after purchasing a ticket for 1500 yen, go to a movie theater. When you enter the
movie theater, you have noticed that you have lost the ticket. Will you buy the ticket
again?” The task on the cash loss condition is as follows: “Imagine the scene below.
You decide to go see a movie and go to a movie theater. The price for the ticket is
1500 yen. When you enter the movie theater, you have noticed that you have lost
1500 yen in cash. Will you buy the ticket?”

According to Tversky and Kahneman (1981), these two problems are structurally
identical, but because thewayof framing is different, the ticket becomesmoredifficult
to buy under the former ticket loss condition than under the latter cash loss condition.
In the research by Takemura (1988a), participants under controlled conditions tended
to show the effect of framing in the directionpredictedby the prospect theory,whereas
participants with positive affective conditions and those with negative affects did
not show such a tendency. In addition, the purchase intention of the ticket tended
to be higher in participants with positive affective conditions than in those with
negative affective conditions. Whether it is a positive affect or a negative affect, can
it suppress the cognitive bias such as the framing effect? Stroessner, Hamilton, and
Mackie (1992) reported that positive and negative affects caused cognitive bias, such
as illusory correlations to disappear, correspondingwith Takemura’s research results.
Thus, positive affects promote the use of simple but efficient decision strategies in
decision making, reduce framing effects, and enhance purchase intention.

People’s affects are known to affect behavior and judgment in uncertain and
risky situations. If the likelihood of suffering loss is low or the extent of the loss
is small, participants with positive affects expressed by comfort tend to adopt high-
risk options; on the contrary, if there is large potential loss or loss actually exists,
participants with positive affects tend not to adopt high-risk options compared with
participants under controlled conditions (Arkes, Herren, & Isen, 1987; Isen & Geva,
1987; Isen, & Patrick, 1983). For example, Isen and Patrick (1983) devised a bet-
type gamble in which participants can obtain high credit if they win that gamble and
examined whether participants would bet on that gamble. The results indicated that
the participants who received the coupon ticket of hamburgers (positive affect group)
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showed lower betting rate on a gamble with a high risk (winning percentage of 17%)
than those who did not receive the coupon ticket (control group).

Preference under risk is explained by two aspects, a belief in a future event occur-
rence (usually expressed by subjective probability) and a value (utility) brought about
by the occurrence of that event. Is the effect on risk preference of a positive affect
an influence of the subjective probability or of influenced utility?

First, positive affects affect perceived utility. Isen et al. (1988) measured the utility
with the probability kept constant and found that the participants who received free
gifts (positive affect group) gave a high negative utility value to the potential loss
compared with the participants who did not receive the free gifts (control group).
Therefore, positive affects make the subjective utility of loss more negative.

8.10.2 Influence of Affects on Subjective Probability

Next, positive affects also affect subjective probability. Johnson and Tversky (1983)
found that participants with positive affects gave a low estimation of the subjective
probability of the occurrence of negative incidents. The researchers manipulated the
affects of participants by letting them read the story and asking them to identify the
frequency of various incidents. As a result, the group who read the story causing pos-
itive affects perceived a lower risk compared with the control group. In contrast, the
group who read the story causing negative affects perceived a higher risk. Thus, the
positive affect lowers the subjective probability that negative incidents may occur,
and the negative affect seems to increase the subjective probability that negative inci-
dents may occur. These findings suggest that affect affects the probability weighting
function in prospect theory.

In the research on the cumulative prospect theory, variousmetricmodels have been
proposed in the evaluation formula of the probability weighting function, and their
comparisons have been made (e.g., Gonzalez & Wu, 1999; Murakami et al., 2014;
Takemura, 2014; Takemura, Murakami, Tamari, & Ideno, 2014; Wu & Gonzalez,
1996).

In the original prospect theory, the probability weighting function showed non-
additivity, the overestimation of low probability events, nonproportionality, and dis-
continuity near the end point. The cumulative prospect theory, as shown above, is
formulated as

W (p) = pγ

(pγ + (1− p)γ )
1
γ

,

where p expresses a probability,W (p) is a subjective weight to the probability p, and
γ is a parameter that takes values from 0 to 1. Here, only the probability weighting
function in the gain region is shown. The shape for each parameter of this model is
shown in Fig. 8.9.
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Fig. 8.9 Probability weighting function in cumulative prospect theory (constructed based on the
Tversky and Kahneman (1992) model)

Rottenstreich and Hsee (2001) showed that the overestimation and underestima-
tion of objective probability became more noticeable by increasing the distortion
of the probability weighting function from evoking pleasant and unpleasant affects.
This is indicated by the fact that the value of γ in the metric model of the probability
weighting function above becomes small based on affect.

Suter, Pachur, and Hertwig (2015) also examined the applicability of prospect
theory by conducting experiments of affectivemanipulation. Indeed, when affect was
evoked, the parameter γ of the metric model of the probability weighting function
decreased, suggesting that affect increased the distortion of the probability weighting
function. However, when affect was evoked, it was often decided by the method that
ignored the probability information and decided only by the result rather than by
prospect theory, which integrated the probability and result information. Moreover,
according to another study, when affect is evoked, the probability information is
ignored and a decision is made only by the result (Pachur, Hurtwig, & Wolkewitz,
2014).
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In the neuroscientific research on the probability weighting function in prospect
theory, Takahashi et al. measured the dopamine D1 and D2 receptors in the brain
using PET. They examined the relation between the probability weighting function
and theD1 andD2 receptors of the corpus striatum in the brain (Takahashi et al., 2010:
see Fig. 8.11). They made decision making tasks under risk to estimate the degree
of the nonlinear weighting of probability. In this research, they used Prelec’s (1998)
formula in which axiomatic foundations are being considered as a metric model.
The simple formula of this model is often used in the fields of behavioral economics,
behavior decision making research, and neuroscience. This simple formula is given
by

W (p) = exp{−(− ln p)α},

where p is a probability, W (p) is a subjective weight to p, and α is a free parameter
that takes the interval (0, 1). In addition, as shown in Fig. 8.10, the fixed point is 1/e
or about 0.36 regardless of the value of the parameter α.
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Fig. 8.10 Probability weighting function by Prelec (1998) (constructed based on the formula)
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Fig. 8.11 Relations between the variables expressing the degrees of estimating low probability
to be higher (and high probability to be lower) and the dopamine receptor of the corpus striatum.
Source Takahashi (2013).Note The density of dopamine receptor is shown in x axis. The smaller the
variable value of y axis, the tendencies estimating low probability to be higher (and high probability
to be lower) become stronger

Takahashi et al. (2010, 2013) also estimated the probability weighting function
based on the simple formula of Prelec (1998) and sought α in defining the probability
weighting function. They obtained an average of 0.5–0.6, which is in agreement with
past reports. However, at the same time, individual differences were recognized as
well. In addition, when they investigated the D1 and D2 receptor binding abilities
of the corpus striatum measured by PET, they found positive correlations between
the D1 receptor binding ability of the corpus striatum and α, which defines the
probability weighting function (see Fig. 8.11). In other words, people with lower D1
receptor density of the corpus striatum have a higher nonlinearity of the probability
weighting function, and they are more likely to estimate low probability as high and
high probability as low. From this result, if we infer relations with affect, the D1
receptor-binding ability of the corpus striatum may be related to human affects.

Finally, Takahashi et al. (2013) examined the neural basis corresponding to the
value function in prospect theory. They examined the relation between the degree
of loss aversion, which the participants judge by placing emphasis on loss, and the
density of the thalamus noradrenaline transporter. They found that participants with
low density of the thalamus noradrenaline transporter have a higher degree of loss
aversion in decision making with risk. They found a tendency that those who had
a low density of the thalamus noradrenaline transporter did not choose an option
with risk unless the amount of gain was expected to be much higher than the amount
of loss. Takahashi (2013) inferred that people with a low density of the thalamus
noradrenaline transporter tend to give higher affectal attention to loss. Past studies
also reported that participants with positive affects tend not to choose risky options
(Arkes et al., 1987; Isen & Geva, 1987; Isen & Patrick, 1983). Overall, positive
affects and the efficiency of noradrenaline uptake may be related. However, as for
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noradrenaline uptake and the D1 receptor binding ability of the corpus striatum, it
remains unclear what kind of causal relationship they have with affect. Hence, there
is room for further research in this area in the future.

Meanwhile, Suter et al. (2015) examined the influence of affect on the probabil-
ity weighting function and value function using fMRI experiments. In the case of
the decision making of results with affect, they found that the amygdala, posterior
cingulate cortex, and the thalamus became more activated. In contrast, in the case of
decision making involving less affect, they found that the supramarginal gyrus and
occipital lobe became more activated. The results of these analyses are also based
on an estimation combining mathematical models and metric models. Future studies
may need to examine the stability of these results.

8.11 Implications for Consumer Behavior Research
and Marketing Practices

Previous studies have reported that affect distorts the probability weighting function
and ignores the numerical information of the probability; then, decisions are made
from the viewpoint of the result (Suter et al., 2015). Furthermore, such effects of
affect affect the value function and the probability weighting function in prospect
theory. This also corresponds to the experimental result of the influence of affect
carried out in multi-attribute decision making tasks.

Isen andMeans (1983) examined the effect of positive affects on the decisionmak-
ing process. They showed that when participants received a fake feedback that they
succeeded in perceptual movement tasks, compared with participants who did not
receive a feedback, their time for choosing a fictitious car was short and they did
not explore the information much when making a decision. They revealed that in the
analysis of the protocol using the verbal protocol method in which participants utter
what they are thinking of in the decision making process, compared with participants
in the control group, those with positive affects tended to make decisions by the deci-
sion strategies based on attributes, such as the elimination by aspects (EBA)-type
decision strategies of eliminating options sequentially according to the attributes of
interest. The EBA-type decision strategy does not necessarily lead to the optimal
decision but is a strategy with a low cognitive load, so positive affects are thought to
promote the use of strategies of this property.

In addition, As shown in Chap. 6, Takemura (1988b, 1988c) showed that partici-
pants whowere given false feedback (top 4%with a deviation value of 67.5) that they
obtained high grades in mental examinations (actually, Uchida and Kraepelin tests)
took a shorter time in decision making than those in the control group. Moreover,
the numbers of their searched information and behaviors for information reexami-
nation were fewer than those of the control group in actual radio-cassette recorder
choice (high-involvement condition) and in virtual radio-cassette recorder choice
(low-involvement condition). These findings suggest that positive affects induce par-
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ticipants to adopt attribute-based decision strategies with low information processing
loads during the decision making process. Forgas (1991), who conducted a similar
study on choice tasks between opposite sexes, also found that positive affects induce
participants to shorten the time for decision making and adopt a simple information
search strategy while making a decision. Even in consumer behavior research, exam-
ining the psychological mechanism of the effect of such affects not only facilitates a
better understanding of the decision making process of consumers but also produces
practical benefits for them.

In addition, as shown above, the affectal effect on decision making is considered
to influence the decision strategy—both in decision making under risk and in multi-
attribute modeldecision making—and we can understand that this influence of affect
can also be predicted with the model equation of prospect theory. From this, it is
also possible to simulate the influence of affect on purchase decision making from
a practical point of view. Further, the measurement and prediction of affectal effect
may also be practically possible in the future based on neuroscientific methods.

As shown in Chapter 6, according to the computer simulation of the decision
strategy of Takemura et al. (2015), the EBA-type and lexicographic-type decision
strategies, which are likely to appear due to the influence of affect, have relatively
high decision accuracy in spite of the low cognitive efforts required. From this find-
ing, consumers’ decision making may be simplified and somewhat impulsive if the
influence of affect merely influences decision strategies, but the matter of which
option to choose will not change much. In comparison, affects not only influence
decision strategies but may also change the weights of attributes; in that case, sig-
nificant differences will result in terms of the chosen brands and products. Such an
investigation in basic research will be useful for practical applications.

Chaudri (2006) considered themethods of newmarketing strategies for consumers
while studying affects of consumers by organizing affect research. The examination
of the affectal effect on decision making may be useful not only in consumer behav-
ior research but also in practical marketing. As an application of consumer affect
research, Gardner (1985) reviewed the influence of affect on consumer behavior
30 years ago and showed the influence process of affect in consumer behavior. Gard-
ner assumed that the manner of communication, such as response in the service cat-
egory, storefront stimulation, and advertisements, affected the affects of consumers,
which in turn, influenced their memories, evaluations, and behaviors. According to
this framework, it is practically effective to evoke positive affects of consumers in
each marketing category (Gardner, 1985). Regarding the affects leading to the pur-
chase behavior of consumers, I can think of various affects, including positive ones.
Further, the idea that affects are preparatory behaviors for behavior exists in tradi-
tional psychology. An important contribution is possible from the practical point of
view by studying the influence of various affects on decision making and behavior
from the basic level and examining it from the viewpoint of prospect theory and new
psychological models of decision making.
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Box 2: Ernst Fehr
Born in 1956. He was doctorate from 1980 to 1986 at the University of Vienna.
He investigates the human altruism and the interplay between social prefer-
ences, social norms, and strategic interactions. He also studies on the role of
bounded rationality in strategic interactions and on the neuroscientific foun-
dations of social and economic behavior. He is considered to be an important
contributor to neuroeconomics. He is Professor ofMicroeconomics and Exper-
imental Economics at the University of Zürich.
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Summary

– Preference iswidely accepted in real-life situations as the cause ofmaking a choice.
We provided discussions of the preference construction process illustrating some
experimental findings and theoretical explanations.

– According to psychological studies, preference construction depends on multiple
factors, including an inherent fondness for something, past experiences as shown
in operant conditioning, and the current situation.

– We listed the phenomena exemplifying the idea that being exposed to options, such
as viewing and touching, facilitate preference construction. The “mere exposure

https://www.flickr.com/photos/universitatpompeufabra/22113262766/in/photolist-XoGYvZ-yMmc6q-zrKHgC-zG5qxS-zHg7ks-zG5fB9-zG5hQY-zKg7Dk-zG3MC1-zrQNke-yMt81M-zrRoHT-zHfGgW-23PLyA4/


8.11 Implications for Consumer Behavior Research and Marketing Practices 273

effect” states that experiencing an object helps a person form a preference and
influences that person’s subsequent choice of action. The “gaze cascade effect,”
which hypothesizes the relationship between active gaze and preference construc-
tion based on the measurement of eye movements in two options under forced
choice situations. The gaze cascade effect is substantially different from the mere
exposure effect in that the former argues that preference is formed by an active
gaze. We also proposed the preference construction process by choice behavior
while controlling the exposure experience of options.

– Many studies have shown that affect influences decision making related to eco-
nomic behaviors.Consumers’ decisionmaking and economic behavior are affected
by their affects, such as moods and feeling. Various methods of measuring affects
have been introduced, such as the questionnaire, observation, and neuroscientific
methods. Various methods for affect manipulation have been proposed, such as
the method of task feedback and Velten method. Affects influence consumers’
decision making strategies, probability weighting, and value functions.

– The relatively broad concept of affect is defined as “evaluation responses to agents,
things, events and circumstances, which are information processing that one con-
ducts in the mental process.” Relatively strong feelings accompanied by physio-
logical arousal, such as anger, fear, sadness, surprise, and joy, are called affects.
On the other hand, the feelings that are not strong but lasts for a relatively long
period of time are called temper or mood.

– In terms of neuroscientific research on consumers’ decision making process, neu-
romarketing and neuroeconomics have been established, and studies using brain
function images such as fMRI have been introduced in recent years. Positive affect
influences perceived utility and subjective probability. Some fMRI studies found
that the amygdala, posterior cingulate cortex, and the thalamus involved in affec-
tive process of decision making. A PET study suggested that people with a low
density of the thalamus noradrenaline transporter tend to give higher affective
attention to loss.

Recommended Books and Reading Guides for More Advanced Learning

– Lichtenstein, S., & Slovic, P. (Eds.) (2006) . The construction of preference. New
York, NY: Cambridge University Press.

This book provides the view that people’s preferences are often constructed in
the process of elicitation. This book introduces not only the historical perspective of
preference construction but also the important concepts of construction of preference
in psychology, law, marketing, philosophy, environmental policy, and economics.
This book is considered as a classic book of the preference construction.

– Glimcher, P. E., & Fehr, E. (Eds.) (2013). Neuroeconomics: Decision Making and
the Brain (2nd ed.), London, UK: Academic Press.
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This book is the second edition of the textbook of neuroeconomics. This book
provides useful introductions to the disciplines of microeconomics, the psychology
of judgment and decision, computational neuroscience, and anthropology, risk, time
preferences, social preferences, emotion, pharmacology, and the foundations of neu-
roeconomic thought.

– Delgado, M. R., Phelps, E. A., & Robbins, T. W. (Eds.) (2011). Decision Making,
Affect, and Learning (Attention andPerformance), Oxford, UK:OxfordUniversity
Press.

This book focused on decisionmaking and emotional processing. This book inves-
tigates the psychological and neural systems underlying decision making, and the
relationship with reward, affect, and learning, and neuroeconomics. This book would
be also beneficial for graduate students, researchers, and practitioners in this field.

– Reuter, M., & Montag, C. (Eds.) (2016). Neuroeconomics (Studies in Neuro-
science, Psychology and Behavioral Economics), Berlin, DE: Springer.

This book provides several series studies in neuroscience, psychology, and behav-
ioral economics. This book startswith an introduction to neuroeconomics followedby
an overview of frequently applied experimental frames in neuroeconomics research.
Moreover, this book addresses the molecular basis of decision making, as well as
developmental and clinical approaches to neuroeconomics. This book would be use-
ful for researchers and practitioners and may also be beneficial for graduate level
students in this field.
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