


Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 i

ADVANCED
MACROECONOMICS

Fifth Edition

i



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 ii

The McGraw-Hill Series Economics

ESSENTIALS OF ECONOMICS

Brue, McConnell, and Flynn

Essentials of Economics
Fourth Edition

Mandel

Economics: The Basics
Third Edition

Schiller

Essentials of Economics
Tenth Edition

PRINCIPLES OF ECONOMICS

Asarta and Butters

Principles of Economics,
Principles of
Microeconomics, Principles
of Macroeconomics
Second Edition

Colander

Economics, Microeconomics,
and Macroeconomics
Tenth Edition

Frank, Bernanke, Antonovics,

and Heffetz

Principles of Economics,
Principles of
Microeconomics, Principles
of Macroeconomics
Seventh Edition

Frank, Bernanke, Antonovics,

and Heffetz

Streamlined Editions:
Principles of Economics,
Principles of
Microeconomics, Principles
of Macroeconomics
Third Edition

Karlan and Morduch

Economics, Microeconomics,
and Macroeconomics
Second Edition

McConnell, Brue, and Flynn

Economics, Microeconomics,
Macroeconomics
Twenty-First Edition

McConnell, Brue, and Flynn

Brief Editions:
Microeconomics and
Macroeconomics
Second Edition

Samuelson and Nordhaus

Economics, Microeconomics,
and Macroeconomics
Nineteenth Edition

Schiller

The Economy Today, The
Micro Economy Today, and
The Macro Economy Today
Fifteenth Edition

Slavin

Economics, Microeconomics,
and Macroeconomics
Eleventh Edition

ECONOMICS OF SOCIAL
ISSUES

Guell

Issues in Economics Today
Eighth Edition

Register and Grimes

Economics of Social Issues
Twenty-First Edition

ECONOMETRICS AND DATA
ANALYTICS

Gujarati and Porter

Basic Econometrics
Fifth Edition

Gujarati and Porter

Essentials of Econometrics
Fourth Edition

Hilmer and Hilmer

Practical Econometrics
First Edition

Prince

Predictive Analytics for
Business Strategy
First Edition

MANAGERIAL ECONOMICS

Baye and Prince

Managerial Economics and
Business Strategy
Ninth Edition

Brickley, Smith, and

Zimmerman

Managerial Economics
and Organizational
Architecture
Sixth Edition

Thomas and Maurice

Managerial Economics
Twelfth Edition

INTERMEDIATE
ECONOMICS

Bernheim and Whinston

Microeconomics
Second Edition

Dornbusch, Fischer, and Startz

Macroeconomics
Twelfth Edition

Frank

Microeconomics and
Behavior
Ninth Edition

ADVANCED ECONOMICS

Romer

Advanced Macroeconomics
Fifth Edition

MONEY AND BANKING

Cecchetti and Schoenholtz

Money, Banking, and
Financial Markets
Fifth Edition

URBAN ECONOMICS

O’Sullivan

Urban Economics
Ninth Edition

LABOR ECONOMICS

Borjas

Labor Economics
Seventh Edition

McConnell, Brue, and

Macpherson

Contemporary Labor
Economics
Eleventh Edition

PUBLIC FINANCE

Rosen and Gayer

Public Finance
Tenth Edition

ENVIRONMENTAL
ECONOMICS

Field and Field

Environmental
Economics: An
Introduction
Seventh Edition

INTERNATIONAL
ECONOMICS

Appleyard, Field

International Economics
Ninth Edition

Pugel

International Economics
Sixteenth Edition

ii



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 iii

ADVANCED
MACROECONOMICS

Fifth Edition

David Romer
University of California, Berkeley

iii



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 iv

ADVANCED MACROECONOMICS, FIFTH EDITION

Published by McGraw-Hill Education, 2 Penn Plaza, New York, NY 10121. Copyright c© 2019 by

McGraw-Hill Education. All rights reserved. Printed in the United States of America. Previous

editions c© 2012, 2006, and 2001. No part of this publication may be reproduced or distributed in

any form or by any means, or stored in a database or retrieval system, without the prior written

consent of McGraw-Hill Education, including, but not limited to, in any network or other

electronic storage or transmission, or broadcast for distance learning.

Some ancillaries, including electronic and print components, may not be available to customers

outside the United States.

This book is printed on acid-free paper.

1 2 3 4 5 6 7 8 9 LCR 21 20 19 18

ISBN 978-1-260-18521-8

MHID 1-260-18521-4

Portfolio Manager: Katie Hoenicke

Product Developer: Kevin White

Marketing Manager: Virgil Lloyd

Content Project Manager: Melissa M. Leick & Karen Jozefowicz

Buyer: Susan K. Culbertson

Design: Melissa M. Leick

Content Licensing Specialist: Beth Thole

Compositor: MPS Limited

All credits appearing on page or at the end of the book are considered to be an extension of the

copyright page.

Library of Congress Cataloging-in-Publication Data

Names: Romer, David.

Title: Advanced macroeconomics / David Romer, University of California,

Berkeley.

Description: Fifth Edition. | Dubuque : McGraw-Hill Education, c© 2019 |

Series: The McGraw-Hill series in economics | Revised edition of the

author’s Advanced macroeconomics, c2012.

Identifiers: LCCN 2017029328 | ISBN 9781260185218 (alk. paper)

Subjects: LCSH: Macroeconomics.

Classification: LCC HB172.5 .R66 2017 | DDC 339 dc23 LC record available

at https://lccn.loc.gov/2017029328

The Internet addresses listed in the text were accurate at the time of publication. The inclusion

of a website does not indicate an endorsement by the authors or McGraw-Hill Education, and

McGraw-Hill Education does not guarantee the accuracy of the information presented at these

sites.

mheducation.com/highered

iv



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 v

To Christy

v



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 vi

vi

This page intentionally left blank 



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 vii

ABOUT THE AUTHOR

David Romer is the Royer Professor in Political Economy at the Univer-
sity of California, Berkeley, where he has been on the faculty since 1988.
He is also co-director of the program in Monetary Economics at the National
Bureau of Economic Research. He received his A.B. from Princeton Univer-
sity and his Ph.D. from the Massachusetts Institute of Technology. He has
been a fellow of the American Academy of Arts and Sciences since 2006.
At Berkeley, he is a three-time recipient of the Graduate Economic Associ-
ation’s distinguished teaching and advising awards; he received Berkeley’s
Social Sciences Distinguished Teaching Award in 2013 2014. Much of his
research focuses on monetary and fiscal policy; this work considers both the
effects of policy on the economy and the determinants of policy. His other
research interests include the foundations of price stickiness, empirical evi-
dence on economic growth, and asset-price volatility. His most recent work
is concerned with financial crises. He is married to Christina Romer, with
whom he frequently collaborates. They have three children, Katherine, Paul,
and Matthew.

vii



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 viii

viii

Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 vi

vi

This page intentionally left blank 



Romer-3931312--That rom18521_fm_web March 1, 2018 10:22 ix

CONTENTS IN BRIEF

Introduction 1

Chapter 1 THE SOLOW GROWTH MODEL 6

Chapter 2 INFINITE-HORIZON AND OVERLAPPING-
GENERATIONS MODELS 50

Chapter 3 ENDOGENOUS GROWTH 99

Chapter 4 CROSS-COUNTRY INCOME
DIFFERENCES 149

Chapter 5 REAL-BUSINESS-CYCLE THEORY 188

Chapter 6 NOMINAL RIGIDITY 238

Chapter 7 DYNAMIC STOCHASTIC GENERAL-
EQUILIBRIUM MODELS OF
FLUCTUATIONS 309

Chapter 8 CONSUMPTION 368

Chapter 9 INVESTMENT 420

Chapter 10 FINANCIAL MARKETS AND FINANCIAL
CRISES 458

Chapter 11 UNEMPLOYMENT 520

Chapter 12 MONETARY POLICY 578

Chapter 13 BUDGET DEFICITS AND FISCAL POLICY 660

References 715

Indexes 752

ix



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 x

x

Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 vi

vi

This page intentionally left blank 



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 xi

CONTENTS

Preface to the Fifth Edition xvii

Introduction 1

Chapter 1 THE SOLOW GROWTH MODEL 6

1.1 Some Basic Facts about Economic Growth 6
1.2 Assumptions 10
1.3 The Dynamics of the Model 15
1.4 The Impact of a Change in the Saving Rate 18
1.5 Quantitative Implications 24
1.6 The Solow Model and the Central Questions of

Growth Theory 28
1.7 Empirical Applications 30
1.8 The Environment and Economic Growth 37

Problems 45

Chapter 2 INFINITE-HORIZON AND OVERLAPPING-
GENERATIONS MODELS 50

Part A THE RAMSEY CASS KOOPMANS MODEL 50

2.1 Assumptions 50
2.2 The Behavior of Households and Firms 53
2.3 The Dynamics of the Economy 59
2.4 Welfare 65
2.5 The Balanced Growth Path 66
2.6 The Effects of a Fall in the Discount Rate 67
2.7 The Effects of Government Purchases 72

Part B THE DIAMOND MODEL 76

2.8 Assumptions 76
2.9 Household Behavior 78
2.10 The Dynamics of the Economy 80
2.11 The Possibility of Dynamic Inefficiency 87
2.12 Government in the Diamond Model 90

Problems 91

xi



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 xii

xii CONTENTS

Chapter 3 ENDOGENOUS GROWTH 99

3.1 Framework and Assumptions 100
3.2 The Model without Capital 102
3.3 The General Case 109
3.4 The Nature of Knowledge and the Determinants of the

Allocation of Resources to R&D 114
3.5 The Romer Model 121
3.6 Empirical Application: Time-Series Tests of Endogenous

Growth Models 132
3.7 Empirical Application: Population Growth and

Technological Change since 1 Million B.C. 137
3.8 Models of Knowledge Accumulation and the Central

Questions of Growth Theory 142
Problems 144

Chapter 4 CROSS-COUNTRY INCOME
DIFFERENCES 149

4.1 Extending the Solow Model to Include Human Capital 150
4.2 Empirical Application: Accounting for Cross-Country

Income Differences 155
4.3 Social Infrastructure 162
4.4 Empirical Application: Social Infrastructure and

Cross-Country Income Differences 164
4.5 Beyond Social Infrastructure 169
4.6 Differences in Growth Rates 178

Problems 183

Chapter 5 REAL-BUSINESS-CYCLE THEORY 188

5.1 Introduction: An Overview of Economic Fluctuations 188
5.2 An Overview of Business-Cycle Research 193
5.3 A Baseline Real-Business-Cycle Model 195
5.4 Household Behavior 197
5.5 A Special Case of the Model 201
5.6 Solving the Model in the General Case 207
5.7 Implications 211
5.8 Empirical Application: Calibrating a Real-Business-

Cycle Model 217
5.9 Empirical Application: Money and Output 220
5.10 Assessing the Baseline Real-Business-Cycle Model 227

Problems 233

Chapter 6 NOMINAL RIGIDITY 238

Part A EXOGENOUS NOMINAL RIGIDITY 239

6.1 A Baseline Case: Fixed Prices 239



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 xiii

CONTENTS xiii

6.2 Price Rigidity, Wage Rigidity, and Departures from Perfect
Competition in the Goods and Labor Markets 244

6.3 Empirical Application: The Cyclical Behavior of the Real
Wage 253

6.4 Toward a Usable Model with Exogenous Nominal Rigidity 255

Part B MICROECONOMIC FOUNDATIONS OF
INCOMPLETE NOMINAL ADJUSTMENT 268

6.5 A Model of Imperfect Competition and Price-Setting 269
6.6 Are Small Frictions Enough? 276
6.7 Real Rigidity 279
6.8 Coordination-Failure Models and Real Non-Walrasian

Theories 286
6.9 The Lucas Imperfect-Information Model 293

Problems 303

Chapter 7 DYNAMIC STOCHASTIC GENERAL-
EQUILIBRIUM MODELS OF
FLUCTUATIONS 309

7.1 Building Blocks of Dynamic New Keynesian Models 312
7.2 Predetermined Prices: The Fischer Model 316
7.3 Fixed Prices: The Taylor Model 320
7.4 The Calvo Model and the New Keynesian Phillips Curve 326
7.5 State-Dependent Pricing 329
7.6 Empirical Applications 335
7.7 Models of Staggered Price Adjustment with Inflation Inertia 341
7.8 The Canonical New Keynesian Model 350
7.9 The Forward Guidance Puzzle 354
7.10 Other Elements of Modern New Keynesian DSGE Models

of Fluctuations 360
Problems 365

Chapter 8 CONSUMPTION 368

8.1 Consumption under Certainty: The Permanent-Income
Hypothesis 369

8.2 Consumption under Uncertainty: The Random-Walk
Hypothesis 376

8.3 Empirical Application: Two Tests of the Random-Walk
Hypothesis 379

8.4 The Interest Rate and Saving 385
8.5 Consumption and Risky Assets 389
8.6 Beyond the Permanent-Income Hypothesis 398
8.7 A Dynamic-Programming Analysis of Precautionary Saving 407

Problems 413



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 xiv

xiv CONTENTS

Chapter 9 INVESTMENT 420

9.1 Investment and the Cost of Capital 421
9.2 A Model of Investment with Adjustment Costs 424
9.3 Tobin’s q 429
9.4 Analyzing the Model 431
9.5 Implications 435
9.6 Empirical Application: q and Investment 441
9.7 The Effects of Uncertainty 444
9.8 Kinked and Fixed Adjustment Costs 449

Problems 453

Chapter 10 FINANCIAL MARKETS AND
FINANCIAL CRISES 458

10.1 A Model of Perfect Financial Markets 460
10.2 Agency Costs and the Financial Accelerator 463
10.3 Empirical Application: Cash Flow and Investment 475
10.4 Mispricing and Excess Volatility 479
10.5 Empirical Application: Evidence on Excess Volatility 488
10.6 The Diamond Dybvig Model 491
10.7 Contagion and Financial Crises 501
10.8 Empirical Application: Microeconomic Evidence on the

Macroeconomic Effects of Financial Crises 508
Problems 514

Chapter 11 UNEMPLOYMENT 520

11.1 A Generic Efficiency-Wage Model 523
11.2 The Shapiro-Stiglitz Model 532
11.3 Contracting Models 543
11.4 Search and Matching Models 550
11.5 Implications 558
11.6 Empirical Applications 564

Problems 572

Chapter 12 MONETARY POLICY 578

12.1 Inflation, Money Growth, and Interest Rates 579
12.2 Monetary Policy and the Term Structure of Interest

Rates 583
12.3 The Microeconomic Foundations of Stabilization Policy 588
12.4 Optimal Monetary Policy in a Simple Backward-Looking

Model 596
12.5 Optimal Monetary Policy in a Simple Forward-Looking

Model 602
12.6 Some Additional Issues Concerning Interest-Rate Rules 607



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 xv

CONTENTS xv

12.7 The Zero Lower Bound on the Nominal Interest Rate 615
12.8 The Dynamic Inconsistency of Low-Inflation

Monetary Policy 630
12.9 Empirical Applications 637
12.10 Seignorage and Inflation 642

Problems 652

Chapter 13 BUDGET DEFICITS AND FISCAL POLICY 660

13.1 The Government Budget Constraint 662
13.2 Ricardian Equivalence 669
13.3 Tax-Smoothing 673
13.4 Political-Economy Theories of Budget Deficits 678
13.5 Strategic Debt Accumulation 681
13.6 Delayed Stabilization 691
13.7 Empirical Application: Politics and Deficits in

Industrialized Countries 696
13.8 The Costs of Deficits 700
13.9 A Model of Sovereign Debt Crises 704

Problems 710

References 715
Author Index 752
Subject Index 761



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 xvi

EMPIRICAL APPLICATIONS

Section 1.7 Growth Accounting 30

Convergence 33

Section 3.6 Time-Series Tests of Endogenous Growth Models 132

Section 3.7 Population Growth and Technological Change since

1 Million B.C. 137

Section 4.2 Accounting for Cross-Country Income Differences 155

Section 4.4 Social Infrastructure and Cross-Country Income

Differences 164

Section 4.5 Geography, Colonialism, and Economic Development 174

Section 5.8 Calibrating a Real-Business-Cycle Model 217

Section 5.9 Money and Output 220

Section 6.3 The Cyclical Behavior of the Real Wage 253

Section 6.8 Experimental Evidence on Coordination-Failure Games 289

Section 7.6 Microeconomic Evidence on Price Adjustment 335

Inflation Inertia 338

Section 8.1 Understanding Estimated Consumption Functions 371

Section 8.3 Campbell and Mankiw’s Test Using Aggregate Data 379

Hsieh’s Test Using Household Data 381

Section 8.5 The Equity-Premium Puzzle 396

Section 8.6 Credit Limits and Borrowing 405

Section 9.6 q and Investment 441

Section 10.3 Cash Flow and Investment 475

Section 10.5 Evidence on Excess Volatility 488

Section 10.8 Microeconomic Evidence on the Macroeconomic

Effects of Financial Crises 508

Section 11.6 Contracting Effects on Employment 564

Interindustry Wage Differences 566

Survey Evidence on Wage Rigidity 569

Section 12.2 The Term Structure and Changes in the Federal

Reserve's Funds-Rate Target 584

Section 12.6 Estimating Interest-Rate Rules 613

Section 12.9 Central-Bank Independence and Inflation 637

The Great Inflation 639

Section 13.1 Is U.S. Fiscal Policy on a Sustainable Path? 666

Section 13.7 Politics and Deficits in Industrialized Countries 696

xvi



Romer-3931312--That rom18521_fm_i-xviii January 11, 2018 11:25 xvii

PREFACE TO THE FIFTH EDITION

Keeping a book on macroeconomics up to date feels Sisyphean. The field is
continually evolving, as new events and research lead to doubts about old
views and the emergence of new ideas, models, and tests. When the first
edition of this book was published in 1996, financial crises and the zero
lower bound on nominal interest rates were viewed as of only minor im-
portance to macroeconomics; the main focus of work on monetary policy
was its impact on average inflation, with little attention to its role in sta-
bilization policy; each of the three equations of what is now the canonical
new Keynesian model had only recently been developed, and they had not
yet been brought together; and there had been almost no substantial em-
pirical work on the role of institutions in cross-country income differences.
All that and much more in macroeconomics has changed dramatically.

One result of the rapid evolution of the field is that each edition of this
book is very different from the one before. At this point, the book has only
a moderate resemblance to the first edition. Most of the material in this
edition was either not present at all in the first edition or has been revised
considerably. Indeed, a substantial majority of the papers cited in the current
edition had not been written when the first edition was published.

Many of the changes since the first edition are new to this edition. The
most important is the addition of a new chapter, Chapter 10, on financial
markets and financial crises. The financial and macroeconomic crisis that
began in 2008 showed the critical importance of financial markets to the
macroeconomy. The new chapter covers the role of financial markets in
Walrasian economies; investment under asymmetric information and the
financial accelerator; the possibility of excess volatility in asset prices; the
classic Diamond Dybvig model of bank runs; and the macroeconomics of
contagion and financial crises. In keeping with the increasingly central role
of empirical work in macroeconomics, three sections of the chapter are
devoted entirely to empirical applications.

There are also large changes to the rest of the book. Among the largest are
the addition of a new section in Chapter 12 on the zero lower bound, which
has been of first-order importance to macroeconomic developments over
the past decade; a new section in Chapter 8 on buffer-stock saving, which
provides an ideal vehicle for introducing both dynamic programming and
a first look at the use of numeral methods; and a new section in Chapter 7

xvii
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on the forward guidance puzzle, which starkly shows some of the limita-
tions of the canonical new Keynesian model. I have also overhauled much
of the presentation of empirical work on consumption in Chapter 8, pruned
unnecessary or outdated material, and made revisions throughout to try to
further improve the exposition. And I have continued to devote a great
deal of attention to the end-of-chapter problems, which I view as invalu-
able for strengthening the reader’s understanding of the material, concisely
introducing extensions of the core material, and challenging the reader to
develop important skills. Some of my favorites among the new problems are
1.10, 2.13, 8.16, 8.17, 9.4, and 10.10.

For additional reference and general information, please refer to the
book’s website at www.mhhe.com/romer5e. Also available on the web-
site, under the password-protected Instructor Edition, is the Solutions Man-
ual. Print versions of the manual are available by request only if interested,
please contact your McGraw-Hill Education representative.

This book owes a great deal to many people. The book is an outgrowth
of courses I have taught at Princeton University, the Massachusetts Insti-
tute of Technology, Stanford University, and especially the University of
California, Berkeley. I want to thank the many students in these courses for
their feedback, their patience, and their encouragement.

Four people have provided detailed, thoughtful, and constructive com-
ments on almost every aspect of the book over multiple editions: Laurence
Ball, A. Andrew John, N. Gregory Mankiw, and Christina Romer. Each has
significantly improved the book, and I am deeply grateful to them for their
efforts. In addition, I am indebted to Laurence Ball and Kinda Hachem for
their extremely valuable guidance and feedback concerning the material
that is new to this edition.

Many other people have made valuable comments and suggestions con-
cerning some or all of the book. I would particularly like to thank James
Butkiewicz, Robert Chirinko, Matthew Cushing, Charles Engel, Mark Gertler,
Robert Gordon, Mary Gregory, Tahereh Alavi Hojjat, A. Stephen Holland,
Hiroo Iwanari, Frederick Joutz, Jinill Kim, Pok-sang Lam, Gregory Linden,
Maurice Obtsfeld, Jeffrey Parker, Stephen Perez, Kerk Phillips, Carlos Ramirez,
Robert Rasche, Joseph Santos, Peter Skott, Peter Temin, Henry Thompson,
Patrick Toche, Matias Vernengo, and Steven Yamarik. I am also grateful
to the many readers who have written to point out specific typos, incon-
sistencies, and ambiguities. Jeffrey Rohaly once again prepared the superb
Solutions Manual. Benjamin Scuderi updated the tables and figures, provided
valuable assistance and feedback concerning many aspects of the new mate-
rial, and helped with the proofreading. Finally, the editorial and production
staff at McGraw-Hill did an excellent job of turning the manuscript into a
finished product. I thank all these people for their help.
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INTRODUCTION

Macroeconomics is the study of the economy as a whole. It is therefore con-
cerned with some of the most important questions in economics. Why are
some countries rich and others poor? Why do countries grow? What are the
sources of recessions and booms? Why is there unemployment, and what
determines its extent? What are the sources of inflation? How do govern-
ment policies affect output, unemployment, inflation, and growth? These
and related questions are the subject of macroeconomics.

This book is an introduction to the study of macroeconomics at an ad-
vanced level. It presents the major theories concerning the central questions
of macroeconomics. Its goal is to provide both an overview of the field for
students who will not continue in macroeconomics and a starting point
for students who will go on to more advanced courses and research in
macroeconomics and monetary economics.

The book takes a broad view of the subject matter of macroeconomics. A
substantial portion of the book is devoted to economic growth, and separate
chapters are devoted to the natural rate of unemployment, monetary policy,
and budget deficits. Within each part, the major issues and competing theo-
ries are presented and discussed. Throughout, the presentation is motivated
by substantive questions about the world. Models and techniques are used
extensively, but they are treated as tools for gaining insight into important
issues, not as ends in themselves.

The first four chapters are concerned with growth. The analysis focuses
on two fundamental questions: Why are some economies so much richer
than others, and what accounts for the huge increases in real incomes over
time? Chapter 1 is devoted to the Solow growth model, which is the basic
reference point for almost all analyses of growth. The Solow model takes
technological progress as given and investigates the effects of the division
of output between consumption and investment on capital accumulation
and growth. The chapter presents and analyzes the model and assesses its
ability to answer the central questions concerning growth.

Chapter 2 relaxes the Solow model’s assumption that the saving rate is
exogenous and fixed. It covers both a model where the set of households in

1



Romer-3931312--That book January 11, 2018 10:15 2

2 INTRODUCTION

the economy is fixed (the Ramsey model) and one where there is turnover
(the Diamond model).

Chapter 3 presents the new growth theory. It begins with models where
technological progress arises from the allocation of resources to the devel-
opment of new ideas, but where the division of resources between the
production of ideas and the production of conventional goods is taken as
given. It then considers the determinants of that division.

Chapter 4 focuses specifically on the sources of the enormous differences
in average incomes across countries. This material, which is heavily empir-
ical, emphasizes two issues. The first is the contribution of variations in
the accumulation of physical and human capital and in output for given
quantities of capital to cross-country income differences. The other is the
determinants of those variations.

Chapters 5 through 7 are devoted to short-run fluctuations the year-to-
year and quarter-to-quarter ups and downs of employment, unemployment,
and output. Chapter 5 investigates models of fluctuations where there are
no imperfections, externalities, or missing markets and where the economy
is subject only to real disturbances. This presentation of real-business-cycle
theory considers both a baseline model whose mechanics are fairly transpar-
ent and a more sophisticated model that incorporates additional important
features of fluctuations.

Chapters 6 and 7 then turn to Keynesian models of fluctuations. These
models are based on sluggish adjustment of nominal prices and wages,
and emphasize monetary as well as real disturbances. Chapter 6 focuses
on basic features of price stickiness. It investigates baseline models where
price stickiness is exogenous and the microeconomic foundations of price
stickiness in static settings. Chapter 7 turns to dynamics. It first exam-
ines the implications of alternative assumptions about price adjustment in
dynamic settings. It then turns to dynamic stochastic general-equilibrium
models of fluctuations with price stickiness that is, fully specified general-
equilibrium models of fluctuations that incorporate incomplete nominal
price adjustment.

The analysis in the first seven chapters suggests that the behavior of
consumption and investment is central to both growth and fluctuations.
Chapters 8 and 9 therefore examine the determinants of consumption and
investment in more detail. In each case, the analysis begins with a baseline
model and then considers alternative views. For consumption, the baseline
is the permanent-income hypothesis; for investment, it is q theory.

The analysis of consumption and investment leads naturally to an exam-
ination of financial markets, which are the subject of Chapter 10. Financial
markets are where households’ supply of saving and firms’ demand for in-
vestment meet to determine the division of the economy’s output between
consumption and investment and the allocation of investment among alter-
native projects. More importantly, imperfections in financial markets can
both amplify the effects of shocks elsewhere in the economy and be an
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independent source of disturbances. In the extreme, convulsive changes in
financial markets can lead to financial and macroeconomic crises. All these
topics are explored in the chapter.

Chapter 11 turns to the labor market. It focuses on the determinants of an
economy’s natural rate of unemployment. The chapter also investigates the
impact of fluctuations in labor demand on real wages and employment. It
examines two types of models: traditional efficiency-wage and contracting
theories that focus on forces preventing wages from falling to the level that
equates supply and demand, and modern search and matching models that
emphasize the crucial role of heterogeneity in the labor market.

The final two chapters are devoted to macroeconomic policy. Chapter 12
investigates monetary policy and inflation. It starts by explaining the central
role of money growth in causing inflation and by investigating the effects
of money growth. It then considers the use of monetary policy for macro-
economic stabilization. This analysis begins with the microeconomic foun-
dations of the appropriate objective for stabilization policy, proceeds to the
analysis of optimal policy in backward-looking and forward-looking models,
and concludes with a discussion of a range of issues in the conduct of pol-
icy and an analysis of the implications of the zero lower bound on nominal
interest rates for monetary policy. The final sections of the chapter examine
how excessive inflation can arise either from a short-run output-inflation
tradeoff or from governments’ need for revenue from money creation.

Finally, Chapter 13 is concerned with fiscal policy and budget deficits.
The first part of the chapter describes the government’s budget constraint
and investigates two baseline views of deficits: Ricardian equivalence and
tax-smoothing. Most of the remainder of the chapter investigates theories
of the sources of deficits. In doing so, it provides an introduction to the use
of economic tools to study politics. The chapter concludes with a discussion
of the costs of deficits and a model of sovereign debt crises.

Macroeconomics is both a theoretical and an empirical subject. Because
of this, the presentation of the theories is supplemented with examples of
relevant empirical work. Even more so than with the theoretical sections,
the purpose of the empirical material is not to provide a survey of the lit-
erature; nor is it to teach econometric techniques. Instead, the goal is to
illustrate some of the ways that macroeconomic theories can be applied
and tested. The presentation of this material is for the most part fairly in-
tuitive and presumes no more knowledge of econometrics than a general
familiarity with regressions. In a few places where it can be done naturally,
the empirical material includes discussions of the ideas underlying more
advanced econometric techniques.

Each chapter concludes with a set of problems. The problems range from
relatively straightforward variations on the ideas in the text to extensions
that tackle important issues. The problems thus serve both as a way for
readers to strengthen their understanding of the material and as a compact
way of presenting significant extensions of the ideas in the text.
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4 INTRODUCTION

The fact that the book is an advanced introduction to macroeconomics
has two main consequences. The first is that the book uses a series of for-
mal models to present and analyze the theories. Models identify particular
features of reality and study their consequences in isolation. They thereby
allow us to see clearly how different elements of the economy interact
and what their implications are. As a result, they provide a rigorous way of
investigating whether a proposed theory can answer a particular question
and whether it generates additional predictions.

The book contains literally dozens of models. The main reason for this
multiplicity is that we are interested in many issues. Features of the eco-
nomy that are crucial to one issue may be unimportant to others. Money, for
example, is almost surely central to inflation but not to long-run growth. In-
corporating money into models of growth would only obscure the analysis.
Thus instead of trying to build a single model to analyze all the issues we
are interested in, the book develops a series of models.

An additional reason for the multiplicity of models is that there is con-
siderable disagreement about the answers to many of the questions we will
be examining. When there is disagreement, the book presents the leading
views and discusses their strengths and weaknesses. Because different the-
ories emphasize different features of the economy, again it is more enlight-
ening to investigate distinct models than to build one model incorporating
all the features emphasized by the different views.

The second consequence of the book’s advanced level is that it presumes
some background in mathematics and economics. Mathematics provides
compact ways of expressing ideas and powerful tools for analyzing them.
The models are therefore mainly presented and analyzed mathematically.
The key mathematical requirements are a thorough understanding of single-
variable calculus and an introductory knowledge of multivariable calculus.
Tools such as functions, logarithms, derivatives and partial derivatives, max-
imization subject to constraint, and Taylor-series approximations are used
relatively freely. Knowledge of the basic ideas of probability random vari-
ables, means, variances, covariances, and independence is also assumed.

No mathematical background beyond this level is needed. More advanced
tools (such as simple differential equations, the calculus of variations, and
dynamic programming) are used sparingly, and they are explained as they
are used. Indeed, since mathematical techniques are essential to further
study and research in macroeconomics, models are sometimes analyzed in
greater detail than is otherwise needed in order to illustrate the use of a
particular method.

In terms of economics, the book assumes an understanding of microeco-
nomics through the intermediate level. Familiarity with such ideas as profit
maximization and utility maximization, supply and demand, equilibrium,
efficiency, and the welfare properties of competitive equilibria is presumed.
Little background in macroeconomics itself is absolutely necessary. Readers
with no prior exposure to macroeconomics, however, are likely to find some
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of the concepts and terminology difficult, and to find that the pace is rapid.
These readers may wish to review an intermediate macroeconomics text
before beginning the book, or to study such a book in conjunction with
this one.

The book was designed for first-year graduate courses in macroeconomics.
But it can be used (either on its own or in conjunction with an intermediate
text) for students with strong backgrounds in mathematics and economics
in professional schools and advanced undergraduate programs. It can also
provide a tour of the field for economists and others working in areas outside
macroeconomics.



Romer-3931312--That book January 12, 2018 14:30 6

Chapter 1
THE SOLOW GROWTH MODEL

1.1 Some Basic Facts about Economic Growth

Over the past few centuries, standards of living in industrialized countries
have reached levels almost unimaginable to our ancestors. Although com-
parisons are difficult, the best available evidence suggests that average real
incomes today in the United States and Western Europe are between 5 and
20 times larger than a century ago, and between 15 and 100 times larger
than two centuries ago.1

Moreover, worldwide growth is far from constant. Growth has been rising
over most of modern history. Average growth rates in the industrialized
countries were higher in the twentieth century than in the nineteenth, and
higher in the nineteenth than in the eighteenth. Further, average incomes
on the eve of the Industrial Revolution even in the wealthiest countries
were not dramatically above subsistence levels; this tells us that average
growth over the millennia before the Industrial Revolution must have been
very, very low.

Recent decades have seen an important departure from this general pat-
tern of increasing growth. Beginning in the early 1970s, annual growth in
output per person in the United States and other industrialized countries
averaged about a percentage point less than its earlier level. After a brief
rebound in the second half of the 1990s, average growth over the past
decade has been even lower. Whether the recent period of low growth will
be long-lasting is unclear.

There are also enormous differences in standards of living across parts
of the world. Average real incomes in such countries as the United States,
Germany, and Japan appear to exceed those in such countries as Bangladesh

1 Estimates of average real incomes for many parts of the world over long periods are
available from the Maddison Project (Bolt and van Zanden, 2014). Most of the uncertainty
about the extent of long-term growth concerns the behavior not of nominal income, but of
the price indexes needed to convert those figures into estimates of real income. Adjusting for
quality changes and for the introduction of new goods is conceptually and practically difficult,
and conventional price indexes do not make these adjustments well. See Nordhaus (1997) and
Boskin, Dulberger, Gordon, Griliches, and Jorgenson (1998) for two classic discussions of the
issues involved and analyses of the biases in conventional price indexes.

6
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and Kenya by a factor of about 15.2 As with worldwide growth, cross-
country income differences are not immutable. Growth in individual coun-
tries often differs considerably from average worldwide growth; that is, there
are often large changes in countries’ relative incomes.

The most striking examples of large changes in relative incomes are growth
miracles and growth disasters. Growth miracles are episodes where growth
in a country far exceeds the world average over an extended period, with
the result that the country moves rapidly up the world income distribu-
tion. Some prominent growth miracles are Japan from the end of World
War II to around 1990, the newly industrializing countries (NICs) of East
Asia (South Korea, Taiwan, Singapore, and Hong Kong) starting around 1960,
and China starting around 1980. Average incomes in the NICs, for example,
have grown at an average annual rate of over 5 percent since 1960. As a re-
sult, their average incomes relative to that of the United States have roughly
quintupled.

Growth disasters are episodes where a country’s growth falls far short
of the world average. Two very different examples of growth disasters are
Argentina and many of the countries of sub-Saharan Africa. In 1900,
Argentina’s average income was only slightly behind those of the world’s
leaders, and it appeared poised to become a major industrialized country.
But its growth performance since then has been dismal, and it is now near
the middle of the world income distribution. Sub-Saharan African coun-
tries such as Niger, Guinea, and the Central African Republic have been
extremely poor throughout their histories and have been unable to obtain
any sustained growth in average incomes. As a result, their average incomes
have remained close to subsistence levels while average world income has
been rising steadily.

Other countries exhibit more complicated growth patterns. Côte d’Ivoire
was held up as the growth model for Africa through the 1970s. From 1960 to
1978, real income per person grew at an average annual rate of 3.6 percent.
But since then, its average income has not increased at all, and it is now
lower relative to that of the United States than it was in 1960. To take
another example, average growth in Mexico was very high in the 1950s,
1960s, and 1970s, negative in most of the 1980s, and moderate with a
brief but severe interruption in the mid-1990s since then.

Over the whole of the modern era, cross-country income differences have
widened on average. The fact that average incomes in the richest countries
at the beginning of the Industrial Revolution were not far above subsistence
means that the overall dispersion of average incomes across different parts of

2 Comparisons of real incomes across countries are far from straightforward, but are much
easier than comparisons over extended periods of time. The basic source for cross-country
data on real income is the Penn World Tables. Documentation of these data and the most
recent figures are available at www.rug.nl/ggdc/productivity/pwt.
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the world must have been much smaller than it is today (Pritchett, 1997).
Over the past few decades, however, there has been no strong tendency
either toward continued divergence or toward convergence.

The implications of the vast differences in standards of living over time
and across countries for human welfare are enormous. The differences are
associated with large differences in nutrition, literacy, infant mortality, life
expectancy, and other direct measures of well-being. And the welfare con-
sequences of long-run growth swamp any possible effects of the short-run
fluctuations that macroeconomics traditionally focuses on. During an av-
erage recession in the United States, for example, real income per person
falls by a few percent relative to its usual path. In contrast, the slowdown
in productivity growth since the early 1970s has reduced real income per
person in the United States by about 35 percent relative to what it oth-
erwise would have been. Other examples are even more startling. If real
income per person in Kenya continues to grow at its average rate for the
period 1960 2014 of 1 percent per year, it will take four centuries for it
to reach the current U.S. level. If it achieves 3 percent growth, the time
will be reduced to 100 years. And if it achieves 5 percent growth, as the
NICs have done, the process will take only 60 years. To quote Robert Lucas
(1988), ‘‘Once one starts to think about [economic growth], it is hard to
think about anything else.’’

The first four chapters of this book are therefore devoted to economic
growth. We will investigate several models of growth. Although we will
examine the models’ mechanics in considerable detail, our goal is to learn
what insights they offer concerning worldwide growth and income differ-
ences across countries. Indeed, the ultimate objective of research on eco-
nomic growth is to determine whether there are possibilities for raising
overall growth or bringing standards of living in poor countries closer to
those in the world leaders.

This chapter focuses on a relatively simple, transparent model that is an
excellent starting point for studying these issues, the Solow growth model.3

Even models that depart fundamentally from Solow’s are often best under-
stood through comparison with the Solow model. Thus understanding the
model is essential to understanding theories of growth.

The principal conclusion of the Solow model is that the accumulation
of physical capital cannot account for either the vast growth over time in
output per person or the vast geographic differences in output per person.
Specifically, suppose that capital accumulation affects output through the
conventional channel that capital makes a direct contribution to production,
for which it is paid its marginal product. Then the Solow model implies that
the differences in real incomes that we are trying to understand are far too
large to be accounted for by differences in capital inputs. The model treats

3 The Solow model (which is sometimes known as the Solow Swan model) was developed
by Robert Solow (Solow, 1956) and T. W. Swan (Swan, 1956).
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other potential sources of differences in real incomes as either exogenous
and thus not explained by the model (in the case of technological progress,
for example) or absent altogether (in the case of positive externalities from
capital, for example). Thus to address the central questions of growth theory,
we must move beyond the Solow model.

Chapters 2 through 4 therefore extend and modify the Solow model.
Chapter 2 investigates the determinants of saving and investment. The
Solow model has no optimization in it; it takes the saving rate as exogenous
and constant. Chapter 2 presents two models that make saving endogenous
and potentially time-varying. In the first, saving and consumption decisions
are made by a fixed set of infinitely lived households; in the second, the
decisions are made by overlapping generations of households with finite
horizons.

Relaxing the Solow model’s assumption of a constant saving rate has three
advantages. First, and most important for studying growth, it demonstrates
that the Solow model’s conclusions about the central questions of growth
theory do not hinge on its assumption of a fixed saving rate. Second, it
allows us to consider welfare issues. A model that directly specifies relations
among aggregate variables provides no way of judging whether some out-
comes are better or worse than others: without individuals in the model, we
cannot say whether different outcomes make individuals better or worse off.
The infinite-horizon and overlapping-generations models are built up from
the behavior of individuals, and can therefore be used to discuss welfare
issues. Third, infinite-horizon and overlapping-generations models are used
to study many issues in economics other than economic growth; thus they
are valuable tools.

Chapters 3 and 4 investigate more fundamental departures from the
Solow model. Their models, in contrast to Chapter 2’s, provide different
answers than the Solow model to the central questions of growth the-
ory. Chapter 3 departs from the Solow model’s treatment of technologi-
cal progress as exogenous; it assumes instead that it is the result of the
allocation of resources to the creation of new technologies. We will investi-
gate the implications of such endogenous technological progress for economic
growth and the determinants of the allocation of resources to innovative
activities.

The main conclusion of this analysis is that endogenous technological
progress is almost surely central to worldwide growth but probably has lit-
tle to do with cross-country income differences. Chapter 4 therefore focuses
specifically on those differences. We will find that understanding them re-
quires considering two new factors: variation in human as well as physical
capital, and variation in productivity not stemming from variation in tech-
nology. Chapter 4 explores both how those factors can help us understand
the enormous differences in average incomes across countries and potential
sources of variation in those factors.

We now turn to the Solow model.
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1.2 Assumptions

Inputs and Output

The Solow model focuses on four variables: output (Y ), capital (K ), labor
(L ), and ‘‘knowledge’’ or the ‘‘effectiveness of labor’’ (A). At any time, the
economy has some amounts of capital, labor, and knowledge, and these are
combined to produce output. The production function takes the form

Y(t) = F (K (t), A(t)L (t)), (1.1)

where t denotes time.
Notice that time does not enter the production function directly, but

only through K , L , and A. That is, output changes over time only if the
inputs to production change. In particular, the amount of output obtained
from given quantities of capital and labor rises over time there is techno-
logical progress only if the effectiveness of labor increases.

Notice also that A and L enter multiplicatively. AL is referred to as effec-
tive labor, and technological progress that enters in this fashion is known as
labor-augmenting or Harrod-neutral.4 This way of specifying how A enters, to-
gether with the other assumptions of the model, will imply that the ratio of
capital to output, K/Y , eventually settles down. In practice, capital-output
ratios do not show any clear upward or downward trend over extended pe-
riods. In addition, building the model so that the ratio is eventually constant
makes the analysis much simpler. Assuming that A multiplies L is therefore
very convenient.

The central assumptions of the Solow model concern the properties of the
production function and the evolution of the three inputs into production
(capital, labor, and the effectiveness of labor) over time. We discuss each
in turn.

Assumptions Concerning the Production Function

The model’s critical assumption concerning the production function is that
it has constant returns to scale in its two arguments, capital and effective
labor. That is, doubling the quantities of capital and effective labor (for exam-
ple, by doubling K and L with A held fixed) doubles the amount produced.
More generally, multiplying both arguments by any nonnegative constant
c causes output to change by the same factor:

F (cK, cAL ) = cF (K, AL ) for all c ≥ 0. (1.2)

4 If A enters in the form Y = F (AK,L ), technological progress is capital-augmenting. If it
enters in the form Y = AF (K,L ), technological progress is Hicks-neutral.
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The assumption of constant returns can be thought of as a combination of
two separate assumptions. The first is that the economy is big enough that
the gains from specialization have been exhausted. In a very small economy,
there are likely to be enough possibilities for further specialization that
doubling the amounts of capital and labor more than doubles output. The
Solow model assumes, however, that the economy is sufficiently large that,
if capital and labor double, the new inputs are used in essentially the same
way as the existing inputs, and so output doubles.

The second assumption is that inputs other than capital, labor, and the
effectiveness of labor are relatively unimportant. In particular, the model
neglects land and other natural resources. If natural resources are impor-
tant, doubling capital and labor could less than double output. In prac-
tice, however, as Section 1.8 describes, the availability of natural resources
does not appear to be a major constraint on growth. Assuming constant
returns to capital and labor alone therefore appears to be a reasonable
approximation.

The assumption of constant returns allows us to work with the produc-
tion function in intensive form. Setting c = 1/AL in equation (1.2) yields

F

(
K

AL
,1

)
= 1

AL
F (K, AL ). (1.3)

Here K/AL is the amount of capital per unit of effective labor, and F (K, AL )/
AL is Y/AL , output per unit of effective labor. Define k ≡ K/AL , y ≡ Y/AL ,
and f (k) ≡ F (k,1). Then we can rewrite (1.3) as

y = f (k). (1.4)

That is, we can write output per unit of effective labor as a function of
capital per unit of effective labor.

These new variables, k and y, are not of interest in their own right. Rather,
they are tools for learning about the variables we are interested in. As we
will see, the easiest way to analyze the model is to focus on the behavior
of k rather than to directly consider the behavior of the two arguments of
the production function, K and AL . For example, we will determine the
behavior of output per worker, Y/L , by writing it as A(Y/AL ), or Af (k), and
determining the behavior of A and k.

To see the intuition behind (1.4), think of dividing the economy into
AL small economies, each with 1 unit of effective labor and K/AL units of
capital. Since the production function has constant returns, each of these
small economies produces 1/AL as much as is produced in the large, un-
divided economy. Thus the amount of output per unit of effective labor
depends only on the quantity of capital per unit of effective labor, and not
on the overall size of the economy. This is expressed mathematically in
equation (1.4).
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k

f (k)

FIGURE 1.1 An example of a production function

The intensive-form production function, f (k), is assumed to satisfy f (0) =
0, f ′(k) > 0, f ′′(k) < 0.5 Since F (K, AL ) equals ALf (K/AL ), it follows that
the marginal product of capital, ∂F (K, AL )/∂K, equals ALf ′(K/AL )(1/AL ),
which is just f ′(k). Thus the assumptions that f ′(k) is positive and f ′′(k) is
negative imply that the marginal product of capital is positive, but that
it declines as capital (per unit of effective labor) rises. In addition, f (•)
is assumed to satisfy the Inada conditions (Inada, 1964): limk→0 f ′(k) = ∞,

limk→∞ f ′(k) = 0. These conditions (which are stronger than needed for
the model’s central results) state that the marginal product of capital is very
large when the capital stock is sufficiently small and that it becomes very
small as the capital stock becomes large; their role is to ensure that the path
of the economy does not diverge. A production function satisfying f ′(•) > 0,
f ′′(•) < 0, and the Inada conditions is shown in Figure 1.1.

A specific example of a production function is the Cobb Douglas function,

F (K, AL ) = K α(AL )1−α , 0 < α < 1. (1.5)

This production function is easy to analyze, and it appears to be a good first
approximation to actual production functions. As a result, it is very useful.

5 The notation f ′(•) denotes the first derivative of f (•), and f ′′(•) the second derivative.
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It is easy to check that the Cobb Douglas function has constant returns.
Multiplying both inputs by c gives us

F (cK, cAL ) = (cK )α(cAL )1−α

= cαc1−α K α(AL )1−α

= cF (K, AL ).

(1.6)

To find the intensive form of the production function, divide both inputs
by AL ; this yields

f (k) ≡ F

(
K

AL
,1

)

=
(

K

AL

)α

(1.7)

= kα.

Equation (1.7) implies that f ′(k) = αkα−1. It is straightforward to check
that this expression is positive, that it approaches infinity as k approaches
zero, and that it approaches zero as k approaches infinity. Finally, f ′′(k) =
−(1 − α )αkα−2, which is negative.6

The Evolution of the Inputs into Production

The remaining assumptions of the model concern how the stocks of labor,
knowledge, and capital change over time. The model is set in continuous
time; that is, the variables of the model are defined at every point in time.7

The initial levels of capital, labor, and knowledge are taken as given, and
are assumed to be strictly positive. Labor and knowledge grow at constant
rates:

L (t) = nL (t), (1.8)

A(t) = gA(t), (1.9)

where n and g are exogenous parameters and where a dot over a variable
denotes a derivative with respect to time (that is, X(t) is shorthand for
dX(t)/dt).

6 Note that with Cobb Douglas production, labor-augmenting, capital-augmenting, and
Hicks-neutral technological progress (see n. 4) are all essentially the same. For example, to
rewrite (1.5) so that technological progress is Hicks-neutral, simply define

~
A = A1−α ; then

Y = ~
A(KαL1−α).

7 The alternative is discrete time, where the variables are defined only at specific dates
(usually t = 0,1,2, . . .). The choice between continuous and discrete time is usually based on
convenience. For example, the Solow model has essentially the same implications in discrete
as in continuous time, but is easier to analyze in continuous time.
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The growth rate of a variable refers to its proportional rate of change.
That is, the growth rate of X refers to the quantity X (t)/X(t). Thus equa-
tion (1.8) implies that the growth rate of L is constant and equal to n, and
(1.9) implies that A’s growth rate is constant and equal to g .

A key fact about growth rates is that the growth rate of a variable equals
the rate of change of its natural log. That is, X(t)/X(t) equals d ln X(t)/dt. To
see this, note that since ln X is a function of X and X is a function of t, we
can use the chain rule to write

d ln X(t)

dt
= d ln X(t)

dX(t)

dX(t)

dt

= 1

X(t)
X(t).

(1.10)

Applying the result that a variable’s growth rate equals the rate of change
of its log to (1.8) and (1.9) tells us that the rates of change of the logs of L
and A are constant and that they equal n and g , respectively. Thus,

ln L (t) = [ ln L (0)] + nt, (1.11)

ln A(t) = [ ln A(0)] + gt, (1.12)

where L (0) and A(0) are the values of L and A at time 0. Exponentiating both
sides of these equations gives us

L (t) = L (0)ent , (1.13)

A(t) = A(0)e gt. (1.14)

Thus, our assumption is that L and A each grow exponentially.8

Output is divided between consumption and investment. Thus invest-
ment equals Y (t)−C (t), where C denotes consumption. One unit of invest-
ment yields one unit of new capital. In addition, existing capital depreciates
at rate δ. Together, these assumptions imply

K (t) = [Y (t) − C (t)] − δK (t). (1.15)

Although no restrictions are placed on n, g , and δ individually, their sum is
assumed to be strictly positive.

We have now described everything about the model other than how the
division of output between consumption and investment is determined.
Up to this point, the model is identical to the Ramsey Cass Koopmans
model of Part A of Chapter 2; and other than the minor difference that it is
set in continuous rather than discrete time, it is the same as the Diamond
overlapping-generations model of Part B of that chapter. Thus the only sub-
stantive differences among the three models concern their assumptions
about how output is divided between consumption and investment. In
both the Ramsey Cass Koopmans and Diamond models, the division arises

8 See Problems 1.1 and 1.2 for more on basic properties of growth rates.
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endogenously from the interactions of optimizing agents in competitive
markets. In the Solow model, in contrast, the division is taken as given.
Specifically, the fraction of output devoted to investment is exogenous and
constant. Thus, letting s denote that fraction, we have

K (t) = sY (t) − δK (t), 0 < s ≤ 1. (1.16)

This completes the description of the model.
Since this is the first model (of many!) we will encounter, this is a good

place for a general comment about modeling. The Solow model is grossly
simplified in a host of ways. To give just a few examples, there is only a
single good; government is absent; fluctuations in employment are ignored;
production is described by an aggregate production function with just three
inputs; and the rates of saving, depreciation, population growth, and tech-
nological progress are constant. It is natural to think of these features of the
model as defects: the model omits many obvious features of the world, and
surely some of those features are important to growth.

The purpose of a model, however, is not to be realistic. After all, we
already possess a model that is completely realistic the world itself. The
problem with that ‘‘model’’ is that it is too complicated to understand. A
model’s purpose is to provide insights about particular features of the world.
If a simplifying assumption causes a model to give incorrect answers to the
questions it is being used to address, then that lack of realism may be a de-
fect. (Even then, the simplification by showing clearly the consequences of
those features of the world in an idealized setting may be a useful reference
point.) If the simplification does not cause the model to provide incorrect
answers to the questions it is being used to address, however, then the lack
of realism is a virtue: by isolating the effect of interest more clearly, the
simplification makes it easier to understand.

To make this discussion concrete, consider the final assumption of the
model that the saving rate is exogenous and constant. If our goal is to ana-
lyze how some policy that affects incentives will change the aggregate sav-
ing rate, this assumption is almost surely a terrible simplification, because
it treats the saving rate as given and hence as unresponsive to any other
developments. But if our goal is to address questions about what happens
if a greater proportion of an economy’s output is devoted to investment, it
is likely to be a wonderful simplification, because it focuses on that propor-
tion directly even though the assumption that the proportion is constant
is never correct.

1.3 The Dynamics of the Model

We want to determine the behavior of the economy we have just described.
The evolution of two of the three inputs into production, labor and knowl-
edge, is exogenous. Thus to characterize the behavior of the economy, we
must analyze the behavior of the third input, capital.
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The Dynamics of k

Because the economy may be growing over time, it turns out to be much
easier to focus on the capital stock per unit of effective labor, k, than on the
unadjusted capital stock, K. Since k = K/AL , we can use the chain rule to
find

k(t) = K (t)

A(t)L (t)
− K (t)

[A(t)L (t)]2
[A(t)L (t) + L (t)A(t)]

= K (t)

A(t)L (t)
− K (t)

A(t)L (t)

L (t)

L (t)
− K (t)

A(t)L (t)

A(t)

A(t)
.

(1.17)

K/AL is simply k. From (1.8) and (1.9), L/L and A/A are n and g , respectively.
K is given by (1.16). Substituting these facts into (1.17) yields

k(t) = sY (t) − δK (t)

A(t)L (t)
− k(t)n − k(t)g

= s
Y(t)

A(t)L (t)
− δk(t) − nk(t) − gk(t).

(1.18)

Finally, using the fact that Y/AL is given by f (k), we have

k(t) = sf (k(t)) − (n + g + δ)k(t). (1.19)

Equation (1.19) is the key equation of the Solow model. It states that
the rate of change of the capital stock per unit of effective labor is the
difference between two terms. The first, sf (k), is actual investment per unit
of effective labor: output per unit of effective labor is f (k), and the fraction
of that output that is invested is s. The second term, (n + g + δ)k, is break-
even investment, the amount of investment that must be done just to keep k
at its existing level. There are two reasons that some investment is needed
to prevent k from falling. First, existing capital is depreciating; this capital
must be replaced to keep the capital stock from falling. This is the δk term in
(1.19). Second, the quantity of effective labor is growing. Thus doing enough
investment to keep the capital stock (K ) constant is not enough to keep
the capital stock per unit of effective labor (k) constant. Instead, since the
quantity of effective labor is growing at rate n + g , the capital stock must
grow at rate n + g to hold k steady.9 This is the (n + g)k term in (1.19).

When actual investment per unit of effective labor exceeds the invest-
ment needed to break even, k is rising. When actual investment falls short
of break-even investment, k is falling. And when the two are equal, k is
constant.

9 The fact that the growth rate of the quantity of effective labor, AL , equals n + g is an
instance of the fact that the growth rate of the product of two variables equals the sum of
their growth rates. See Problem 1.1.
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FIGURE 1.2 Actual and break-even investment

Figure 1.2 plots the two terms of the expression for k as functions of k.
Break-even investment, (n + g + δ)k, is proportional to k. Actual investment,
sf (k), is a constant times output per unit of effective labor.

Since f (0) = 0, actual investment and break-even investment are equal at
k = 0. The Inada conditions imply that at k = 0, f ′(k) is large, and thus that
the sf (k) line is steeper than the (n + g + δ)k line. Thus for small values of
k, actual investment is larger than break-even investment. The Inada con-
ditions also imply that f ′(k) falls toward zero as k becomes large. At some
point, the slope of the actual investment line falls below the slope of the
break-even investment line. With the sf (k) line flatter than the (n + g + δ)k
line, the two must eventually cross. Finally, the fact that f ′′(k) < 0 implies
that the two lines intersect only once for k > 0. We let k∗ denote the value
of k (other than zero) where actual investment and break-even investment
are equal.

Figure 1.3 summarizes this information in the form of a phase diagram,
which shows k as a function of k. If k is initially less than k∗, actual invest-
ment exceeds break-even investment, and so k is positive that is, k is rising.
If k exceeds k∗, k is negative. Finally, if k equals k∗, then k is zero. Thus,
regardless of where k starts, it converges to k∗ and remains there.10

The Balanced Growth Path

Since k converges to k∗, it is natural to ask how the variables of the model
behave when k equals k∗. By assumption, labor and knowledge are growing
at rates n and g , respectively. The capital stock, K, equals ALk ; since k is
constant at k∗, K is growing at rate n + g (that is, K/K equals n + g ). With
both capital and effective labor growing at rate n + g , the assumption of
constant returns implies that output, Y , is also growing at that rate. Finally,
capital per worker, K/L , and output per worker, Y/L , are growing at rate g .

10 If k is initially zero, it remains there. However, this possibility is ruled out by our as-
sumption that initial levels of K, L , and A are strictly positive.
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FIGURE 1.3 The phase diagram for k in the Solow model

Thus the Solow model implies that, regardless of its starting point, the
economy converges to a balanced growth path a situation where each
variable of the model is growing at a constant rate. On the balanced growth
path, the growth rate of output per worker is determined solely by the rate
of technological progress.11

1.4 The Impact of a Change in the Saving
Rate

The parameter of the Solow model that policy is most likely to affect is the
saving rate. The division of the government’s purchases between consump-
tion and investment goods, the division of its revenues between taxes and
borrowing, and its tax treatments of saving and investment are all likely to

11 The broad behavior of the U.S. economy and many other major industrialized economies
over the last century or more is described reasonably well by the balanced growth path of the
Solow model. The growth rates of labor, capital, and output have each been roughly constant.
The growth rates of output and capital have been about equal (so that the capital-output
ratio has been approximately constant) and have been larger than the growth rate of labor
(so that output per worker and capital per worker have been rising). This is often taken as
evidence that it is reasonable to think of these economies as Solow-model economies on
their balanced growth paths. Jones (2002) shows, however, that the underlying determinants
of the level of income on the balanced growth path have in fact been far from constant in
these economies, and thus that the resemblance between these economies and the balanced
growth path of the Solow model is misleading. We return to this issue in Section 3.3.
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FIGURE 1.4 The effects of an increase in the saving rate on investment

affect the fraction of output that is invested. Thus it is natural to investigate
the effects of a change in the saving rate.

For concreteness, we will consider a Solow economy that is on a balanced
growth path, and suppose that there is a permanent increase in s. In addition
to demonstrating the model’s implications concerning the role of saving, this
experiment will illustrate the model’s properties when the economy is not
on a balanced growth path.

The Impact on Output

The increase in s shifts the actual investment line upward, and so k∗ rises.
This is shown in Figure 1.4. But k does not immediately jump to the new
value of k∗. Initially, k is equal to the old value of k∗. At this level, actual
investment now exceeds break-even investment more resources are being
devoted to investment than are needed to hold k constant and so k is
positive. Thus k begins to rise. It continues to rise until it reaches the new
value of k∗, at which point it remains constant.

These results are summarized in the first three panels of Figure 1.5. t0

denotes the time of the increase in the saving rate. By assumption, s jumps
up at time t0 and remains constant thereafter. Since the jump in s causes
actual investment to exceed break-even investment by a strictly positive
amount, k jumps from zero to a strictly positive amount. k rises gradually
from the old value of k∗ to the new value, and k falls gradually back to zero.12

12 For a sufficiently large rise in the saving rate, k can rise for a while after t0 before starting
to fall back to zero.
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FIGURE 1.5 The effects of an increase in the saving rate

We are likely to be particularly interested in the behavior of output per
worker, Y/L . Y/L equals Af (k). When k is constant, Y/L grows at rate g ,
the growth rate of A. When k is increasing, Y/L grows both because A
is increasing and because k is increasing. Thus its growth rate exceeds g .
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When k reaches the new value of k∗, however, again only the growth of A
contributes to the growth of Y/L , and so the growth rate of Y/L returns to g .
Thus a permanent increase in the saving rate produces a temporary increase
in the growth rate of output per worker: k is rising for a time, but eventually
it increases to the point where the additional saving is devoted entirely to
maintaining the higher level of k.

The fourth and fifth panels of Figure 1.5 show how output per worker
responds to the rise in the saving rate. The growth rate of output per worker,
which is initially g , jumps upward at t0 and then gradually returns to its
initial level. Thus output per worker begins to rise above the path it was
on and gradually settles into a higher path parallel to the first.13

In sum, a change in the saving rate has a level effect but not a growth
effect: it changes the economy’s balanced growth path, and thus the level of
output per worker at any point in time, but it does not affect the growth
rate of output per worker on the balanced growth path. Indeed, in the
Solow model only changes in the rate of technological progress have growth
effects; all other changes have only level effects.

The Impact on Consumption

If we were to introduce households into the model, their welfare would
depend not on output but on consumption: investment is simply an input
into production in the future. Thus for many purposes we are likely to be
more interested in the behavior of consumption than in the behavior of
output.

Recall that output is divided between investment and consumption, and
that the fraction that is invested is s. Thus, consumption per unit of effective
labor, c , equals output per unit of effective labor, f (k), times the fraction
of that output that is consumed, 1 − s. Since s changes discontinuously
at t0 and k does not, initially c jumps downward. It then rises gradually as
k rises and s remains at its higher level. This is shown in the last panel of
Figure 1.5.

Whether consumption per unit of effective labor eventually exceeds its
level before the rise in s is not immediately clear. Let c∗ denote consumption
per unit of effective labor on the balanced growth path. c∗ equals output per
unit of effective labor, f (k∗), minus investment per unit of effective labor,
sf (k∗). On the balanced growth path, actual investment equals break-even

13 Because the growth rate of a variable equals the derivative with respect to time of its
log, graphs in logs are often much easier to interpret than graphs in levels. For example, if a
variable’s growth rate is constant, the graph of its log as a function of time is a straight line.
This is why Figure 1.5 shows the log of output per worker rather than its level.
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investment, (n + g + δ)k∗. Thus,

c∗ = f (k∗) − (n + g + δ)k∗. (1.20)

k∗ is determined by s and the other parameters of the model, n, g , and δ;
we can therefore write k∗ = k∗(s,n,g,δ). Thus (1.20) implies

∂c∗

∂s
= [ f ′(k∗(s,n,g,δ)) − (n + g + δ)]

∂k∗(s,n,g,δ)

∂s
. (1.21)

We know that the increase in s raises k∗; that is, we know that ∂k∗/∂s
is positive. Thus whether the increase raises or lowers consumption in the
long run depends on whether f ′(k∗) the marginal product of capital is
more or less than n + g + δ. Intuitively, when k rises, investment (per unit
of effective labor) must rise by n + g + δ times the change in k for the in-
crease to be sustained. If f ′(k∗) is less than n + g + δ, then the additional
output from the increased capital is not enough to maintain the capital
stock at its higher level. In this case, consumption must fall to maintain the
higher capital stock. If f ′(k∗) exceeds n + g + δ, on the other hand, there is
more than enough additional output to maintain k at its higher level, and
so consumption rises.

f ′(k∗) can be either smaller or larger than n + g + δ. This is shown in
Figure 1.6. The figure shows not only (n + g + δ)k and sf (k), but also f (k).
Since consumption on the balanced growth path equals output less break-
even investment (see [1.20]), c∗ is the distance between f (k) and (n + g + δ)k
at k = k∗. The figure shows the determinants of c∗ for three different values
of s (and hence three different values of k∗). In the top panel, s is high, and
so k∗ is high and f ′(k∗) is less than n + g + δ. As a result, an increase in the
saving rate lowers consumption even when the economy has reached its
new balanced growth path. In the middle panel, s is low, k∗ is low, f ′(k∗)
is greater than n + g + δ, and an increase in s raises consumption in the
long run.

Finally, in the bottom panel, s is at the level that causes f ′(k∗) to just
equal n + g + δ that is, the f (k) and (n + g + δ)k loci are parallel at k = k∗.
In this case, a marginal change in s has no effect on consumption in the
long run, and consumption is at its maximum possible level among bal-
anced growth paths. This value of k∗ is known as the golden-rule level of
the capital stock. We will discuss the golden-rule capital stock further in
Chapter 2. Among the questions we will address are whether the golden-
rule capital stock is in fact desirable and whether there are situations in
which a decentralized economy with endogenous saving converges to that
capital stock. Of course, in the Solow model, where saving is exogenous,
there is no more reason to expect the capital stock on the balanced growth
path to equal the golden-rule level than there is to expect it to equal any
other possible value.
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1.5 Quantitative Implications

We are usually interested not just in a model’s qualitative implications, but
in its quantitative predictions. If, for example, the impact of a moderate
increase in saving on growth remains large after several centuries, the result
that the impact is temporary is of limited interest.

For most models, including this one, obtaining exact quantitative results
requires specifying functional forms and values of the parameters; it often
also requires analyzing the model numerically. But in many cases, it is possi-
ble to learn a great deal by considering approximations around the long-run
equilibrium. That is the approach we take here.

The Effect on Output in the Long Run

The long-run effect of a rise in saving on output is given by

∂y∗

∂s
= f ′(k∗)

∂k∗(s,n,g,δ)

∂s
, (1.22)

where y∗ = f (k∗) is the level of output per unit of effective labor on the
balanced growth path. Thus to find ∂y∗/∂s, we need to find ∂k∗/∂s. To do
this, note that k∗ is defined by the condition that k = 0. Thus k∗ satisfies

sf (k∗(s,n,g,δ)) = (n + g + δ)k∗(s,n,g,δ). (1.23)

Equation (1.23) holds for all values of s (and of n, g , and δ). Thus the deriva-
tives of the two sides with respect to s are equal:14

sf ′(k∗)
∂k∗

∂s
+ f (k∗) = (n + g + δ)

∂k∗

∂s
, (1.24)

where the arguments of k∗ are omitted for simplicity. This can be rearranged
to obtain15

∂k∗

∂s
= f (k∗)

(n + g + δ) − sf ′(k∗)
. (1.25)

14 This technique is known as implicit differentiation. Even though (1.23) does not explicitly
give k∗ as a function of s, n, g , and δ, it still determines how k∗ depends on those variables.
We can therefore differentiate the equation with respect to s and solve for ∂k∗/∂s.

15 We saw in the previous section that an increase in s raises k∗. To check that this is
also implied by equation (1.25), note that n + g + δ is the slope of the break-even investment
line and that s f ′(k∗) is the slope of the actual investment line at k∗. Since the break-even
investment line is steeper than the actual investment line at k∗ (see Figure 1.2), it follows
that the denominator of (1.25) is positive, and thus that ∂k∗/∂s > 0.
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Substituting (1.25) into (1.22) yields

∂y∗

∂s
= f ′(k∗) f (k∗)

(n + g + δ) − sf ′(k∗)
. (1.26)

Two changes help in interpreting this expression. The first is to convert it
to an elasticity by multiplying both sides by s/y∗. The second is to use the
fact that sf (k∗) = (n + g + δ)k∗ to substitute for s. Making these changes
gives us

s

y∗
∂y∗

∂s
= s

f (k∗)

f ′(k∗) f (k∗)

(n + g + δ) − sf ′(k∗)

= (n + g + δ)k∗f ′(k∗)

f (k∗)[(n + g + δ) − (n + g + δ)k∗f ′(k∗)/f (k∗)]

= k∗f ′(k∗)/f (k∗)

1 − [k∗f ′(k∗)/f (k∗)]
.

(1.27)

k∗f ′(k∗)/f (k∗) is the elasticity of output with respect to capital at k = k∗.
Denoting this by αK (k∗), we have

s

y∗
∂y∗

∂s
= αK (k∗)

1 − αK (k∗)
. (1.28)

Thus we have found a relatively simple expression for the elasticity of the
balanced-growth-path level of output with respect to the saving rate.

To think about the quantitative implications of (1.28), note that if mar-
kets are competitive and there are no externalities, capital earns its marginal
product. Since output equals AL f (k) and k equals K/AL , the marginal prod-
uct of capital, ∂Y/∂K , is AL f ′(k)[1/(AL )], or just f ′(k). Thus if capital earns its
marginal product, the total amount earned by capital (per unit of effective
labor) on the balanced growth path is k∗f ′(k∗). The share of total income
that goes to capital on the balanced growth path is then k∗f ′(k∗)/f (k∗), or
αK (k∗). In other words, if the assumption that capital earns its marginal prod-
uct is a good approximation, we can use data on the share of income go-
ing to capital to estimate the elasticity of output with respect to capital,
αK (k∗).

In most countries, the share of income paid to capital is about one-third.
If we use this as an estimate of αK (k∗), it follows that the elasticity of output
with respect to the saving rate in the long run is about one-half. Thus, for
example, a 10 percent increase in the saving rate (from 20 percent of output
to 22 percent, for instance) raises output per worker in the long run by about
5 percent relative to the path it would have followed. Even a 50 percent
increase in s raises y∗ only by about 22 percent. Thus significant changes
in saving have only moderate effects on the level of output on the balanced
growth path.
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Intuitively, a small value of αK (k∗) makes the impact of saving on output
low for two reasons. First, it implies that the actual investment curve, s f (k),
bends fairly sharply. As a result, an upward shift of the curve moves its
intersection with the break-even investment line relatively little. Thus the
impact of a change in s on k∗ is small. Second, a low value of αK (k∗) means
that the impact of a change in k∗ on y∗ is small.

The Speed of Convergence

In practice, we are interested not only in the eventual effects of some change
(such as a change in the saving rate), but also in how rapidly those effects
occur. Again, we can use approximations around the long-run equilibrium
to address this issue.

For simplicity, we focus on the behavior of k rather than y. Our goal is thus
to determine how rapidly k approaches k∗. We know that k is determined
by k: recall that the key equation of the model is k = sf (k) − (n + g + δ)k
(see [1.19]). Thus we can write k = k(k). When k equals k∗, k is zero. A first-
order Taylor-series approximation of k(k) around k = k∗ therefore yields

k 	
[

∂k(k)

∂k

∣∣∣∣∣
k=k∗

]
(k − k∗). (1.29)

That is, k is approximately equal to the product of the difference between
k and k∗ and the derivative of k with respect to k at k = k∗.

Let λ denote −∂k(k)/∂k|k=k∗ . With this definition, (1.29) becomes

k(t) 	 −λ[k(t) − k∗]. (1.30)

Since k is positive when k is slightly below k∗ and negative when it is slightly
above, ∂k(k)/∂k|k=k∗ is negative. Equivalently, λ is positive.

Equation (1.30) implies that in the vicinity of the balanced growth path,
k moves toward k∗ at a speed approximately proportional to its distance
from k∗. That is, the growth rate of k(t) − k∗ is approximately constant and
equal to −λ. This implies

k(t) 	 k∗ + e −λt [k(0) − k∗], (1.31)

where k(0) is the initial value of k. Note that (1.31) follows just from the
facts that the system is stable (that is, that k converges to k∗) and that we
are linearizing the equation for k around k = k∗.

It remains to find λ; this is where the specifics of the model enter the anal-
ysis. Differentiating expression (1.19) for k with respect to k and evaluating
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the resulting expression at k = k∗ yields

λ ≡ −∂k(k)

∂k

∣∣∣∣∣
k = k∗

= −[sf ′(k∗) − (n + g + δ)]

= (n + g + δ) − sf ′(k∗)

= (n + g + δ) − (n + g + δ)k∗f ′(k∗)

f (k∗)

= [1 − αK (k∗)](n + g + δ).

(1.32)

Here the third line again uses the fact that sf (k∗) = (n + g + δ)k∗ to sub-
stitute for s, and the last line uses the definition of αK . Thus, k converges
to its balanced-growth-path value at rate [1−αK (k∗)](n + g + δ). In addition,
one can show that y approaches y∗ at the same rate that k approaches k∗.
That is, y(t) − y∗ 	 e −λt [y(0) − y∗].16

We can calibrate (1.32) to see how quickly actual economies are likely to
approach their balanced growth paths. Typically, n + g + δ is about 6 per-
cent per year. This arises, for example, with 1 to 2 percent population
growth, 1 to 2 percent growth in output per worker, and 3 to 4 percent
depreciation. If capital’s share is roughly one-third, (1 − αK )(n + g + δ) is
thus roughly 4 percent. Therefore k and y move 4 percent of the remaining
distance toward k∗ and y∗ each year, and take approximately 17 years to
get halfway to their balanced-growth-path values.17 Thus in our example of
a 10 percent increase in the saving rate, output is 0.04(5%) = 0.2% above its
previous path after 1 year; is 0.5(5%) = 2.5% above after 17 years; and asymp-
totically approaches 5 percent above the previous path. Thus not only is the
overall impact of a substantial change in the saving rate modest, but it does
not occur very quickly.18

16 See Problem 1.13.
17 The time it takes for a variable (in this case, y− y∗) with a constant negative growth rate

to fall in half is approximately equal to 70 divided by its growth rate in percent. (Similarly,
the doubling time of a variable with positive growth is 70 divided by the growth rate.) Thus
in this case the half-life is roughly 70/(4%/year), or about 17 years. More exactly, the half-life,
t∗, is the solution to e −λt∗= 0.5, where λ is the rate of decrease. Taking logs of both sides,
t∗ = − ln(0.5)/λ 	 0.69/λ .

18 These results are derived from a Taylor-series approximation around the balanced growth
path. Thus, formally, we can rely on them only in an arbitrarily small neighborhood around
the balanced growth path. The question of whether Taylor-series approximations provide
good guides for finite changes does not have a general answer. For the Solow model with
conventional production functions, and for moderate changes in parameter values (such as
those we have been considering), the Taylor-series approximations are generally quite reliable.
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1.6 The Solow Model and the Central
Questions of Growth Theory

The Solow model identifies two possible sources of variation either over
time or across parts of the world in output per worker: differences in capital
per worker (K/L ) and differences in the effectiveness of labor (A). We have
seen, however, that only growth in the effectiveness of labor can lead to
permanent growth in output per worker, and that for reasonable cases the
impact of changes in capital per worker on output per worker is modest. As
a result, only differences in the effectiveness of labor have any reasonable
hope of accounting for the vast differences in wealth across time and space.
Specifically, the central conclusion of the Solow model is that if the returns
that capital commands in the market are a rough guide to its contributions
to output, then variations in the accumulation of physical capital do not
account for a significant part of either worldwide economic growth or cross-
country income differences.

There are two ways to see that the Solow model implies that differences
in capital accumulation cannot account for large differences in incomes,
one direct and the other indirect. The direct approach is to consider the
required differences in capital per worker. Suppose we want to account for
a difference of a factor of X in output per worker between two economies
on the basis of differences in capital per worker. If output per worker dif-
fers by a factor of X, the difference in log output per worker between
the two economies is ln X. Since the elasticity of output per worker with
respect to capital per worker is αK , log capital per worker must differ
by (lnX )/αK . That is, capital per worker differs by a factor of e (ln X )/αK ,
or X 1/αK .

Output per worker in the major industrialized countries today is on the
order of 10 times larger than it was 100 years ago, and 10 times larger than
it is in poor countries today. Thus we would like to account for values of
X in the vicinity of 10. Our analysis implies that doing this on the basis of
differences in capital requires a difference of a factor of 101/αK in capital per

worker. For αK = 1

3
, this is a factor of 1000. Even if capital’s share is one-half,

which is well above what data on capital income suggest, one still needs a
difference of a factor of 100.

There is no evidence of such differences in capital stocks. Capital-output
ratios are roughly constant over time. Thus the capital stock per worker
in industrialized countries is roughly 10 times larger than it was 100 years
ago, not 100 or 1000 times larger. Similarly, although capital-output ratios
vary somewhat across countries, the variation is not great. For example,
the capital-output ratio appears to be 2 to 3 times larger in industrialized
countries than in poor countries; thus capital per worker is ‘‘only’’ about 20
to 30 times larger. In sum, differences in capital per worker are far smaller
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than those needed to account for the differences in output per worker that
we are trying to understand.

The indirect way of seeing that the model cannot account for large varia-
tions in output per worker on the basis of differences in capital per worker is
to notice that the required differences in capital imply enormous differences
in the rate of return on capital (Lucas, 1990). If markets are competitive, the
rate of return on capital equals its marginal product, f ′(k), minus depreci-
ation, δ. Suppose that the production function is Cobb Douglas, which in
intensive form is f (k) = kα (see equation [1.7]). With this production func-
tion, the elasticity of output with respect to capital is simply α. The marginal
product of capital is

f ′(k) = αkα−1

= αy (α−1)/α.
(1.33)

Equation (1.33) implies that the elasticity of the marginal product of capital
with respect to output is −(1−α)/α . If α = 1

3
, a tenfold difference in output

per worker arising from differences in capital per worker thus implies a
hundredfold difference in the marginal product of capital. And since the
return to capital is f ′(k) − δ, the difference in rates of return is even larger.

Again, there is no evidence of such differences in rates of return. Direct
measurement of returns on financial assets, for example, suggests only mod-
erate variation over time and across countries. More tellingly, we can learn
much about cross-country differences simply by examining where the hold-
ers of capital want to invest. If rates of return were larger by a factor of 10 or
100 in poor countries than in rich countries, there would be immense incen-
tives to invest in poor countries. Such differences in rates of return would
swamp such considerations as capital-market imperfections, government tax
policies, fear of expropriation, and so on, and we would observe immense
flows of capital from rich to poor countries. We do not see such flows.19

Thus differences in physical capital per worker cannot account for the
differences in output per worker that we observe, at least if capital’s contri-
bution to output is roughly reflected by its private returns.

The other potential source of variation in output per worker in the Solow
model is the effectiveness of labor. Attributing differences in standards of
living to differences in the effectiveness of labor does not require huge dif-
ferences in capital or in rates of return. Along a balanced growth path, for
example, capital is growing at the same rate as output; and the marginal
product of capital, f ′(k), is constant.

19 One can try to avoid this conclusion by considering production functions where capital’s
marginal product falls less rapidly as k rises than it does in the Cobb Douglas case. This
approach encounters two major difficulties. First, since it implies that the marginal product
of capital is similar in rich and poor countries, it implies that capital’s share is much larger in
rich countries. Second, and similarly, it implies that real wages are only slightly larger in rich
than in poor countries. These implications appear grossly inconsistent with the facts.
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Unfortunately, however, the Solow model has little to say about the ef-
fectiveness of labor. Most obviously, the growth of the effectiveness of labor
is exogenous: the model takes as given the behavior of the variable that it
identifies as the driving force of growth. Thus it is only a small exaggeration
to say that we have been modeling growth by assuming it.

More fundamentally, the model does not identify what the ‘‘effectiveness
of labor’’ is; it is just a catchall for factors other than labor and capital that
affect output. Thus saying that differences in income are due to differences
in the effectiveness of labor is no different than saying that they are not
due to differences in capital per worker. To proceed, we must take a stand
concerning what we mean by the effectiveness of labor and what causes it
to vary. One natural possibility is that the effectiveness of labor corresponds
to abstract knowledge. To understand worldwide growth, it would then
be necessary to analyze the determinants of the stock of knowledge over
time. To understand cross-country differences in incomes, one would have
to explain why firms in some countries have access to more knowledge
than firms in other countries, and why that greater knowledge is not rapidly
transmitted to poorer countries.

There are other possible interpretations of A: the education and skills of
the labor force, the strength of property rights, the quality of infrastructure,
cultural attitudes toward entrepreneurship and work, and so on. Or A may
reflect a combination of forces. For any proposed view of what A represents,
one would again have to address the questions of how it affects output, how
it evolves over time, and why it differs across parts of the world.

The other possible way to proceed is to consider the possibility that cap-
ital is more important than the Solow model implies. If capital encompasses
more than just physical capital, or if physical capital has positive external-
ities, then the private return on physical capital is not an accurate guide
to capital’s importance in production. In this case, the calculations we have
done may be misleading, and it may be possible to resuscitate the view that
differences in capital are central to differences in incomes.

These possibilities for addressing the fundamental questions of growth
theory are the subject of Chapters 3 and 4.

1.7 Empirical Applications

Growth Accounting

In many situations, we are interested in the proximate determinants of
growth. That is, we often want to know how much of growth over some pe-
riod is due to increases in various factors of production, and how much stems
from other forces. Growth accounting, which was pioneered by Abramovitz
(1956) and Solow (1957), provides a way of tackling this subject.
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To see how growth accounting works, consider again the production
function Y(t) = F (K (t), A(t)L (t)). This implies

Y (t) = ∂Y(t)

∂K (t)
K (t) + ∂Y(t)

∂L (t)
L (t) + ∂Y(t)

∂A(t)
A(t), (1.34)

where ∂Y/∂L and ∂Y/∂A denote [∂Y/∂(AL )]A and [∂Y/∂ (AL )]L , respectively.
Dividing both sides by Y(t) and rewriting the terms on the right-hand side
yields

Y(t)

Y(t)
= K (t)

Y(t)

∂Y(t)

∂K (t)

K (t)

K (t)
+ L (t)

Y(t)

∂Y(t)

∂L (t)

L (t)

L (t)
+ A(t)

Y(t)

∂Y(t)

∂A(t)

A(t)

A(t)

≡ αK (t)
K (t)

K (t)
+ αL (t)

L (t)

L (t)
+ R(t).

(1.35)

Here αL (t) is the elasticity of output with respect to labor at time t, αK (t)
is again the elasticity of output with respect to capital at time t, and R(t) ≡
[A(t)/Y(t)][∂Y(t)/∂A(t)][A(t)/A(t)]. Subtracting L (t)/L (t) from both sides and
using the fact that αL (t) + αK (t) = 1 (see Problem 1.9) gives an expression
for the growth rate of output per worker:

Y(t)

Y (t)
− L (t)

L (t)
= αK (t)

[
K (t)

K (t)
− L (t)

L (t)

]
+ R(t). (1.36)

The growth rates of Y , K, and L are straightforward to measure. And
we know that if capital earns its marginal product, αK can be measured
using data on the share of income that goes to capital. R(t) can then be
measured as the residual in (1.36). Thus (1.36) provides a way of decom-
posing the growth of output per worker into the contribution of growth
of capital per worker and a remaining term, the Solow residual. The Solow
residual is sometimes interpreted as a measure of the contribution of tech-
nological progress. As the derivation shows, however, it reflects all sources
of growth other than the contribution of capital accumulation via its private
return.

This basic framework can be extended in many ways. The most common
extensions are to consider different types of capital and labor and to adjust
for changes in the quality of inputs. But more complicated adjustments are
also possible. For example, if there is evidence of imperfect competition,
one can try to adjust the data on income shares to obtain a better estimate
of the elasticity of output with respect to the different inputs.

Growth accounting only examines the immediate determinants of
growth: it asks how much factor accumulation, improvements in the qual-
ity of inputs, and so on contribute to growth while ignoring the deeper
issue of what causes the changes in those determinants. One way to see
that growth accounting does not get at the underlying sources of growth
is to consider what happens if it is applied to an economy described by
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the Solow model that is on its balanced growth path. We know that in this
case growth is coming entirely from growth in A. But, as Problem 1.15 asks
you to show and explain, growth accounting in this case attributes only
fraction 1 − αK (k∗) of growth to the residual, and fraction αK (k∗) to capital
accumulation.

Even though growth accounting provides evidence only about the im-
mediate sources of growth, it has been fruitfully applied to many issues.
For example, it is central to a significant body of research on the excep-
tionally rapid growth of the newly industrializing countries of East Asia
(Young, 1995, 1998; Hsieh, 2002; Fernald and Neiman, 2011). Although the
issues are not completely settled, the weight of the evidence suggests that
the higher growth in these countries than in the rest of the world is largely
due to rising investment, increasing labor force participation, and improving
labor quality (in terms of education), and not to other forces. Even though
these results concern only the proximate determinants of growth, they have
potentially important implications. They suggest that other countries can
take large steps toward replicating the NICs’ success by promoting accumu-
lation of physical and human capital and greater use of resources, and that
it may not be essential for them to tackle the even more difficult task of
finding ways of obtaining greater output for a given set of inputs. In this
view, the NICs’ policies concerning markets, trade, regulation, and so on
have had important effects only to the extent they have influenced factor
accumulation and factor use.

Growth accounting has also been extensively to study the recent and
prospective behavior of productivity growth in the United States and other
major industrialized countries. One major line of work looks at the role of
computers and other types of information technology in the period of high
productivity growth in the United States starting around the mid-1990s,
and in the failure of the growth rebound to spread broadly to other sectors
or to persist (for example, Oliner, Sichel, and Stiroh, 2007, and Byrne, Oliner,
and Sichel, 2013). A careful recent study by Byrne, Fernald, and Reinsdorf
(2016) uses extremely nitty-gritty data analysis and growth accounting to
tackle the intuitively appealing idea that because the outputs of many mod-
ern industries are less tangible than those of traditional industries, standard
measures of recent productivity growth are too low. But Byrne, Fernald, and
Reinsdorf show decisively that while there is evidence of mismeasurement,
there is no evidence that it is greater in recent years than before. Finally, re-
cent work by Gordon (for example, Gordon, 2014) uses growth accounting
as a central pillar of a case that prospects for future productivity growth in
advanced countries are dismal.

Perhaps the most exciting recent uses of growth-accounting-style
techniques, however, involve their application to microeconomic data to
shed light on macroeconomic questions. For example, an extremely influ-
ential contribution by Hsieh and Klenow (2009) applies growth-accounting
techniques at the firm level to study the importance of misallocation of
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inputs across firms to low overall productivity in China and India (see also
Restuccia and Rogerson, 2008). Hsieh and Klenow first estimate dispersions
across manufacturing plants in the value of the marginal products of labor
and capital. They then combine model-based and growth-accounting-style
analyses to estimate how much overall productivity would rise if inputs
were allocated more efficiently. They recognize that complete equaliza-
tion of estimated marginal products is not realistic, both because there are
frictions even in well-functioning economies and because their estimates
of marginal products are surely imprecise. They therefore consider the ef-
fects of reallocations that would reduce the estimated dispersion in marginal
products in China and India to the U.S. level. They find that such realloca-
tions would raise overall productivity in manufacturing in those countries
by roughly 50 percent only a small part of the overall difference between
poor and rich countries, but still very substantial.

Convergence

An issue that has attracted considerable attention in empirical work on
growth is whether poor countries tend to grow faster than rich countries.
There are at least three reasons that one might expect such convergence.
First, the Solow model predicts that countries converge to their balanced
growth paths. Thus to the extent that differences in output per worker arise
from countries being at different points relative to their balanced growth
paths, one would expect poor countries to catch up to rich ones. Second, as
described above, the Solow model implies that the rate of return on capital
is lower in countries with more capital per worker. Thus there are incen-
tives for capital to flow from rich to poor countries; this will also tend to
cause convergence. And third, if there are lags in the diffusion of knowledge,
income differences can arise because some countries are not yet employing
the best available technologies. These differences might tend to shrink as
poorer countries gain access to state-of-the-art methods.

Baumol (1986) examines convergence from 1870 to 1979 among 16 in-
dustrialized countries for which long historical data series were readily avail-
able. Baumol regresses output growth over this period on a constant and
initial income. That is, he estimates

ln

[(
Y

N

)
i ,1979

]
− ln

[(
Y

N

)
i ,1870

]
= a + b ln

[(
Y

N

)
i ,1870

]
+ εi . (1.37)

Here ln(Y/N ) is log income per person, ε is an error term, and i indexes coun-
tries.20 If there is convergence, b will be negative: countries with higher
initial incomes have lower growth. A value for b of −1 corresponds to

20 Baumol considers output per worker rather than output per person. This choice has
little effect on the results.
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FIGURE 1.7 Initial income and subsequent growth in Baumol’s sample (from
DeLong, 1988; used with permission)

perfect convergence: higher initial income on average lowers subsequent
growth one-for-one, and so output per person in 1979 is uncorrelated with
its value in 1870. A value for b of 0, on the other hand, implies that growth
is uncorrelated with initial income and thus that there is no convergence.

The results are

ln

[(
Y

N

)
i ,1979

]
− ln

[(
Y

N

)
i ,1870

]
= 8.457 − 0.995

(0.094)
ln

[(
Y

N

)
i ,1870

]
,

(1.38)
R2 = 0.87, s.e.e. = 0.15,

where the number in parentheses, 0.094, is the standard error of the re-
gression coefficient. Figure 1.7 shows the scatterplot corresponding to this
regression.

The regression suggests almost perfect convergence. The estimate of b
is almost exactly equal to −1, and it is estimated fairly precisely; the
two-standard-error confidence interval is (0.81, 1.18). In this sample, per
capita income today is essentially unrelated to its level 100 years ago.

DeLong (1988) demonstrates, however, that Baumol’s finding is largely
spurious. There are two problems. The first is sample selection. Since historical
data are constructed retrospectively, the countries that have long data series
are generally those that are the most industrialized today. Thus countries
that were not rich 100 years ago are typically in the sample only if they
grew rapidly over the next 100 years. Countries that were rich 100 years
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FIGURE 1.8 Initial income and subsequent growth in the expanded sample (from
DeLong, 1988; used with permission)

ago, in contrast, are generally included even if their subsequent growth was
only moderate. Because of this, we are likely to see poorer countries growing
faster than richer ones in the sample of countries we consider, even if there
is no tendency for this to occur on average.

The natural way to eliminate this bias is to use a rule for choosing the
sample that is not based on the variable we are trying to explain, which
is growth over the period 1870 1979. Lack of data makes it impossible
to include the entire world. DeLong therefore considers the richest coun-
tries as of 1870; specifically, his sample consists of all countries at least as
rich as the second poorest country in Baumol’s sample in 1870, Finland.
This causes him to add seven countries to Baumol’s list (Argentina, Chile,
East Germany, Ireland, New Zealand, Portugal, and Spain) and to drop one
(Japan).21

Figure 1.8 shows the scatter plot for the unbiased sample. The inclu-
sion of the new countries weakens the case for convergence considerably.
The regression now produces an estimate of b of −0.566, with a standard
error of 0.144. Thus accounting for the selection bias in Baumol’s procedure
eliminates about half of the convergence that he finds.

The second problem that DeLong identifies is measurement error. Estimates
of real income per capita in 1870 are imprecise. Measurement error again
creates bias toward finding convergence. When 1870 income is overstated,

21 Since a large fraction of the world was richer than Japan in 1870, it is not possible to
consider all countries at least as rich as Japan. In addition, one has to deal with the fact that
countries’ borders are not fixed. DeLong chooses to use 1979 borders. Thus his 1870 income
estimates are estimates of average incomes in 1870 in the geographic regions defined by 1979
borders.
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growth over the period 1870 1979 is understated by an equal amount;
when 1870 income is understated, the reverse occurs. Thus measured
growth tends to be lower in countries with higher measured initial in-
come even if there is no relation between actual growth and actual initial
income.

DeLong therefore considers the following model:

ln

[(
Y

N

)
i ,1979

]
− ln

[(
Y

N

)
i ,1870

]∗
= a + b ln

[(
Y

N

)
i ,1870

]∗
+ εi , (1.39)

ln

[(
Y

N

)
i ,1870

]
= ln

[(
Y

N

)
i ,1870

]∗
+ u i . (1.40)

Here ln[(Y/N )1870]∗ is the true value of log income per capita in 1870 and
ln[(Y/N )1870] is the measured value. ε and u are assumed to be uncorrelated
with each other and with ln[(Y/N )1870]∗.

Unfortunately, it is not possible to estimate this model using only data
on ln[(Y/N )1870] and ln[(Y/N )1979]. The problem is that there are different
hypotheses that make identical predictions about the data. For example,
suppose we find that measured growth is negatively related to measured
initial income. This is exactly what one would expect either if measurement
error is unimportant and there is true convergence or if measurement error
is important and there is no true convergence. Technically, the model is not
identified.

DeLong argues, however, that we have at least a rough idea of how good
the 1870 data are, and thus have a sense of what is a reasonable value
for the standard deviation of the measurement error. For example, σu =
0.01 implies that we have measured initial income to within an average of
1 percent; this is implausibly low. Similarly, σu = 0.50 an average error
of 50 percent seems implausibly high. DeLong shows that if we fix a value
of σu , we can estimate the remaining parameters.

Even moderate measurement error has a substantial impact on the results.
For the unbiased sample, the estimate of b reaches 0 (no tendency toward
convergence) for σu 	 0.15, and is 1 (tremendous divergence) for σu 	 0.20.
Thus plausible amounts of measurement error eliminate most or all of the
remainder of Baumol’s estimate of convergence.

It is also possible to investigate convergence for different samples of coun-
tries and different time periods. Figure 1.9 is a convergence scatterplot analo-
gous to Figures 1.7 and 1.8 for virtually the entire world with the exception
of the major Middle Eastern oil producers for the period 1970 2014. As the
figure shows, there is little evidence of convergence. We return to the issue
of convergence in Section 3.12.
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FIGURE 1.9 Initial income and subsequent growth in a large sample

1.8 The Environment and Economic Growth

Natural resources, pollution, and other environmental considerations are ab-
sent from the Solow model. But at least since Malthus (1798) made his
classic argument, many people have believed that these considerations are
critical to the possibilities for long-run economic growth. For example, the
amounts of oil and other natural resources on earth are fixed. This could
mean that any attempt to embark on a path of perpetually rising output
will eventually deplete those resources, and must therefore fail. Similarly,
the fixed supply of land may become a binding constraint on our ability to
produce. Or ever-increasing output may generate an ever-increasing stock
of pollution that will bring growth to a halt.

This section addresses the issue of how environmental limitations affect
long-run growth. In thinking about this issue, it is important to distinguish
between environmental factors for which there are well-defined property
rights notably natural resources and land and those for which there are
not notably pollution-free air and water.

The existence of property rights for an environmental good has two im-
portant implications. The first is that markets provide valuable signals con-
cerning how the good should be used. Suppose, for example, that the best
available evidence indicates that the limited supply of oil will be an impor-
tant limitation on our ability to produce in the future. This means that oil
will command a high price in the future. But this in turn implies that the
owners of oil do not want to sell their oil cheaply today. Thus oil commands
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a high price today, and so current users have an incentive to conserve. In
short, evidence that the fixed amount of oil is likely to limit our ability to
produce in the future would not be grounds for government intervention.
Such a situation, though unfortunate, would be addressed by the market.

The second implication of the existence of property rights for an environ-
mental good is that we can use the good’s price to obtain evidence about
its importance in production. For example, since evidence that oil will be
an important constraint on future production would cause it to have a high
price today, economists can use the current price to infer what the best
available evidence suggests about oil’s importance; they do not need to as-
sess that evidence independently.

With environmental goods for which there are no property rights, the
use of a good has externalities. For example, firms can pollute without com-
pensating the people they harm. Thus the case for government intervention
is much stronger. And there is no market price to provide a handy summary
of the evidence concerning the good’s importance. As a result, economists
interested in environmental issues must attempt to assess that evidence
themselves.

We will begin by considering environmental goods that are traded in
markets. We will analyze both a simple baseline case and an important
complication to the baseline. We will then turn to environmental goods for
which there is no well-functioning market.

Natural Resources and Land: A Baseline Case

We want to extend our analysis to include natural resources and land.
To keep the analysis manageable, we start with the case of Cobb Douglas
production. Thus the production function, (1.1), becomes

Y(t) = K (t)α R (t)βT (t)γ [A(t)L (t)]1−α−β−γ ,

α > 0, β > 0, γ > 0, α + β + γ < 1.
(1.41)

Here R denotes resources used in production, and T denotes the amount
of land.

The dynamics of capital, labor, and the effectiveness of labor are the same
as before: K (t) = sY (t) − δK (t), L (t) = nL (t), and A(t) = gA(t). The new
assumptions concern resources and land. Since the amount of land on earth
is fixed, in the long run the quantity used in production cannot be growing.
Thus we assume

T (t) = 0. (1.42)

Similarly, the facts that resource endowments are fixed and that resources
are used in production imply that resource use must eventually decline.
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Thus, even though resource use has been rising historically, we assume

R(t) = −bR(t), b > 0. (1.43)

The presence of resources and land in the production function means
that K/AL no longer converges to some value. As a result, we cannot use
our previous approach of focusing on K/AL to analyze the behavior of this
economy. A useful strategy in such situations is to ask whether there can be
a balanced growth path and, if so, what the growth rates of the economy’s
variables are on that path.

By assumption, A, L , R, and T are each growing at a constant rate. Thus
what is needed for a balanced growth path is that K and Y each grow at
a constant rate. The equation of motion for capital, K (t) = sY (t) − δK (t),
implies that the growth rate of K is

K (t)

K (t)
= s

Y(t)

K (t)
− δ. (1.44)

Thus for the growth rate of K to be constant, Y/K must be constant. That
is, the growth rates of Y and K must be equal.

We can use the production function, (1.41), to find when this can occur.
Taking logs of both sides of (1.41) gives us

ln Y(t) = α ln K (t) + β ln R(t) + γ ln T (t)

+ (1 − α − β − γ )[ ln A(t) + ln L (t)].
(1.45)

We can now differentiate both sides of this expression with respect to time.
Using the fact that the time derivative of the log of a variable equals the
variable’s growth rate, we obtain

gY (t) = αgK (t) + βgR(t) + γgT (t) + (1 − α − β − γ )[gA(t) + gL (t)], (1.46)

where gX denotes the growth rate of X. The growth rates of R, T, A, and L
are −b, 0, g , and n, respectively. Thus (1.46) simplifies to

gY (t) = αgK (t) − βb + (1 − α − β − γ )(n + g). (1.47)

We can now use our finding that gY and gK must be equal if the economy
is on a balanced growth path. Imposing gK = gY on (1.47) and solving for gY

gives us

g
bgp
Y = (1 − α − β − γ )(n + g ) − βb

1 − α
, (1.48)

where g
bgp
Y denotes the growth rate of Y on the balanced growth path.

This analysis leaves out a step: we have not determined whether the
economy in fact converges to this balanced growth path. From (1.47), we
know that if gK exceeds its balanced-growth-path value, gY does as well, but
by less than gK does. Thus if gK exceeds its balanced-growth-path value, Y/K
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is falling. Equation (1.44) tells us that gK equals s (Y/K ) − δ. Thus if Y/K is
falling, gK is falling as well. That is, if gK exceeds its balanced-growth-path
value, it is falling. Similarly, if it is less than its balanced-growth-path value,
it is rising. Thus gK converges to its balanced-growth-path value, and so the
economy converges to its balanced growth path.22

Equation (1.48) implies that the growth rate of output per worker on the
balanced growth path is

g
bgp
Y/L = g

bgp
Y − g

bgp
L

= (1 − α − β − γ )(n + g ) − βb

1 − α
− n (1.49)

= (1 − α − β − γ )g − βb − (β + γ )n

1 − α
.

Equation (1.49) shows that growth in income per worker on the balanced

growth path, g
bgp
Y/L , can be either positive or negative. That is, resource and

land limitations can cause output per worker to eventually be falling, but
they need not. The declining quantities of resources and land per worker
are drags on growth. But technological progress is a spur to growth. If the
spur is larger than the drags, then there is sustained growth in output per
worker. This is precisely what has happened over the past few centuries.

An Illustrative Calculation

In recent history, the advantages of technological progress have outweighed
the disadvantages of resource and land limitations. But this does not tell us
how large those disadvantages are. For example, they might be large enough
that only a moderate slowing of technological progress would make overall
growth in income per worker negative.

Resource and land limitations reduce growth by causing resource use per
worker and land per worker to be falling. Thus, as Nordhaus (1992) observes,
to gauge how much these limitations are reducing growth, we need to ask
how much greater growth would be if resources and land per worker were
constant. Concretely, consider an economy identical to the one we have
just considered except that the assumptions T (t) = 0 and R(t) = −bR(t)
are replaced with the assumptions T (t) = nT (t) and R(t) = nR(t). In this

22 This analysis overlooks one subtlety. If (1 − α − β − γ )(n + g) + (1 − α)δ − βb is negative,

the condition gK = g
bgp
K holds only for a negative value of Y/K . And the statement that Y/K is

falling when gY is less than gK is not true if Y/K is zero or negative. As a result, if (1 − α −
β − γ )(n + g ) + (1 − α )δ − βb is negative, the economy does not converge to the balanced
growth path described in the text, but to a situation where Y/K = 0 and gK = −δ. But for any
reasonable parameter values, (1−α −β −γ )(n + g ) + (1 − α )δ −βb is positive. Thus this com-
plication is not important.
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hypothetical economy, there are no resource and land limitations; both grow
as population grows. Analysis parallel to that used to derive equation (1.49)
shows that growth of output per worker on the balanced growth path of
this economy is23

~
g

bgp
Y/L = 1

1 − α
(1 − α − β − γ )g. (1.50)

The ‘‘growth drag’’ from resource and land limitations is the difference
between growth in this hypothetical case and growth in the case of resource
and land limitations:

Drag ≡ ~
g

bgp
Y/L − g

bgp
Y/L

= (1 − α − β − γ )g − [(1 − α − β − γ )g − βb − (β + γ )n]

1 − α

= βb + (β + γ )n

1 − α
.

(1.51)

Thus, the growth drag is increasing in resources’ share (β), land’s share (γ ),
the rate that resource use is falling (b), the rate of population growth (n),
and capital’s share (α).

It is possible to quantify the size of the drag. Because resources and land
are traded in markets, we can use income data to estimate their importance
in production that is, to estimate β and γ . As Nordhaus (1992) describes,
these data suggest a combined value of β+γ of about 0.2. Nordhaus goes on
to use a somewhat more complicated version of the framework presented
here to estimate the growth drag. His point estimate is a drag of 0.0024 that
is, about a quarter of a percentage point per year. He finds that only about
a quarter of the drag is due to the limited supply of land. Of the remainder,
he estimates that the vast majority is due to limited energy resources.

Thus this evidence suggests that the reduction in growth caused by en-
vironmental limitations, while not trivial, is not large. In addition, since
growth in income per worker has been far more than a quarter of a per-
centage point per year, the evidence suggests that there would have to be
very large changes for resource and land limitations to cause income per
worker to start falling.

A Complication

The stock of land is fixed, and resource use must eventually fall. Thus even
though technology has been able to keep ahead of resource and land limita-
tions over the past few centuries, it may still appear that those limitations
must eventually become a binding constraint on our ability to produce.

23 See Problem 1.17.
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The reason that this does not occur in our model is that production is
Cobb Douglas. With Cobb Douglas production, a given percentage change
in A always produces the same percentage change in output, regardless of
how large A is relative to R and T . As a result, technological progress can
always counterbalance declines in R/L and T/L .

This is not a general property of production functions, however. With
Cobb Douglas production, the elasticity of substitution between inputs is 1.
If this elasticity is less than 1, the share of income going to the inputs that
are becoming scarcer rises over time. Intuitively, as the production function
becomes more like the Leontief case, the inputs that are becoming scarcer
become increasingly important. Conversely, if the elasticity of substitution
is greater than 1, the share of income going to the inputs that are becoming
scarcer is falling. This, too, is intuitive: as the production function becomes
closer to linear, the abundant factors benefit.

In terms of our earlier analysis, what this means is that if we do not
restrict our attention to Cobb Douglas production, the shares in expression
(1.51) for the growth drag are no longer constant, but are functions of factor
proportions. And if the elasticity of substitution is less than 1, the share of
income going to resources and land is rising over time and thus the growth
drag is as well. Indeed, in this case the share of income going to the slowest-
growing input resources approaches 1. Thus the growth drag approaches
b + n. That is, asymptotically income per worker declines at rate b + n,
the rate at which resource use per worker is falling. This case supports our
apocalyptic intuition: in the long run, the fixed supply of resources leads to
steadily declining incomes.

In fact, however, recognizing that production may not be Cobb Douglas
should not raise our estimate of the importance of resource and land lim-
itations, but reduce it. The reason is that the shares of income going to
resources and land are falling rather than rising. We can write land’s share
as the real rental price of land multiplied by the ratio of land to output. The
real rental price shows little trend, while the land-to-GDP ratio has been
falling steadily. Thus land’s share has been declining. Similarly, real resource
prices have had a moderate downward trend, and the ratio of resource use
to GDP has also been falling. Thus resources’ share has also been declining.
And declining resource and land shares imply a falling growth drag.

The fact that land’s and resources’ shares have been declining despite the
fact that these factors have been becoming relatively scarcer indicates that
the elasticity of substitution between these inputs and the others is greater
than 1. At first glance, this may seem surprising. If we think in terms of
narrowly defined goods books, for example possibilities for substitution
among inputs may not seem particularly large. But if we recognize that
what people value is not particular goods but the ultimate services they
provide information storage, for example the idea that there are often large
possibilities for substitution becomes more plausible. Information can be
stored not only through books, but through oral tradition, stone tablets,
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microfilm, videotape, DVDs, hard drives, and more. These different means
of storage use capital, resources, land, and labor in very different proportions.
As a result, the economy can respond to the increasing scarcity of resources
and land by moving to means of information storage that use those inputs
less intensively.

Pollution

Declining quantities of resources and land per worker are not the only ways
that environmental problems can limit growth. Production creates pollu-
tion. This pollution reduces properly measured output. That is, if our data
on output accounted for all the outputs of production at prices that re-
flect their impacts on utility, pollution would enter with a negative price.
In addition, pollution could rise to the point where it reduces convention-
ally measured output. For example, climate change could reduce output
through its impact on sea levels and weather patterns.

Economic theory does not give us reason to be sanguine about pollution.
Because those who pollute do not bear the costs of their pollution, an un-
regulated market leads to excessive pollution. Similarly, there is nothing to
prevent an environmental catastrophe in an unregulated market. For exam-
ple, suppose there is some critical level of pollution that would result in a
sudden and drastic change in climate. Because pollution’s effects are exter-
nal, there is no market mechanism to prevent pollution from rising to such
a level, or even a market price of a pollution-free environment to warn us
that well-informed individuals believe a catastrophe is imminent.

Conceptually, the correct policy to deal with pollution is straightforward.
We should estimate the dollar value of the negative externality and tax
pollution by this amount. This would bring private and social costs in line,
and thus would result in the socially optimal level of pollution.24

Although describing the optimal policy is easy, it is still useful to know
how severe the problems posed by pollution are. In terms of understanding
economic growth, we would like to know by how much pollution is likely
to retard growth if no corrective measures are taken. In terms of policy, we
would like to know how large a pollution tax is appropriate. We would
also like to know whether, if pollution taxes are politically infeasible, the
benefits of cruder regulatory approaches are likely to outweigh their costs.
Finally, in terms of our own behavior, we would like to know how much
effort individuals who care about others’ well-being should make to curtail
their activities that cause pollution.

Since there are no market prices to use as guides, economists interested
in pollution must begin by looking at the scientific evidence. In the case

24 Alternatively, we could find the socially optimal level of pollution and auction off a
quantity of tradable permits that allow that level of pollution. Weitzman (1974) provides the
classic analysis of the choice between controlling prices or quantities.
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of climate change, for example, a reasonable point estimate is that in the
absence of major intervention, the average temperature will rise by 3 to 4
degrees centigrade over the next century, with various effects on climate
(Nordhaus, 2013). After considering the various channels through which
climate change is likely to affect welfare, Nordhaus concludes that a rea-
sonable estimate is that the overall welfare effect as of 2100 is likely to be
slightly negative the equivalent of a reduction in GDP of 2 to 3 percent.
This corresponds to a reduction in average annual growth of only about
0.03 percentage points. Not surprisingly, Nordhaus finds that drastic mea-
sures to combat climate change, such as policies that would largely halt
further warming by cutting emissions of greenhouse gases to less than half
their 1990 levels, would be much more harmful than simply doing nothing.
Similarly, mainstream estimates of the social cost of carbon (that is, the size of
the appropriate Pigovian tax to address the negative externalities from car-
bon emissions through their impact on climate), while not trivial, are only
moderate. Both Greenstone, Kopits, and Wolverton (2013) and Nordhaus
(2014) estimate the cost as about $20 per ton. One way of describing the
size of such a tax is that it would add about $0.20 to the cost of a gallon of
gasoline.

Of course, it is possible that these attempts to interpret the scientific ev-
idence and estimate the likely welfare effects are far from the mark. There
appear to be two main considerations that could lend support to much
stronger views of the costs of climate change and the value of measures to
address it. The first is tail risks (or tipping points) that is, the perhaps small
chance that outcomes will be vastly worse than the point estimates. Nord-
haus (2013) tries to account for uncertainty and concludes that it does not
greatly change his conclusions; one reason is simply that just as outcomes
could be worse than his point estimates, they could also be better. Likewise,
Greenstone, Kopits, and Wolverton (2013) find that there are alternative as-
sumptions that lead to, say, a doubling of the estimated social cost of carbon,
but that it is hard to make a case for estimates that are qualitatively different
from their baseline. In contrast, Weitzman (2009) argues that tail risks fun-
damentally change the analysis of climate change and support much more
dramatic policy changes.

The second important issue is the appropriate discount rate: even small
changes in the discount rate have very large effects on analyses of policies
that involve costs today in exchange for benefits extending decades into
the future. And with a sufficiently low discount rate, impacts at horizons
beyond the 50 to 100 years usually examined in analyses of climate change
could have large effects on the conclusions. A good introduction to the
question of how to discount the costs and benefits of actions to mitigate
climate change is the debate between Nordhaus (2007) and Stern (2008).

Despite these complications, the fact remains that most (though certainly
not all) economists who have studied climate change seriously, even ones
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whose initial positions were very sympathetic with environmental con-
cerns, have concluded that the impact of climate change on growth is likely
to be no more than moderate.25

Finally, it is important to remember that climate change is not the only
type of pollution. Indeed, using an approach similar to his analysis of climate
change, Nordhaus (1992) estimates that the welfare costs of the externalities
from other types of pollution are probably slightly larger than those from
climate change; his point estimate is that they are lowering appropriately
measured annual growth by roughly 0.04 percentage points. Thus, policy-
makers and concerned citizens should not lose sight of more conventional
types of pollution.

Problems

1.1. Basic properties of growth rates. Use the fact that the growth rate of a variable

equals the time derivative of its log to show:

(a) The growth rate of the product of two variables equals the sum of their growth

rates. That is, if Z(t) = X(t)Y(t), then Z(t)/Z(t) = [X(t)/X(t)] + [Y(t)/Y(t)].

(b) The growth rate of the ratio of two variables equals the difference of their

growth rates. That is, if Z(t) = X(t)/Y(t), then Z(t)/Z(t) = [X(t)/X(t)]−[Y(t)/Y (t)].

(c) If Z(t) = aX(t)α , then Z(t)/Z(t) = αX(t)/X(t).

1.2. Suppose that the growth rate of some variable, X, is constant and equal to a > 0

from time 0 to time t1; drops to 0 at time t1; rises gradually from 0 to a from time

t1 to time t2; and is constant and equal to a after time t2.

(a) Sketch a graph of the growth rate of X as a function of time.

(b) Sketch a graph of ln X as a function of time.

1.3. Describe how, if at all, each of the following developments affects the break-even

and actual investment lines in our basic diagram for the Solow model:

(a) The rate of depreciation falls.

(b) The rate of technological progress rises.

(c) The production function is Cobb Douglas, f (k) = kα , and capital’s share, α, rises.

(d) Workers exert more effort, so that output per unit of effective labor for a given

value of capital per unit of effective labor is higher than before.

25 This does not imply that environmental factors are always unimportant to long-run
growth. In a fascinating paper, Brander and Taylor (1998) make a strong case that Easter Island
suffered an environmental disaster of the type envisioned by Malthusians sometime between
its settlement around 400 and the arrival of Europeans in the 1700s. And they argue that
other primitive societies may have also suffered such disasters.
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1.4. Consider an economy with technological progress but without population growth

that is on its balanced growth path. Now suppose there is a one-time jump in the

number of workers.

(a) At the time of the jump, does output per unit of effective labor rise, fall, or

stay the same? Why?

(b) After the initial change (if any) in output per unit of effective labor when the

new workers appear, is there any further change in output per unit of effective

labor? If so, does it rise or fall? Why?

(c) Once the economy has again reached a balanced growth path, is output per

unit of effective labor higher, lower, or the same as it was before the new

workers appeared? Why?

1.5. Suppose that the production function is Cobb Douglas.

(a) Find expressions for k∗, y∗, and c∗ as functions of the parameters of the model,

s, n, δ, g , and α.

(b) What is the golden-rule value of k?

(c) What saving rate is needed to yield the golden-rule capital stock?

1.6. Consider a Solow economy that is on its balanced growth path. Assume for simplic-

ity that there is no technological progress. Now suppose that the rate of population

growth falls.

(a) What happens to the balanced-growth-path values of capital per worker, out-

put per worker, and consumption per worker? Sketch the paths of these vari-

ables as the economy moves to its new balanced growth path.

(b) Describe the effect of the fall in population growth on the path of output (that

is, total output, not output per worker).

1.7. Find the elasticity of output per unit of effective labor on the balanced growth

path, y∗, with respect to the rate of population growth, n. If αK (k∗) = 1

3
, g = 2%,

and δ = 3%, by about how much does a fall in n from 2 percent to 1 percent

raise y∗?

1.8. Suppose that investment as a fraction of output in the United States rises perma-

nently from 0.15 to 0.18. Assume that capital’s share is 1

3
.

(a) By about how much does output eventually rise relative to what it would have

been without the rise in investment?

(b) By about how much does consumption rise relative to what it would have

been without the rise in investment?

(c) What is the immediate effect of the rise in investment on consumption? About

how long does it take for consumption to return to what it would have been

without the rise in investment?

1.9. Factor payments in the Solow model. Assume that both labor and capital

are paid their marginal products. Let w denote ∂F (K, AL )/∂L and r denote

[∂F (K,AL )/∂K ] − δ.
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(a) Show that the marginal product of labor, w, is A [ f (k) − k f ′(k)].

(b) Show that if both capital and labor are paid their marginal products, constant

returns to scale imply that the total amount paid to the factors of production

equals total net output. That is, show that under constant returns, wL + rK =
F (K, AL ) − δK .

(c) The return to capital (r ) is roughly constant over time, as are the shares of

output going to capital and to labor. Does a Solow economy on a balanced

growth path exhibit these properties? What are the growth rates of w and r

on a balanced growth path?

(d) Suppose the economy begins with a level of k less than k∗. As k moves toward

k∗, is w growing at a rate greater than, less than, or equal to its growth rate

on the balanced growth path? What about r ?

1.10. This question asks you to use a Solow-style model to investigate some ideas that

have been discussed in the context of Thomas Piketty’s recent work (see Piketty,

2014; Piketty and Zucman, 2014; Rognlie, 2015). Consider an economy described

by the assumptions of the Solow model, except that factors are paid their marginal

products (as in the previous problem), and all labor income is consumed and all

other income is saved. Thus, C (t) = L (t) [∂Y(t)/∂L (t)].

(a) Show that the properties of the production function and our assumptions

about the behavior of L and A imply that the capital-output ratio, K/Y , is

rising if and only if the growth rate of K is greater than n + g that is, if and

only if k is rising.

(b) Assume that the initial conditions are such that ∂Y/∂K at t = 0 is strictly

greater than n + g + δ. Describe the qualitative behavior of the capital-output

ratio over time. (For example, does it grow or fall without bound? Gradually

approach some constant level from above or below? Something else?) Explain

your reasoning.

(c) Many popular summaries of Piketty’s work describe his thesis as: Since the

return to capital exceeds the growth rate of the economy, the capital-output

ratio tends to grow without bound. By the assumptions in part (b), this econ-

omy starts in a situation where the return to capital exceeds the economy’s

growth rate. If you found in (b) that K/Y grows without bound, explain intu-

itively whether the driving force of this unbounded growth is that the return

to capital exceeds the economy’s growth rate. Alternatively, if you found

in (b) that K/Y does not grow without bound, explain intuitively what is

wrong with the statement that the return to capital exceeding the economy’s

growth rate tends to cause K/Y to grow without bound.

(d) Suppose F (•) is Cobb-Douglas and that the initial situation is as in part (b).

Describe the qualitative behavior over time of the share of net capital income

(that is, K (t)[∂Y(t)/∂K (t) − δ]) in net output (that is, Y (t) − δK (t)). Explain

your reasoning. Is the common statement that an excess of the return to

capital over the economy’s growth rate causes capital’s share to rise over

time correct in this case?
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1.11. Consider Problem 1.10. Suppose there is a marginal increase in K.

(a) Derive an expression (in terms of K/Y , δ, the marginal product of capital FK ,

and the elasticity of substitution between capital and effective labor in the

gross production function F (•)) that determines whether a marginal increase

in K increases, reduces, or has no effect on the share of net capital income in

net output.

(b) Suppose the capital-output ratio is 3, δ = 3%, and the rate of return on capital

(FK − δ) = 5%. How large must the elasticity of substitution in the gross

production function be for the share of net capital income in net output to

rise when K rises?

1.12. Consider the same setup as at the start of Problem 1.10: the economy is described

by the assumptions of the Solow model, except that factors are paid their marginal

products and all labor income is consumed and all other income is saved. Show

that the economy converges to a balanced growth path, and that the balanced-

growth-path level of k equals the golden-rule level of k. What is the intuition for

this result?

1.13. Go through steps analogous to those in equations (1.29) (1.32) to find how quickly

y converges to y∗ in the vicinity of the balanced growth path. (Hint: Since y =
f (k), we can write k = g(y), where g(•) = f −1(•).)

1.14. Embodied technological progress. (This follows Solow, 1960, and Sato, 1966.)

One view of technological progress is that the productivity of capital goods built

at t depends on the state of technology at t and is unaffected by subsequent

technological progress. This is known as embodied technological progress (techno-

logical progress must be ‘‘embodied’’ in new capital before it can raise output).

This problem asks you to investigate its effects.

(a) As a preliminary, let us modify the basic Solow model to make technological

progress capital-augmenting rather than labor-augmenting. So that a balanced

growth path exists, assume that the production function is Cobb Douglas:

Y(t) = [A(t)K (t)]α L (t)1−α . Assume that A grows at rate μ: A(t) = μA(t).

Show that the economy converges to a balanced growth path, and find

the growth rates of Y and K on the balanced growth path. (Hint: Show that

we can write Y/(Aφ L ) as a function of K/(Aφ L ), where φ = α/(1 − α ). Then

analyze the dynamics of K/(Aφ L ).)

(b) Now consider embodied technological progress. Specifically, let the produc-

tion function be Y(t) = J (t)α L (t)1−α , where J (t) is the effective capital stock.

The dynamics of J (t) are given by J (t) = sA(t)Y(t)− δJ (t). The presence of the

A(t) term in this expression means that the productivity of investment at t

depends on the technology at t.

Show that the economy converges to a balanced growth path. What are

the growth rates of Y and J on the balanced growth path? (Hint: Let J (t) ≡
J (t)/A(t). Then use the same approach as in (a), focusing on J /(Aφ L ) instead

of K/(Aφ L ).)

(c) What is the elasticity of output on the balanced growth path with respect

to s ?



Romer-3931312--That book January 12, 2018 14:30 49

Problems 49

(d) In the vicinity of the balanced growth path, how rapidly does the economy

converge to the balanced growth path?

(e) Compare your results for (c) and (d ) with the corresponding results in the

text for the basic Solow model.

1.15. Consider a Solow economy on its balanced growth path. Suppose the growth-

accounting techniques described in Section 1.7 are applied to this economy.

(a) What fraction of growth in output per worker does growth accounting at-

tribute to growth in capital per worker? What fraction does it attribute to

technological progress?

(b) How can you reconcile your results in (a) with the fact that the Solow model

implies that the growth rate of output per worker on the balanced growth

path is determined solely by the rate of technological progress?

1.16. (a) In the model of convergence and measurement error in equations (1.39) and

(1.40), suppose the true value of b is −1. Does a regression of ln(Y/N )1979 −
ln(Y/N )1870 on a constant and ln(Y/N )1870 yield a biased estimate of b ?

Explain.

(b) Suppose there is measurement error in measured 1979 income per capita but

not in 1870 income per capita. Does a regression of ln(Y/N )1979 − ln(Y/N )1870

on a constant and ln(Y/N )1870 yield a biased estimate of b ? Explain.

1.17. Derive equation (1.50). (Hint: Follow steps analogous to those in equations [1.47]

and [1.48].)
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Chapter 2
INFINITE-HORIZON AND
OVERLAPPING-GENERATIONS
MODELS

This chapter investigates two models that resemble the Solow model but
in which the dynamics of economic aggregates are determined by decisions
at the microeconomic level. Both models continue to take the growth rates
of labor and knowledge as given. But the models derive the evolution of
the capital stock from the interaction of maximizing households and firms
in competitive markets. As a result, the saving rate is no longer exogenous,
and it need not be constant.

The first model is conceptually the simplest. Competitive firms rent cap-
ital and hire labor to produce and sell output, and a fixed number of in-
finitely lived households supply labor, hold capital, consume, and save. This
model, which was developed by Ramsey (1928), Cass (1965), and Koopmans
(1965), avoids all market imperfections and all issues raised by heteroge-
neous households and links among generations. It therefore provides a nat-
ural benchmark case.

The second model is the overlapping-generations model developed by
Diamond (1965). The key difference between the Diamond model and the
Ramsey Cass Koopmans model is that the Diamond model assumes contin-
ual entry of new households into the economy. As we will see, this seem-
ingly small difference has important consequences.

Part A The Ramsey--Cass--Koopmans Model

2.1 Assumptions

Technology

The technological side of the model is the same as that of the Solow model.
The production function is F (K, AL ), and F (•) satisfies the same assumptions

50
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as before. The initial levels of K, A, and L are all taken as given and are all
strictly positive, and A grows at rate g and L grows at rate n. Likewise,
how capital accumulation is determined by output and consumption is the
same as in the Solow model, except that (purely for convenience) we now
assume no depreciation. Thus, equation (1.15) of Chapter 1 becomes

K(t) = Y(t) − ζ (t), (2.1)

where here we use ζ to denote total consumption. (C is reserved for con-
sumption per person, which plays an important role in the analysis, and we
will again use c to denote consumption per unit of effective labor.) The
final assumption about the technological side of the model is that K cannot
be negative. This captures the commonsense idea that a negative stock of
capital makes no sense. (In the Solow model, this possibility is ruled out by
the assumptions K(0) > 0 and s > 0, and so we do not need an additional
assumption to prevent it.)

Firms

There are a large number of identical firms. Each has access to the pro-
duction function Y = F (K, AL ). The firms hire workers and rent capital in
competitive factor markets, and sell their output in a competitive output
market. The A input is freely available; that is, firms do not need to make
any payments to use it. The firms maximize profits. They are owned by the
households, so any profits they earn accrue to the households.

The assumptions of a common production function, constant returns to
scale, and common factor prices imply that the aggregate output of a large
number of firms that collectively employ quantities of capital and labor of K
and L is the same as the output of a single firm using those amounts of cap-
ital and labor. Thus total output, Y (t ), equals F (K(t ), A(t)L (t)). Problem 2.1
asks you to demonstrate this formally.

Households

There are also a large number of identical households. The size of each
household grows at rate n. Each member of the household supplies 1 unit
of labor at every point in time. In addition, the household rents whatever
capital it owns to firms. It has initial capital holdings of K(0)/H, where K(0)
is the initial amount of capital in the economy and H is the number of
households. The household divides its income (from the labor and capital
it supplies and, potentially, from the profits it receives from firms) at each
point in time between consumption and saving so as to maximize its lifetime
utility.
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The household’s utility function takes the form

U =
∫ ∞

t =0

e−ρ tu (C(t ))
L (t )

H
dt. (2.2)

C(t ) is the consumption of each member of the household at time t. u (•) is
the instantaneous utility function, which gives each member’s utility at a given
date. L (t ) is the total population of the economy; L (t )/H is therefore the
number of members of the household. Thus u (C(t ))L (t )/H is the household’s
total instantaneous utility at t. Finally, ρ is the discount rate; the greater is
ρ , the less the household values future consumption relative to current
consumption.1

The instantaneous utility function takes the form

u (C(t )) = C(t )1−θ

1 − θ
, θ > 0, ρ − n − (1 − θ )g > 0. (2.3)

This functional form is needed for the economy to converge to a balanced
growth path. It is known as constant-relative-risk-aversion (or CRRA) util-
ity. The reason for the name is that the coefficient of relative risk aversion
(which is defined as −Cu ′′(C )/u ′(C )) for this utility function is θ , and thus
is independent of C .

Because there is no uncertainty in this model, the household’s attitude
toward risk is not directly relevant. But θ also determines the household’s
willingness to shift consumption between different periods. When θ is
smaller, marginal utility falls more slowly as consumption rises, and so the
household is more willing to allow its consumption to vary over time. If θ

is close to zero, for example, utility is almost linear in C , and so the house-
hold is willing to accept large swings in consumption to take advantage of
small differences between the discount rate and the rate of return on sav-
ing. Specifically, one can show that the elasticity of substitution between
consumption at any two points in time is 1/θ .2

Three additional features of the instantaneous utility function are worth
mentioning. First, C1−θ is increasing in C if θ < 1 but decreasing if θ > 1;
dividing C1−θ by 1 − θ thus ensures that the marginal utility of consump-
tion is positive regardless of the value of θ . Second, in the special case of
θ → 1, the instantaneous utility function simplifies to ln C ; this is often
a useful case to consider.3 And third, the assumption that ρ − n −
(1 − θ )g > 0 ensures that lifetime utility does not diverge: if this condition

1 One can also write utility as
∫ ∞

t =0
e−ρ ′tu (C(t )) dt, where ρ ′ ≡ ρ −n. Since L (t ) = L (0)e nt ,

this expression equals the expression in equation (2.2) divided by L (0)/H, and thus has the
same implications for behavior.

2 See Problem 2.2.
3 To see this, first subtract 1/(1 − θ ) from the utility function; since this changes utility

by a constant, it does not affect behavior. Then take the limit as θ approaches 1; this requires
using l’Hôpital’s rule. The result is ln C .
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does not hold, the household can attain infinite lifetime utility, and its max-
imization problem does not have a well-defined solution.4

2.2 The Behavior of Households and Firms

Firms

Firms’ behavior is relatively simple. At each point in time they employ the
stocks of labor and capital, pay them their marginal products, and sell the
resulting output. Because the production function has constant returns and
the economy is competitive, firms earn zero profits.

As described in Chapter 1, the marginal product of capital, ∂F (K, AL )/∂K,
is f ′(k), where f (•) is the intensive form of the production function. Because
markets are competitive, capital earns its marginal product. And because
there is no depreciation, the real rate of return on capital equals its earnings
per unit time. Thus the real interest rate at time t is

r (t ) = f ′(k (t )). (2.4)

Labor’s marginal product is ∂F (K, AL)/∂L , which equals A∂F (K, AL )/
∂AL . In terms of f (•), this is A[ f (k) − k f ′(k) ].5 Thus the real wage at t is

W(t ) = A(t )[ f (k (t )) − k (t ) f ′(k (t )) ]. (2.5)

The wage per unit of effective labor is therefore

w(t ) = f (k (t )) − k (t ) f ′(k (t )). (2.6)

Households’ Budget Constraint

The representative household takes the paths of r and w as given. Its budget
constraint is that the present value of its lifetime consumption cannot ex-
ceed its initial wealth plus the present value of its lifetime labor income. To
write the budget constraint formally, we need to account for the fact that r
may vary over time. To do this, define R (t ) as

∫ t
τ = 0 r (τ ) dτ . One unit of the

output good invested at time 0 yields e R (t ) units of the good at t ; equiva-
lently, the value of 1 unit of output at time t in terms of output at time 0 is

4 To get some intuition for why the condition for lifetime utility not to diverge is ρ − n −
(1 − θ )g > 0, note that since technology is the same as in the Solow model, it is feasible for
the economy to reach a balanced growth path where consumption per worker is growing
at rate g . Equations (2.2) (2.3) imply that in such a situation, e−ρt is falling at rate ρ ; L (t) is
growing at rate n; and u (C ) is growing at rate (1 − θ )g . Thus on such a path, the growth rate
of the expression we are integrating in expression (2.2) is −ρ + n + (1 − θ )g . For the integral
to be well defined, this growth rate must be negative. Phelps (1966a) discusses how growth
models can be analyzed when households can obtain infinite utility.

5 See Problem 1.9.
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e−R (t ). For example, if r is constant at some level r , R (t ) is simply r t and the
present value of 1 unit of output at t is e−r t . More generally, e R (t ) shows
the effects of continuously compounding interest over the period [0,t ].

Since the household has L(t )/H members, its labor income at t is
W(t )L(t )/H, and its consumption expenditures are C(t )L(t )/H . Its initial
wealth is 1/H of total wealth at time 0, or K(0)/H . The household’s budget
constraint is therefore∫ ∞

t =0

e−R (t )C(t )
L (t )

H
dt ≤ K(0)

H
+

∫ ∞

t =0

e−R (t )W(t )
L(t )

H
dt. (2.7)

In general, it is not possible to find the integrals in this expression. For-
tunately, we can express the budget constraint in terms of the limiting
behavior of the household’s wealth; and it is usually possible to describe
the limiting behavior of the economy. To see how the budget constraint
can be rewritten in this way, first bring all the terms of (2.7) over to the
same side and combine the two integrals; this gives us

K(0)

H
+

∫ ∞

t =0

e−R (t )[W(t ) − C(t )]
L(t )

H
dt ≥ 0. (2.8)

We can write the integral from t = 0 to t = ∞ as a limit. Thus (2.8) is
equivalent to

lim
s→∞

[
K(0)

H
+

∫ s

t =0

e−R (t )[W(t ) − C(t ) ]
L(t )

H
dt

]
≥ 0. (2.9)

Now note that the household’s wealth at time s is

K(s )

H
= e R (s ) K(0)

H
+

∫ s

t =0

e R (s )−R (t )[W(t ) − C(t ) ]
L(t )

H
dt. (2.10)

To understand (2.10), observe that e R (s )K(0)/H is the contribution of the
household’s initial wealth to its wealth at s. The household’s saving at t is
[W(t ) −C(t )]L (t )/H (which may be negative); e R (s )−R (t ) shows how the value
of that saving changes from t to s.

The expression in (2.10) is e R (s ) times the expression in brackets in (2.9).
Thus we can write the budget constraint as simply

lim
s→∞

e−R (s ) K(s )

H
≥ 0, (2.11)

where we have used the fact that in equilibrium, the household’s wealth
equals 1/H times that economy’s total amount of wealth, K. Expressed in
this form, the budget constraint states that the present value of the house-
hold’s asset holdings cannot be negative in the limit.

Equation (2.11) is known as the no-Ponzi-game condition. A Ponzi game is
a scheme in which someone issues debt and rolls it over forever. That is,
the issuer always obtains the funds to pay off debt when it comes due by
issuing new debt. Such a scheme allows the issuer to have a present value of
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lifetime consumption that exceeds the present value of his or her lifetime
resources. By imposing the budget constraint (2.7) or (2.11), we are ruling
out such schemes.6

Households’ Maximization Problem

The representative household wants to maximize its lifetime utility subject
to its budget constraint. As in the Solow model, it is easier to work with
variables normalized by the quantity of effective labor. To do this, we need
to express both the objective function and the budget constraint in terms
of consumption and labor income per unit of effective labor.

We start with the objective function. Define c(t ) to be consumption per
unit of effective labor. Thus C(t ), consumption per worker, equals A(t ) c(t ).
The household’s instantaneous utility, (2.3), is therefore

C(t )1−θ

1 − θ
= [A(t ) c(t ) ]1−θ

1 − θ

= [A(0)e gt ]1−θ c(t )1−θ

1 − θ

= A(0)1−θ e (1−θ )gt c(t )1−θ

1 − θ
.

(2.12)

Substituting (2.12) and the fact that L (t ) = L (0)e nt into the household’s
objective function, (2.2) (2.3), yields

U =
∫ ∞

t =0

e−ρ t C(t )1−θ

1 − θ

L (t )

H
dt

=
∫ ∞

t =0

e−ρ t

⎡
⎣A(0)1−θ e (1−θ )gt c(t )1−θ

1 − θ

⎤
⎦ L (0)ent

H
dt

= A(0)1−θ L (0)

H

∫ ∞

t =0

e−ρ te (1−θ )gte nt c(t )1−θ

1 − θ
dt

≡ B

∫ ∞

t =0

e−βt c(t )1−θ

1 − θ
dt,

(2.13)

6 This analysis sweeps a subtlety under the rug: we have assumed rather than shown
that households must satisfy the no-Ponzi-game condition. Because there are a finite number
of households in the model, the assumption that Ponzi games are not feasible is correct. A
household can run a Ponzi game only if at least one other household has a present value of
lifetime consumption that is strictly less than the present value of its lifetime wealth. Since
the marginal utility of consumption is always positive, no household will accept this. But
in models with infinitely many households, such as the overlapping-generations model of
Part B of this chapter, Ponzi games are possible in some situations. We return to this point
in Section 13.1.
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where B ≡ A(0)1−θ L(0)/H and β ≡ ρ−n−(1−θ )g . From (2.3), β is assumed
to be positive.

Now consider the budget constraint, (2.7). The household’s total con-
sumption at t, C (t )L(t )/H, equals consumption per unit of effective labor,
c(t ), times the household’s quantity of effective labor, A(t )L(t )/H . Simi-
larly, its total labor income at t equals the wage per unit of effective labor,
w(t ), times A(t )L(t )/H . And its initial capital holdings are capital per unit
of effective labor at time 0, k (0), times A(0)L (0)/H . Thus we can rewrite
(2.7) as ∫ ∞

t =0

e−R (t )c(t )
A(t )L(t )

H
dt

≤ k (0)
A(0)L(0)

H
+

∫ ∞

t =0

e−R (t )w(t )
A(t )L(t )

H
dt.

(2.14)

A(t )L (t ) equals A(0)L(0)e (n +g)t . Substituting this fact into (2.14) and divid-
ing both sides by A(0)L(0)/H yields∫ ∞

t =0

e−R (t )c(t )e (n +g)t dt ≤ k (0) +
∫ ∞

t =0

e−R (t )w(t )e (n +g)t dt. (2.15)

Finally, because K(s ) is proportional to k (s )e (n +g)s , we can rewrite the
no-Ponzi-game version of the budget constraint, (2.11), as

lim
s→∞

e−R (s )e (n +g)sk (s ) ≥ 0. (2.16)

Household Behavior

The household’s problem is to choose the path of c(t ) to maximize life-
time utility, (2.13), subject to the budget constraint, (2.15). Although this
involves choosing c at each instant of time (rather than choosing a finite
set of variables, as in standard maximization problems), conventional maxi-
mization techniques can be used. Since the marginal utility of consumption
is always positive, the household satisfies its budget constraint with equal-
ity. We can therefore use the objective function, (2.13), and the budget
constraint, (2.15), to set up the Lagrangian:

L = B

∫ ∞

t =0

e−βt c(t )1−θ

1 − θ
dt

(2.17)

+ λ

[
k (0) +

∫ ∞

t =0

e−R (t )e (n +g)tw(t ) dt −
∫ ∞

t =0

e−R (t )e (n +g)tc(t ) dt

]
.
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The household chooses c at each point in time; that is, it chooses infinitely
many c(t )’s. The first-order condition for an individual c(t ) is7

Be−βtc(t )−θ = λe−R (t )e (n +g)t. (2.18)

The household’s behavior is characterized by (2.18) and the budget con-
straint, (2.15).

To see what (2.18) implies for the behavior of consumption, first take logs
of both sides:

lnB − βt − θ ln c(t ) = ln λ − R (t ) + (n + g)t

= ln λ −
∫ t

τ = 0

r (τ )dτ + (n + g)t,
(2.19)

where the second line uses the definition of R (t ) as
∫ t
τ = 0 r (τ ) dτ . Now note

that since the two sides of (2.19) are equal for every t, the derivatives of the
two sides with respect to t must be the same. This condition is

−β − θ
c(t )

c(t )
= −r (t ) + (n + g), (2.20)

where we have once again used the fact that the time derivative of the log
of a variable equals its growth rate. Solving (2.20) for c (t )/c(t ) yields

c (t )

c(t )
= r (t ) − n − g − β

θ

= r (t ) − ρ − θg

θ
,

(2.21)

where the second line uses the definition of β as ρ − n − (1 − θ )g .

7 This step is slightly informal; the difficulty is that the terms in (2.18) are of order dt in
(2.17); that is, they make an infinitesimal contribution to the Lagrangian. There are various
ways of addressing this issue more formally than simply ‘‘canceling’’ the dt ’s (which is what
we do in [2.18]). For example, we can model the household as choosing consumption over the
finite intervals [0,	t ), [	t,2	t ), [2	t,3	t ), . . . , with its consumption required to be constant
within each interval, and then take the limit as 	t approaches zero. This also yields (2.18).
Another possibility is to use the calculus of variations (see n. 13, at the end of Section 2.4).
In this particular application, however, the calculus-of-variations approach simplifies to the
approach we have used here. That is, here the calculus-of-variations approach is no more
rigorous than the approach we have used. To put it differently, the methods used to derive
the calculus of variations provide a formal justification for canceling the dt ’s in (2.18).
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To interpret (2.21), note that since C(t ) (consumption per worker) equals
c(t )A(t ), the growth rate of C is given by

C (t )

C (t )
= A(t )

A(t )
+ c(t )

c(t )

= g + r (t ) − ρ − θg

θ

= r (t ) − ρ

θ
,

(2.22)

where the second line uses (2.21). This condition states that consumption
per worker is rising if the real return exceeds the rate at which the house-
hold discounts future consumption, and is falling if the reverse holds. The
smaller is θ the less marginal utility changes as consumption changes the
larger are the changes in consumption in response to differences between
the real interest rate and the discount rate.

Equation (2.21) is known as the Euler equation for this maximization prob-
lem. A more intuitive way of deriving (2.21) is to think of the household’s
consumption at two consecutive moments in time.8 Specifically, imagine
the household reducing c at some date t by a small (formally, infinites-
imal) amount 	c , investing this additional saving for a short (again, in-
finitesimal) period of time 	t, and then consuming the proceeds at time
t + 	t ; assume that when it does this, the household leaves consumption
and capital holdings at all times other than t and t + 	t unchanged. If the
household is optimizing, the marginal impact of this change on lifetime
utility must be zero. If the impact is strictly positive, the household can
marginally raise its lifetime utility by making the change. And if the impact
is strictly negative, the household can raise its lifetime utility by making
the opposite change.

From (2.13), the marginal utility of c(t ) is Be−βtc(t )−θ . Thus the change
has a utility cost of Be−βtc(t )−θ	c . Since the instantaneous rate of return is
r (t ), c at time t +	t can be increased by e [r (t )−n−g ]	t	c . Similarly, since c is
growing at rate c (t )/c(t ), we can write c(t + 	t ) as c(t )e [c (t )/c(t ) ]	t . Thus
the marginal utility of c(t + 	t ) is Be−β (t +	t )c(t + 	t )−θ , or Be−β (t +	t )

[c(t )e [c (t )/c(t ) ]	t ]−θ . For the path of consumption to be utility-maximizing,
it must therefore satisfy

Be−βtc(t )−θ	c = Be−β (t +	t )[c(t )e [c (t )/c(t ) ]	t ]−θ e [r (t )−n−g ]	t	c. (2.23)

Dividing by Be−βtc(t )−θ	c and taking logs yields

−β	t − θ
c(t )

c(t )
	t + [r (t ) − n − g]	t = 0. (2.24)

Finally, dividing by 	t and rearranging yields the Euler equation in (2.21).

8 The intuition for the Euler equation is considerably easier if time is discrete rather than
continuous. See Section 2.9.
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Intuitively, the Euler equation describes how c must behave over time
given c(0): if c does not evolve according to (2.21), the household can re-
arrange its consumption in a way that raises its lifetime utility without
changing the present value of its lifetime spending. The choice of c(0) is then
determined by the requirement that the present value of lifetime consump-
tion over the resulting path equals initial wealth plus the present value of
future earnings. When c(0) is chosen too low, consumption spending along
the path satisfying (2.21) does not exhaust lifetime wealth, and so a higher
path is possible; when c(0) is set too high, consumption spending more than
uses up lifetime wealth, and so the path is not feasible.9

2.3 The Dynamics of the Economy

The most convenient way to analyze the behavior of the economy is in
terms of the evolution of c and k. Specifically, we will first consider the
dynamics of those two variables for arbitrary assumptions about their initial
values, and then pin down the initial values by using the side conditions
(that is, that K(0) is given, that the capital stock can never become negative,
and that households satisfy their budget constraints with equality).

The Dynamics of c

Given that all households are the same, equation (2.21) describes the evo-
lution of c not just for a single household but for the economy as a whole.
Each household takes the path of the real interest rate as given, but in equi-
librium it is determined by the marginal product of capital: r (t) = f ′(k (t)).
We can therefore rewrite (2.21) as

c (t )

c (t )
= f ′(k (t )) − ρ − θg

θ
. (2.25)

Thus c is zero when f ′(k) equals ρ +θg . Let k∗ denote this level of k. When
k exceeds k∗, f ′(k) is less than ρ + θg , and so c is negative; when k is less
than k∗, c is positive.

This information is summarized in Figure 2.1. The arrows show the di-
rection of motion of c . Thus c is rising if k < k∗ and falling if k > k∗. The
c = 0 line at k = k∗ indicates that c is constant for this value of k.10

9Formally, equation (2.21) implies that c(t ) = c(0) e [R (t ) − (ρ + θ g)t ]/θ , which implies
that e−R (t )e (n +g)tc(t ) = c(0)e [(1−θ )R (t )+(θ n−ρ)t ]/θ . Thus c(0) is determined by the fact that

c (0)
∫ ∞

t =0
e [(1−θ )R (t ) + (θ n − ρ)t ]/θ dt must equal the right-hand side of the budget constraint, (2.15).

10 Note that (2.25) implies that c also equals zero when c is zero. That is, c is also zero
along the horizontal axis of the diagram. But since, as we will see below, in equilibrium c is
never zero, this is not relevant to the analysis of the model.
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c

k∗ k

c = 0

(c > 0) (c < 0)

FIGURE 2.1 The dynamics of c

The Dynamics of k

Because technology is the same as in the Solow model (other than the sim-
plifying assumption of no depreciation), the dynamics of the capital stock
are given by K(t) = Y(t)−C (t)L (t) (this is equation [2.1], with total consump-
tion replaced by the product of consumption per worker and the number
of workers). A straightforward derivation similar to the derivation of the
equation of motion for k in the Solow model, (1.19), yields

k (t ) = f (k (t )) − c(t ) − (n + g )k(t ). (2.26)

Analogously to equation (1.19), this expression shows that k is the difference
between actual investment per unit of effective labor, f (k) − c , and break-
even investment per unit of effective labor, (n + g)k.

For a given k, the level of c that implies k = 0 is given by f (k)− (n + g)k;
in terms of Figure 1.6 (in Chapter 1), k is zero when consumption equals the
difference between the actual output and break-even investment lines. This
value of c is increasing in k until f ′(k) = n + g (the golden-rule level of k)
and is then decreasing. When c exceeds the level that yields k = 0, k is
falling; when c is less than this level, k is rising. For k sufficiently large, break-
even investment exceeds total output, and so k is negative for all positive
values of c . This information is summarized in Figure 2.2; the arrows show
the direction of motion of k.
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c

k

k = 0

(k < 0)

(k > 0)

FIGURE 2.2 The dynamics of k

The Phase Diagram

Figure 2.3 combines the information in Figures 2.1 and 2.2. The arrows now
show the directions of motion of both c and k. To the left of the c = 0 locus
and above the k = 0 locus, for example, c is positive and k negative. Thus c
is rising and k falling, and so the arrows point up and to the left. The arrows
in the other sections of the diagram are based on similar reasoning. On
the c = 0 and k = 0 curves, only one of c and k is changing. On the c = 0
line above the k = 0 locus, for example, c is constant and k is falling; thus
the arrow points to the left. Finally, at Point E both c and k are zero; thus
there is no movement from this point.11

Figure 2.3 is drawn with k∗ (the level of k that implies c = 0) less than
the golden-rule level of k (the value of k associated with the peak of the
k = 0 locus). To see that this must be the case, recall that k∗ is defined by
f ′(k∗) = ρ + θg , and that the golden-rule k is defined by f ′(kGR) = n + g .
Since f ′′(k) is negative, k∗ is less than kGR if and only if ρ + θg is greater
than n + g . This is equivalent to ρ − n − (1 − θ )g > 0, which we have

11 Recall from n. 10 that c is also zero along the horizontal axis of the phase diagram. As
a result, there are two other points where c and k are constant. The first is the origin: if the
economy has no capital and no consumption, it remains there. The second is the point where
the k = 0 curve crosses the horizontal axis. Here all of output is being used to hold k constant,
so c = 0 and f (k) = (n + g)k. Since having consumption change from zero to any positive
amount violates households’ intertemporal optimization condition, (2.25), if the economy is
at this point it must remain there to satisfy (2.25) and (2.26). We will see shortly, however,
that the economy is never at either of these points.
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E

c

k∗ k

c = 0

k = 0

FIGURE 2.3 The dynamics of c and k

assumed to hold so that lifetime utility does not diverge (see [2.3] ). Thus k∗
is to the left of the peak of the k = 0 curve.

The Initial Value of c

Figure 2.3 shows how c and k must evolve over time to satisfy households’
intertemporal optimization condition (equation [2.25]) and the equation
relating the change in k to output and consumption (equation [2.26]) given
initial values of c and k. The initial value of k is determined by the assump-
tion that the initial capital stock is an exogenous parameter of the model.
But the initial value of c must be determined.

This issue is addressed in Figure 2.4. For concreteness, k(0) is assumed
to be less than k∗. The figure shows the trajectory of c and k for various
assumptions concerning the initial level of c . That is, for a given assumption
about c(0), we ask what the dynamics of c and k would be if equations (2.25)
and (2.26) held at every point in time. If c(0) is above the k = 0 curve, at a
point like A, then c is positive and k negative; thus the economy moves con-
tinually up and to the left in the diagram. If c(0) is such that k is initially zero
(Point B), the economy begins by moving directly up in (k, c) space; there-
after c is positive and k negative, and so the economy again moves up and
to the left. If the economy begins slightly below the k = 0 locus (Point C),
k is initially positive but small (since k is a continuous function of c ), and
c is again positive. Thus in this case the economy initially moves up and
slightly to the right; after it crosses the k = 0 locus, however, k becomes
negative and once again the economy is on a path of rising c and falling k.
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E

A

B

C

F

D

k(0)

c

k∗ k

c = 0

k = 0

FIGURE 2.4 The behavior of c and k for various initial values of c

Point D shows a case of very low initial consumption. Here c and k are
both initially positive. From (2.25), c is proportional to c ; when c is small,
c is therefore small. Thus c remains low, and so the economy eventually
crosses the c = 0 line. After this point, c becomes negative, and k remains
positive. Thus the economy moves down and to the right.

c and k are continuous functions of c and k. Thus there is some critical
point between Points C and D Point F in the diagram such that at that
level of initial c , the economy converges to the stable point, Point E. For
any level of consumption above this critical level, the k = 0 curve is crossed
before the c = 0 line is reached, and so the economy ends up on a path
of perpetually rising consumption and falling capital. And if consumption
is less than the critical level, the c = 0 locus is reached first, and so the
economy embarks on a path of falling consumption and rising capital. But
if consumption is just equal to the critical level, the economy converges to
the point where both c and k are constant.

All these various trajectories satisfy equations (2.25) and (2.26). Does this
mean that they are all possible? The answer is no, because we have not yet
imposed the requirements that households satisfy their budget constraint
and that the economy’s capital stock can never be negative. These condi-
tions determine which of the trajectories in fact describes the behavior of
the economy.

If the economy starts at some point above F, c is high and rising. As a
result, the equation of motion for k, (2.26), implies that k eventually reaches
zero. For (2.25) and (2.26) to continue to be satisfied, c must continue to
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FIGURE 2.5 The saddle path

rise and k must become negative. But, since a negative capital stock is not
possible, this cannot occur. We can therefore rule out such paths.

To rule out paths starting below F, we use the budget constraint ex-
pressed in terms of the limiting behavior of capital holdings, equation (2.16):
lims→∞ e−R (s )e (n +g)sk (s ) ≥ 0. If the economy starts at a point like D, eventu-
ally k exceeds the golden-rule capital stock. After that time, the real interest
rate, f ′(k), is less than n + g , so e−R (s )e (n +g)s is rising. Since k is also rising,
e−R (s )e (n +g)sk (s ) diverges. Thus lims→∞ e−R (s )e (n +g)sk (s ) is infinity. From the
derivation of (2.16), we know that this is equivalent to the statement that
the present value of households’ lifetime income is infinitely larger than the
present value of their lifetime consumption. Thus each household can af-
ford to raise its consumption at each point in time, and so can attain higher
utility. That is, households are not maximizing their utility. Hence, such a
path cannot be an equilibrium.

Finally, if the economy begins at Point F, k converges to k∗, and so r
converges to f ′(k∗) = ρ + θg . Thus eventually e−R (s )e (n +g)s is falling at rate
ρ − n − (1 − θ )g = β > 0, and so lims→∞ e−R (s )e (n +g)sk (s ) is zero. Thus the
path beginning at F, and only this path, is possible.

The Saddle Path

Although this discussion has been in terms of a single value of k, the idea is
general. For any positive initial level of k, there is a unique initial level
of c that is consistent with households’ intertemporal optimization, the
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dynamics of the capital stock, households’ budget constraint, and the re-
quirement that k not be negative. The function giving this initial c as a
function of k is known as the saddle path; it is shown in Figure 2.5. For any
starting value for k, the initial c must be the value on the saddle path. The
economy then moves along the saddle path to Point E.

2.4 Welfare

A natural question is whether the equilibrium of this economy represents
a desirable outcome. The answer to this question is simple. The first welfare
theorem from microeconomics tells us that if markets are competitive and
complete and there are no externalities (and if the number of agents is finite),
then the decentralized equilibrium is Pareto efficient that is, it is impossible
to make anyone better off without making someone else worse off. Since the
conditions of the first welfare theorem hold in our model, the equilibrium
must be Pareto efficient. And because all households have the same utility,
this means that the decentralized equilibrium produces the highest possible
utility among allocations that treat all households in the same way.

To see this more clearly, consider the problem facing a social planner who
can dictate the division of output between consumption and investment at
each date and who wants to maximize the lifetime utility of a representa-
tive household. This problem is identical to that of an individual household
except that, rather than taking the paths of w and r as given, the planner
takes into account the fact that these are determined by the path of k, which
is in turn determined by (2.26).

The intuitive argument involving consumption at consecutive moments
used to derive (2.21) or (2.25) applies to the social planner as well: reducing
c by 	c at time t and investing the proceeds allows the planner to increase
c at time t + 	t by e f ′(k (t ))	te−(n +g)	t	c .12 Thus c(t ) along the path chosen
by the planner must satisfy (2.25). And since equation (2.26) giving the
evolution of k reflects technology, not preferences, the social planner must
obey it as well. Finally, as with households’ optimization problem, paths
that require that the capital stock becomes negative can be ruled out on
the grounds that they are not feasible, and paths that cause consumption to
approach zero can be ruled out on the grounds that they do not maximize
households’ utility.

12 Note that this change does affect r andw over the (brief) interval from t to t +	t. r falls
by f ′′(k) times the change in k, whilew rises by − f ′′(k)k times the change in k. But the effect
of these changes on total income (per unit of effective labor), which is given by the change
in w plus k times the change in r , is zero. That is, since capital is paid its marginal product,
total payments to labor and to previously existing capital remain equal to the previous level
of output (again per unit of effective labor). This is just a specific instance of the general
result that the pecuniary externalities externalities operating through prices balance in the
aggregate under competition.
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In short, the solution to the social planner’s problem is for the initial value
of c to be given by the value on the saddle path, and for c and k to then
move along the saddle path. That is, the competitive equilibrium maximizes
the welfare of the representative household.13

2.5 The Balanced Growth Path

Properties of the Balanced Growth Path

The behavior of the economy once it has converged to Point E in Figure 2.4
is identical to that of the Solow economy on the balanced growth path. Cap-
ital, output, and consumption per unit of effective labor are constant. Since
y and c are constant, the saving rate, (y−c)/y, is also constant. The total capi-
tal stock, total output, and total consumption grow at rate n+g . And capital
per worker, output per worker, and consumption per worker grow at rate g .

Thus the central implications of the Solow model concerning the driving
forces of economic growth do not hinge on its assumption of a constant
saving rate. Even when saving is endogenous, growth in the effectiveness
of labor remains the only source of persistent growth in output per worker.
And since the production function is the same as in the Solow model, one
can repeat the calculations of Section 1.6 demonstrating that significant
differences in output per worker can arise from differences in capital per
worker only if the differences in capital per worker, and in rates of return
to capital, are enormous.

The Social Optimum and the Golden-Rule Level of Capital

The only notable difference between the balanced growth paths of the
Solow and Ramsey Cass Koopmans models is that a balanced growth path
with a capital stock above the golden-rule level is not possible in the
Ramsey Cass Koopmans model. In the Solow model, a sufficiently high sav-
ing rate causes the economy to reach a balanced growth path with the
property that there are feasible alternatives that involve higher consump-
tion at every moment. In the Ramsey Cass Koopmans model, in contrast,
saving is derived from the behavior of households whose utility depends on
their consumption, and there are no externalities. As a result, it cannot be
an equilibrium for the economy to follow a path where higher consumption
can be attained in every period; if the economy were on such a path, house-
holds would reduce their saving and take advantage of this opportunity.

13 A formal solution to the planner’s problem involves the use of the calculus of varia-
tions. For a formal statement and solution of the problem, see Blanchard and Fischer (1989,
pp. 38 43). For an introduction to the calculus of variations, see Section 9.2; Barro and Sala-i-
Martin, 2003, Appendix A.3; Obstfeld (1992); or Acemoglu (2009, Chapter 7).
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This can be seen in the phase diagram. Consider again Figure 2.5. If the
initial capital stock exceeds the golden-rule level (that is, if k (0) is greater
than the k associated with the peak of the k = 0 locus), initial consumption
is above the level needed to keep k constant; thus k is negative. k gradually
approaches k∗, which is below the golden-rule level.

Finally, the fact that k∗ is less than the golden-rule capital stock implies
that the economy does not converge to the balanced growth path that yields
the maximum sustainable level of c . The intuition for this result is clearest
in the case of g equal to zero, so that there is no long-run growth of con-
sumption and output per worker. In this case, k∗ is defined by f ′(k∗) = ρ

(see [2.25]) and kGR is defined by f ′(kGR) = n, and our assumption that
ρ − n − (1 − θ )g > 0 simplifies to ρ > n. Since k∗ is less than kGR, an in-
crease in saving starting at k = k∗ would cause consumption per worker to
eventually rise above its previous level and remain there (see Section 1.4).
But because households value present consumption more than future con-
sumption, the benefit of the eventual permanent increase in consumption
is bounded. At some point specifically, when k exceeds k∗ the tradeoff
between the temporary short-term sacrifice and the permanent long-term
gain is sufficiently unfavorable that accepting it reduces rather than raises
lifetime utility. Thus k converges to a value below the golden-rule level.
Because k∗ is the optimal level of k for the economy to converge to, it is
known as the modified golden-rule capital stock.

2.6 The Effects of a Fall in the Discount Rate

Consider a Ramsey Cass Koopmans economy that is on its balanced growth
path, and suppose that there is a fall in ρ , the discount rate. Because ρ is the
parameter governing households’ preferences between current and future
consumption, this change is the closest analogue in this model to a rise in
the saving rate in the Solow model.

Since the division of output between consumption and investment is
determined by forward-looking households, we must specify whether the
change is expected or unexpected. If a change is expected, households may
alter their behavior before the change occurs. We therefore focus on the
simple case where the change is unexpected. That is, households are opti-
mizing given their belief that their discount rate will not change, and the
economy is on the resulting balanced growth path. At some date house-
holds suddenly discover that their preferences have changed, and that they
now discount future utility at a lower rate than before.14

14 See Section 2.7 and Problems 2.11 and 2.12 for examples of how to analyze anticipated
changes.
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FIGURE 2.6 The effects of a fall in the discount rate

Qualitative Effects

Since the evolution of k is determined by technology rather than prefer-
ences, ρ enters the equation for c but not that for k. Thus only the c = 0
locus is affected. Recall equation (2.25): c (t )/c (t ) = [ f ′(k (t )) − ρ − θg ]/θ .
Thus the value of k where c equals zero is defined by f ′(k∗) = ρ +θg . Since
f ′′(•) is negative, this means that the fall in ρ raises k∗. Thus the c = 0 line
shifts to the right. This is shown in Figure 2.6.

At the time of the change in ρ , the value of k the stock of capital per
unit of effective labor is given by the history of the economy, and it cannot
change discontinuously. In particular, k at the time of the change equals the
value of k∗ on the old balanced growth path. In contrast, c the rate at which
households are consuming can jump at the time of the shock.

Given our analysis of the dynamics of the economy, it is clear what occurs:
at the instant of the change, c jumps down so that the economy is on the
new saddle path (Point A in Figure 2.6).15 Thereafter, c and k rise gradually
to their new balanced-growth-path values; these are higher than their values
on the original balanced growth path.

Thus the effects of a fall in the discount rate are similar to the effects of
a rise in the saving rate in the Solow model with a capital stock below the

15 Since we are assuming that the change is unexpected, the discontinuous change in c
does not imply that households are not optimizing. Their original behavior is optimal given
their beliefs; the fall in c is the optimal response to the new information that ρ is lower.
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golden-rule level. In both cases, k rises gradually to a new higher level, and
in both c initially falls but then rises to a level above the one it started at.
Thus, just as with a permanent rise in the saving rate in the Solow model,
the permanent fall in the discount rate produces temporary increases in
the growth rates of capital per worker and output per worker. The only
difference between the two experiments is that, in the case of the fall in
ρ , in general the fraction of output that is saved is not constant during the
adjustment process.

The Rate of Adjustment and the Slope of the Saddle Path

Equations (2.25) and (2.26) describe c (t ) and k (t ) as functions of k (t ) and
c(t ). A fruitful way to analyze their quantitative implications for the dy-
namics of the economy is to replace these nonlinear equations with linear
approximations around the balanced growth path. Thus we begin by taking
first-order Taylor approximations to (2.25) and (2.26) around k = k∗, c = c∗.
That is, we write

c 	 ∂c

∂k
[k − k∗] + ∂c

∂c
[c − c∗], (2.27)

k 	 ∂k

∂k
[k − k∗] + ∂k

∂c
[c − c∗], (2.28)

where ∂c/∂k, ∂c/∂c , ∂k/∂k, and ∂k/∂c are all evaluated at k = k∗, c = c∗. Our
strategy will be to treat (2.27) and (2.28) as exact and analyze the dynamics
of the resulting system.16

It helps to define ~c ≡ c −c∗ and
~
k ≡ k−k∗. Since c∗ and k∗ are both con-

stant, ~c equals c , and
~
k equals k. We can therefore rewrite (2.27) and (2.28)

as

~c 	 ∂c

∂k

~
k + ∂c

∂c
~c , (2.29)

~
k 	 ∂k

∂k

~
k + ∂k

∂c
~c. (2.30)

(Again, the derivatives are all evaluated at k = k∗, c = c∗.) Recall that
c = {[ f ′(k)−ρ−θg ]/θ}c (equation [2.25]). Using this expression to compute
the derivatives in (2.29) and evaluating them at k = k∗, c = c∗ gives us

~c 	 f ′′(k∗)c∗

θ

~
k. (2.31)

16 For a more formal introduction to the analysis of systems of differential equations (such
as [2.27] [2.28] ), see Simon and Blume (1994, Chapter 25).
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Similarly, (2.26) states that k = f (k) − c − (n + g)k. We can use this to find
the derivatives in (2.30); this yields

~
k 	 [ f ′(k∗) − (n + g) ]

~
k − ~c

= [(ρ + θg) − (n + g) ]
~
k − ~c

= β
~
k − ~c ,

(2.32)

where the second line uses the fact that (2.25) implies that f ′(k∗) = ρ + θg
and the third line uses the definition of β as ρ − n − (1− θ )g . Dividing both

sides of (2.31) by ~c and both sides of (2.32) by
~
k yields expressions for the

growth rates of ~c and
~
k:

~c
~c

	 f ′′(k∗)c∗

θ

~
k

~c
, (2.33)

~
k

~
k

	 β −
~c

~
k
. (2.34)

Equations (2.33) and (2.34) imply that the growth rates of ~c and
~
k depend

only on the ratio of ~c and
~
k. Given this, consider what happens if the values

of ~c and
~
k are such that ~c and

~
k are falling at the same rate (that is, if they

imply ~c/~c = ~
k/

~
k). This implies that the ratio of ~c to

~
k is not changing, and

thus that their growth rates are also not changing. That is, if c − c∗ and
k − k∗ are initially falling at the same rate, they continue to fall at that rate.

In terms of the diagram, from a point where ~c and
~
k are falling at equal rates,

the economy moves along a straight line to (k∗, c∗), with the distance from
(k∗, c∗) falling at a constant rate.

Let μ denote ~c/~c . Equation (2.33) implies

~c
~
k

= f ′′(k∗)c∗

θ

1

μ
. (2.35)

From (2.34), the condition that
~
k/

~
k equals ~c/~c is thus

μ = β − f ′′(k∗)c∗

θ

1

μ
, (2.36)

or

μ2 − βμ + f ′′(k∗)c∗

θ
= 0. (2.37)

This is a quadratic equation in μ. The solutions are

μ = β ± [β2 − 4 f ′′(k∗)c∗/θ ]1/2

2
. (2.38)

Let μ1 and μ2 denote these two values of μ.
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FIGURE 2.7 The linearized phase diagram

If μ is positive, then ~c and
~
k are growing; that is, instead of moving

along a straight line toward (k∗, c∗), the economy is moving on a straight
line away from (k∗, c∗). Thus if the economy is to converge to (k∗, c∗), μ

must be negative. Looking at (2.38) shows that only one of the μ’s, namely
{β − [β2 − 4 f ′′(k∗)c∗/θ ]1/2}/2, is negative. Let μ1 denote this value of μ.

Equation (2.35) (with μ = μ1) then tells us how ~c must be related to
~
k for

both to be falling at rate μ1.
Figure 2.7 shows the line along which the economy converges smoothly

to (k∗, c∗); it is labeled AA. This is the saddle path of the linearized system.
The figure also shows the line along which the economy moves directly
away from (k∗, c∗); it is labeled BB. If the initial values of c(0) and k (0) lay
along this line, (2.33) and (2.34) would imply that ~c and

~
k would grow

steadily at rate μ2.17 Since f ′′(•) is negative, (2.35) implies that the relation
between ~c and

~
k has the opposite sign from μ. Thus the saddle path AA is

positively sloped, and the BB line is negatively sloped.
In short, if we linearize the equations for c and k, we can characterize the

dynamics of the economy in terms of the model’s parameters. At time 0, c
must equal c∗ + [ f ′′(k∗)c∗/(θμ1) ](k(0)−k∗). Thereafter, c and k converge to
their balanced-growth-path values at rate μ1. That is, k (t ) = k∗ + e μ1t [k (0)−
k∗] and c(t ) = c∗ + e μ1t [c(0) − c∗].

17 Of course, it is not possible for the initial value of (k , c ) to lie along the BB line. As we
saw in Section 2.3, if it did, either k would eventually become negative or households would
accumulate infinite wealth.
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The Speed of Adjustment

To understand the implications of (2.38) for the speed of convergence to the
balanced growth path, consider our usual example of Cobb Douglas produc-
tion, f (k) = kα . This implies f ′′(k∗) = α(α − 1)k∗α−2. Since consumption
on the balanced growth path equals output minus break-even investment,
consumption per unit of effective labor, c∗, equals k∗α − (n + g)k∗. Thus in
this case we can write the expression for μ1 as

μ1 = 1

2

(
β −

{
β2 − 4

θ
α (α − 1)k∗α−2[k∗α − (n + g)k∗]

}1/2
)

. (2.39)

Recall that on the balanced growth path, f ′(k) equals ρ + θg (see [2.25]).
For the Cobb Douglas case, this is equivalent to αk∗α−1 = ρ + θg , which
implies k∗ = [(ρ + θg)/α]1/(α−1). Substituting this into (2.39) and doing some
uninteresting algebraic manipulations yields

μ1 = 1

2

(
β −

{
β2 + 4

θ

1 − α

α
(ρ + θg)[ρ + θg − α(n + g)]

}1/2
)

. (2.40)

Equation (2.40) expresses the rate of adjustment in terms of the underlying
parameters of the model.

To get a feel for the magnitudes involved, suppose α = (1/3), ρ = 4%,
n = 2%, g = 1%, and θ = 1. One can show that these parameter values imply
that on the balanced growth path, the real interest rate is 5 percent and the
saving rate 20 percent. And since β is defined as ρ − n − (1 − θ )g , they imply
β = 2%. Equation (2.39) or (2.40) then implies μ1 	 −5.4%. Thus adjustment
is quite rapid in this case; for comparison, the Solow model with the same
values of α, n, and g (and as here, no depreciation) implies an adjustment
speed of 2 percent per year (see equation [1.32]). The reason for the differ-
ence is that in this example, the saving rate is greater than s∗ when k is less
than k∗ and less than s∗ when k is greater than k∗. In the Solow model, in
contrast, s is constant by assumption.

2.7 The Effects of Government Purchases

Thus far, we have left government out of our model. Yet modern economies
devote their resources not just to investment and private consumption but
also to public uses. In the United States, for example, about 20 percent
of total output is purchased by the government; in many other countries
the figure is considerably higher. It is thus natural to extend our model to
include a government sector.
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Adding Government to the Model

Assume that the government buys output at rate G (t ) per unit of effective
labor per unit time. Government purchases are assumed not to affect utility
from private consumption; this can occur if the government devotes the
goods to some activity that does not affect utility at all, or if utility equals
the sum of utility from private consumption and utility from government-
provided goods. Similarly, the purchases are assumed not to affect future
output; that is, they are devoted to public consumption rather than pub-
lic investment. The purchases are financed by lump-sum taxes of amount
G (t ) per unit of effective labor per unit time; thus the government always
runs a balanced budget. Consideration of deficit finance is postponed to
Chapter 13. We will see there, however, that in this model the government’s
choice between tax and deficit finance has no impact on any important
variables. Thus the assumption that the purchases are financed with current
taxes only serves to simplify the presentation.

Investment is now the difference between output and the sum of private
consumption and government purchases. Thus the equation of motion for
k, (2.26), becomes

k (t ) = f (k (t )) − c(t ) − G (t ) − (n + g)k (t ). (2.41)

A higher value of G shifts the k = 0 locus down: the more goods that are
purchased by the government, the fewer that can be purchased privately if
k is to be held constant.

By assumption, households’ preferences ([2.2] [2.3] or [2.13]) are un-
changed. Since the Euler equation ([2.21] or [2.25]) is derived from house-
holds’ preferences without imposing their lifetime budget constraint, this
condition continues to hold as before. The taxes that finance the govern-
ment’s purchases affect households’ budget constraint, however. Specifi-
cally, (2.15) becomes∫ ∞

t =0

e−R (t )c(t )e (n +g)t dt ≤ k (0) +
∫ ∞

t =0

e−R (t )[w(t ) − G (t ) ]e (n +g)t dt. (2.42)

Reasoning parallel to that used before shows that this implies the same
expression as before for the limiting behavior of k (equation [2.16]).

The Effects of Permanent and Temporary Changes in
Government Purchases

To see the implications of the model, suppose that the economy is on a
balanced growth path with G (t) constant at some level GL , and that there
is an unexpected, permanent increase in G to GH . From (2.41), the k = 0
locus shifts down by the amount of the increase in G . Since government
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FIGURE 2.8 The effects of a permanent increase in government purchases

purchases do not affect the Euler equation, the c = 0 locus is unaffected.
This is shown in Figure 2.8.18

We know that in response to such a change, c must jump so that the
economy is on its new saddle path. If not, then as before, either capital
would become negative at some point or households would accumulate
infinite wealth. In this case, the adjustment takes a simple form: c falls by
the amount of the increase in G , and the economy is immediately on its
new balanced growth path. Intuitively, the permanent increases in govern-
ment purchases and taxes reduce households’ lifetime wealth. And because
the increases in purchases and taxes are permanent, there is no scope for
households to raise their utility by adjusting the time pattern of their con-
sumption. Thus the size of the immediate fall in consumption is equal to
the full amount of the increase in government purchases, and the capital
stock and the real interest rate are unaffected.

An older approach to modeling consumption behavior assumes that con-
sumption depends only on current disposable income and that it moves
less than one-for-one with disposable income. Recall, for example, that the
Solow model assumes that consumption is simply fraction 1 − s of current
income. With that approach, consumption falls by less than the amount
of the increase in government purchases. As a result, the rise in govern-
ment purchases crowds out investment, and so the capital stock starts to
fall and the real interest rate starts to rise. Our analysis shows that those
results rest critically on the assumption that households follow mechanical

18 We assume that GH is not so large that k is negative when c = 0. That is, the intersection
of the new k = 0 locus with the c = 0 line is assumed to occur at a positive level of c . If it does
not, the government’s policy is not feasible. Even if c is always zero after the increase in G , k
is negative, and eventually the economy’s output per unit of effective labor is less than GH .
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rules: with full intertemporal optimization, a permanent increase in govern-
ment purchases does not cause crowding out.

A more complicated case is provided by an unanticipated increase in G
that is expected to be temporary. For simplicity, assume that the terminal
date is known with certainty. In this case, c does not fall by the full amount
of the increase in G , GH − GL . To see this, note that if it did, consumption
would jump up discontinuously at the time that government purchases
returned to GL ; thus marginal utility would fall discontinuously. But since
the return of G to GL is anticipated, the discontinuity in marginal utility
would also be anticipated, which cannot be optimal for households.

During the period of time that government purchases are high, k is gov-
erned by the capital-accumulation equation, (2.41), with G = GH ; after G
returns to GL , it is governed by (2.41) with G = GL . The Euler equation,
(2.25), determines the dynamics of c throughout, and c cannot change dis-
continuously at the time that G returns to GL . These facts determine what
happens at the time of the increase in G : c must jump to the value such
that the dynamics implied by (2.41) with G = GH (and by [2.25]) bring the
economy to the old saddle path at the time that G returns to its initial level.
Thereafter, the economy moves along that saddle path to the old balanced
growth path.19

This is depicted in Figure 2.9. Panel (a) shows a case where the increase in
G is relatively long-lasting. In this case c falls by most of the amount of the
increase in G . Because the increase is not permanent, however, households
decrease their capital holdings somewhat. c rises as the economy approaches
the time that G returns to GL . After that time, c continues to rise and
households rebuild their capital holdings. In the long run, the economy
returns to its original balanced growth path.

Since r = f ′(k), we can deduce the behavior of r from the behavior of k.
Thus r rises gradually during the period that government spending is high
and then gradually returns to its initial level. This is shown in Panel (b); t0

denotes the time of the increase in G , and t1 the time of its return to its
initial value.

Finally, Panel (c) shows the case of a short-lived rise in G . Here households
change their consumption relatively little, choosing instead to pay for most
of the temporarily higher taxes out of their savings. Because government
purchases are high for only a short period, the effects on the capital stock
and the real interest rate are small.

Note that once again allowing for forward-looking behavior yields insights
we would not get from the older approach of assuming that consumption
depends only on current disposable income. With that approach, the dura-
tion of the change in government purchases is irrelevant to the impact of the

19 As in the previous example, because the initial change in G is unexpected, the discon-
tinuities in consumption and marginal utility at that point do not mean that households are
not behaving optimally. See n. 15.



Romer-3931312--That book January 11, 2018 10:32 76

76 Chapter 2 INFINITE HORIZONS AND OVERLAPPING GENERATIONS

r (t)

t0 t1 Time

(b)

E

(a)

c

(c)

k

E

ρ+θg

c

kk∗

k∗

c = 0

k = 0

c = 0

k = 0

FIGURE 2.9 The effects of a temporary increase in government purchases

change during the time that G is high. But the idea that households do not
look ahead and put some weight on the likely future path of government
purchases and taxes is implausible.

Part B The Diamond Model

2.8 Assumptions

We now turn to the Diamond overlapping-generations model. The central
difference between the Diamond model and the Ramsey Cass Koopmans
model is that there is turnover in the population: new individuals are con-
tinually being born, and old individuals are continually dying.
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With turnover, it turns out to be simpler to assume that time is dis-
crete rather than continuous. That is, the variables of the model are defined
for t = 0, 1, 2, . . . rather than for all values of t ≥ 0. To further simplify the
analysis, the model assumes that each individual lives for only two periods.
It is the general assumption of turnover in the population, however, and
not the specific assumptions of discrete time and two-period lifetimes, that
is crucial to the model’s results.20

Lt individuals are born in period t. As before, population grows at rate n;
thus Lt = (1+ n)Lt−1. Since individuals live for two periods, at time t there
are Lt individuals in the first period of their lives and Lt−1 = Lt/(1 + n)
individuals in their second periods. Each individual supplies 1 unit of labor
when he or she is young and divides the resulting labor income between
first-period consumption and saving. In the second period, the individual
simply consumes the saving and any interest he or she earns.

Let C1t and C2t denote the consumption in period t of young and old
individuals. Thus the utility of an individual born at t, denoted Ut , de-
pends on C1t and C2t+1. We again assume constant-relative-risk-aversion
utility:

Ut = C
1−θ

1t

1 − θ
+ 1

1 + ρ

C
1−θ

2t +1

1 − θ
, θ > 0, ρ > −1. (2.43)

As before, this functional form is needed for balanced growth. Because life-
times are finite, we no longer have to assume ρ > n + (1 − θ )g to ensure
that lifetime utility does not diverge. If ρ > 0, individuals place greater
weight on first-period than second-period consumption; if ρ < 0, the situa-
tion is reversed. The assumption ρ >−1 ensures that the weight on second-
period consumption is positive.

Production is described by the same assumptions as before. There are
many firms, each with the production function Yt = F (Kt ,At L t). F (•)
again has constant returns to scale and satisfies the Inada conditions, and
A again grows at exogenous rate g (so At = [1 + g ]At−1). Markets are com-
petitive; thus labor and capital earn their marginal products, and firms earn
zero profits. As in the first part of the chapter, there is no depreciation.
The real interest rate and the wage per unit of effective labor are therefore
given as before by rt = f ′(kt) and wt = f (kt)− kt f

′(kt). Finally, there is some
strictly positive initial capital stock, K0, that is owned equally by all old
individuals.

Thus, in period 0 the capital owned by the old and the labor supplied by
the young are combined to produce output. Capital and labor are paid their

20 See Problem 2.15 for a discrete-time version of the Solow model. Blanchard (1985)
develops a tractable continuous-time model in which the extent of the departure from the
infinite-horizon benchmark is governed by a continuous parameter. Weil (1989a) considers a
variant of Blanchard’s model where new households enter the economy but existing house-
holds do not leave. He shows that the arrival of new households is sufficient to generate most
of the main results of the Diamond and Blanchard models.
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marginal products. The old consume both their capital income and their
existing wealth; they then die and exit the model. The young divide their
labor income, wt At , between consumption and saving. They carry their sav-
ing forward to the next period; thus the capital stock in period t + 1 equals
the number of young individuals in period t times each of these individuals’
saving:

Kt+1 = (wt At − C1t)Lt. (2.44)

The period t + 1 capital stock is then combined with the labor supplied
by the next generation of young individuals to produce the next period’s
output, and the process continues.

2.9 Household Behavior

The second-period consumption of an individual born at t is

C2t+1 = (1 + rt+1)(wt At − C1t). (2.45)

Dividing both sides of this expression by 1 + rt+1 and bringing C1t over to
the left-hand side yields the individual’s budget constraint:

C1t + 1

1 + rt +1

C2t +1 = Atwt. (2.46)

This condition states that the present value of lifetime consumption equals
initial wealth (which is zero) plus the present value of lifetime labor income
(which is Atwt).

The individual maximizes utility, (2.43), subject to the budget constraint,
(2.46). We will consider two ways of solving this maximization problem.
The first is to proceed along the lines of the intuitive derivation of the Eu-
ler equation for the Ramsey model in (2.23) (2.24). Because the Diamond
model is in discrete time, the intuitive derivation of the Euler equation
is much easier here than in the Ramsey model. Specifically, imagine the
individual decreasing C1t by a small (formally, infinitesimal) amount 	C
and then using the additional saving and capital income to raise C2t +1

by (1 + rt +1)	C . This change does not affect the present value of the
individual’s lifetime consumption stream. Thus if the individual is optimiz-
ing, the utility cost and benefit of the change must be equal. If the cost is
less than the benefit, the individual can increase lifetime utility by making
the change. And if the cost exceeds the benefit, the individual can increase
utility by making the reverse change.

The marginal contributions of C1t and C2t +1 to lifetime utility are C −θ
1t

and [1/(1+ρ)]C −θ
2t +1, respectively. Thus as we let 	C approach 0, the utility

cost of the change approaches C −θ
1t 	C and the utility benefit approaches

[1/(1 + ρ) ]C −θ
2t +1(1 + rt +1)	C . As just described, these are equal when the
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individual is optimizing. Thus optimization requires

C −θ
1t 	C = 1

1 + ρ
C −θ

2t +1(1 + rt +1)	C . (2.47)

Canceling the 	C ’s and multiplying both sides by C θ
2t +1 gives us

C θ
2t +1

C θ
1t

= 1 + rt +1

1 + ρ
, (2.48)

or

C2t +1

C1t

=
(

1 + rt +1

1 + ρ

)1/θ

. (2.49)

This condition and the budget constraint describe the individual’s behavior.
Expression (2.49) is analogous to equation (2.22) in the Ramsey model. It

implies that whether an individual’s consumption is increasing or decreasing
over time depends on whether the real rate of return is greater or less than
the discount rate. θ again determines how much individuals’ consumption
varies in response to differences between r and ρ .

The second way to solve the individual’s maximization problem is to set
up the Lagrangian:

L = C
1−θ

1t

1 − θ
+ 1

1 + ρ

C
1−θ

2t +1

1 − θ
+ λ

[
Atwt −

(
C1t + 1

1 + rt +1

C2t +1

)]
. (2.50)

The first-order conditions for C1t and C2t +1 are

C −θ
1t = λ, (2.51)

1

1 + ρ
C −θ

2t +1 = 1

1 + rt +1

λ. (2.52)

Substituting the first equation into the second yields

1

1 + ρ
C −θ

2t +1 = 1

1 + rt +1

C −θ
1t . (2.53)

This can be rearranged to obtain (2.49). As before, this condition and the
budget constraint characterize utility-maximizing behavior.

We can use the Euler equation, (2.49), and the budget constraint, (2.46),
to express C1t in terms of labor income and the real interest rate. Specifically,
multiplying both sides of (2.49) by C1t and substituting into (2.46) gives

C1t + (1 + rt +1)(1−θ )/θ

(1 + ρ)1/θ
C1t = Atwt. (2.54)
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This implies

C1t = (1 + ρ)1/θ

(1 + ρ)1/θ + (1 + rt +1)(1−θ )/θ
Atwt. (2.55)

Equation (2.55) shows that the interest rate determines the fraction of
income the individual consumes in the first period. If we let s (r ) denote the
fraction of income saved, (2.55) implies

s (r ) = (1 + r )(1−θ )/θ

(1 + ρ)1/θ + (1 + r )(1−θ )/θ
. (2.56)

We can therefore rewrite (2.55) as

C1t = [1 − s (rt +1) ]Atwt. (2.57)

Equation (2.56) implies that young individuals’ saving is increasing in r if
and only if (1+r )(1−θ )/θ is increasing in r . The derivative of (1+r )(1−θ )/θ with
respect to r is [(1 − θ )/θ ](1 + r )(1−2θ )/θ . Thus s is increasing in r if θ is less
than 1, and decreasing if θ is greater than 1. Intuitively, a rise in r has both
an income and a substitution effect. The fact that the tradeoff between
consumption in the two periods has become more favorable for second-
period consumption tends to increase saving (the substitution effect), but
the fact that a given amount of saving yields more second-period consump-
tion tends to decrease saving (the income effect). When individuals are very
willing to substitute consumption between the two periods to take advan-
tage of rate-of-return incentives (that is, when θ is low), the substitution
effect dominates. When individuals have strong preferences for similar lev-
els of consumption in the two periods (that is, when θ is high), the income
effect dominates. And in the special case of θ = 1 (logarithmic utility), the
two effects balance, and young individuals’ saving rate is independent of r .

2.10 The Dynamics of the Economy

The Equation of Motion of k

As in the infinite-horizon model, we can aggregate individuals’ behavior to
characterize the dynamics of the economy. As described above, the capital
stock in period t + 1 is the amount saved by young individuals in period t
(see [2.44]). Since the young save fraction s (rt+1) of their labor income, this
implies

Kt +1 = s (rt +1)Atwt L t. (2.58)

Note that because saving in period t depends on labor income that period
and on the return on capital that savers expect the next period, it is w in
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period t and r in period t +1 that enter the expression for the capital stock
in period t + 1.

Dividing both sides of (2.58) by Lt +1 At +1 gives us an expression for
Kt +1/(At +1Lt +1), capital per unit of effective labor:

kt +1 = 1

(1 + n)(1 + g)
s (rt +1)wt. (2.59)

We can then substitute for rt +1 and wt to obtain

kt +1 = 1

(1 + n)(1 + g)
s ( f ′(kt +1))[ f (kt) − kt f

′(kt) ]. (2.60)

The Evolution of k

Equation (2.60) implicitly defines kt +1 as a function of kt . (It defines kt +1

only implicitly because kt +1 appears on the right-hand side as well as on the
left-hand side.) It therefore determines how k evolves over time given its
initial value. A value of kt such that kt +1 = kt satisfies (2.60) is a balanced-
growth-path value of k : once k reaches that value, it remains there. We
therefore want to know whether there is a balanced-growth-path value (or
values) of k, and whether k converges to such a value if it does not begin
at one.

To answer these questions, we need to describe how kt +1 depends on kt .
Unfortunately, we can say relatively little about this for the general case.
We therefore begin by considering the case of logarithmic utility and Cobb
Douglas production. With these assumptions, (2.60) takes a particularly sim-
ple form. We then briefly discuss what occurs when these assumptions are
relaxed.

Logarithmic Utility and Cobb Douglas Production

When θ is 1, the fraction of labor income saved is 1/(2 + ρ) (see equation
[2.56]). And when production is Cobb Douglas, f (k) is kα and f ′(k) is αkα−1.
Equation (2.60) therefore becomes

kt +1 = 1

(1 + n)(1 + g)

1

2 + ρ
(1 − α )kα

t . (2.61)

Figure 2.10 shows kt +1 as a function of kt . A point where the kt +1 func-
tion intersects the 45-degree line is a point where kt +1 equals kt . In the
case we are considering, kt +1 equals kt at kt = 0; it rises above kt when kt

is small; and it then crosses the 45-degree line and remains below. There is
thus a unique balanced-growth-path level of k (aside from k = 0), which is
denoted k∗.
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FIGURE 2.10 The dynamics of k

k∗ is globally stable: wherever k starts (other than at 0, which is ruled
out by the assumption that the initial capital stock is strictly positive), it
converges to k∗. Suppose, for example, that the initial value of k, k0, is greater
than k∗. Because kt +1 is less than kt when kt exceeds k∗, k1 is less than k0.
And because k0 exceeds k∗ and kt +1 is increasing in kt , k1 is larger than k∗.
Thus k1 is between k∗ and k0: k moves partway toward k∗. This process is
repeated each period, and so k converges smoothly to k∗. A similar analysis
applies when k0 is less than k∗.

These dynamics are shown by the arrows in Figure 2.10. Given k0, the
height of the kt +1 function shows k1 on the vertical axis. To find k2, we
first need to find k1 on the horizontal axis; to do this, we move across to the
45-degree line. The height of the kt +1 function at this point then shows k2,
and so on.

The properties of the economy once it has converged to its balanced
growth path are the same as those of the Solow and Ramsey economies on
their balanced growth paths: the saving rate is constant, output per worker
is growing at rate g , the capital-output ratio is constant, and so on.

To see how the economy responds to shocks, consider our usual example
of a fall in the discount rate, ρ , when the economy is initially on its balanced
growth path. The fall in the discount rate causes the young to save a greater
fraction of their labor income. Thus the kt +1 function shifts up. This is de-
picted in Figure 2.11. The upward shift of the kt +1 function increases k∗,
the value of k on the balanced growth path. As the figure shows, k rises
monotonically from the old value of k∗ to the new one.
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FIGURE 2.11 The effects of a fall in the discount rate

Thus the effects of a fall in the discount rate in the Diamond model in
the case we are considering are similar to its effects in the Ramsey Cass
Koopmans model, and to the effects of a rise in the saving rate in the Solow
model. The change shifts the paths over time of output and capital per
worker permanently up, but it leads only to temporary increases in the
growth rates of these variables.

The Speed of Convergence

Once again, we may be interested in the model’s quantitative as well as
qualitative implications. In the special case we are considering, we can solve
for the balanced-growth-path values of k and y. Equation (2.61) gives kt +1

as a function of kt . The economy is on its balanced growth path when these
two are equal. That is, k∗ is defined by

k∗ = 1

(1 + n)(1 + g)

1

2 + ρ
(1 − α )k∗α. (2.62)

Solving this expression for k∗ yields

k∗ =
[

1 − α

(1 + n)(1 + g)(2 + ρ)

]1/(1−α )

. (2.63)
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Since y equals kα , this implies

y∗ =
[

1 − α

(1 + n)(1 + g)(2 + ρ)

]α/(1−α)

. (2.64)

This expression shows how the model’s parameters affect output per unit of
effective labor on the balanced growth path. If we want to, we can choose
values for the parameters and obtain quantitative predictions about the
long-run effects of various developments.21

We can also find how quickly the economy converges to the balanced
growth path. To do this, we again linearize around the balanced growth
path. That is, we replace the equation of motion for k, (2.61), with a first-
order approximation around k = k∗. We know that when kt equals k∗, kt +1

also equals k∗. Thus,

kt +1 	 k∗ +
(

dkt +1

dkt

∣∣∣∣
kt = k∗

)
(kt − k∗). (2.65)

Let λ denote dkt +1/dkt evaluated at kt = k∗. With this definition, we can
rewrite (2.65) as kt +1 − k∗ 	 λ(kt − k∗). This implies

kt − k∗ 	 λt(k0 − k∗), (2.66)

where k0 is the initial value of k.
The convergence to the balanced growth path is determined by λ. If λ

is between 0 and 1, the system converges smoothly. If λ is between −1
and 0, there are damped oscillations toward k∗: k alternates between being
greater and less than k∗, but each period it gets closer. If λ is greater than
1, the system explodes. Finally, if λ is less than −1, there are explosive
oscillations.

To find λ , we return to (2.61): kt +1 = (1 − α )kα
t /[(1 + n)(1 + g)(2 + ρ) ].

Thus,

λ ≡ dkt +1

dkt

∣∣∣∣
kt = k∗

= α
1 − α

(1 + n)(1 + g)(2 + ρ)
k∗α−1

= α
1 − α

(1 + n)(1 + g)(2 + ρ)

[
1 − α

(1 + n)(1 + g)(2 + ρ)

](α−1)/(1−α )

(2.67)

= α ,

where the second line uses equation (2.63) to substitute for k∗. That is, λ is
simply α, capital’s share.

21 In choosing parameter values, it is important to keep in mind that individuals are as-
sumed to live for only two periods. Thus, for example, n should be thought of as population
growth not over a year, but over half a lifetime.
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Since α is between 0 and 1, this analysis implies that k converges
smoothly to k∗. If α is one-third, for example, k moves two-thirds of the way
toward k∗ each period.22

The rate of convergence in the Diamond model differs from that in the
Solow model (and in a discrete-time version of the Solow model see Pro-
blem 2.15). The reason is that although the saving of the young is a constant
fraction of their income and their income is a constant fraction of total
income, the dissaving of the old is not a constant fraction of total income.
The dissaving of the old as a fraction of output is Kt/F (Kt , At Lt), or kt/f (kt).
The fact that there are diminishing returns to capital implies that this ratio
is increasing in k. Since this term enters negatively into saving, it follows
that total saving as a fraction of output is a decreasing function of k. Thus
total saving as a fraction of output is above its balanced-growth-path value
when k < k∗, and is below when k > k∗. As a result, convergence is more
rapid than in the Solow model.

The General Case

Let us now relax the assumptions of logarithmic utility and Cobb Douglas
production. It turns out that, despite the simplicity of the model, a wide
range of behaviors of the economy are possible. Rather than attempting a
comprehensive analysis, we merely discuss some of the more interesting
cases.

To understand the possibilities intuitively, it is helpful to rewrite the
equation of motion, (2.60), as

kt +1 = 1

(1 + n)(1 + g)
s( f ′(kt +1))

f (kt) − kt f
′(kt)

f (kt)
f (kt). (2.68)

Equation (2.68) expresses capital per unit of effective labor in period t + 1
as the product of four terms. From right to left, those four terms are the
following: output per unit of effective labor at t, the fraction of that output
that is paid to labor, the fraction of that labor income that is saved, and the
ratio of the amount of effective labor in period t to the amount in period
t + 1.

Figure 2.12 shows some possible forms for the relation between kt +1 and
kt other than the well-behaved case shown in Figure 2.10. Panel (a) shows
a case with multiple values of k∗. In the case shown, k∗

1 and k∗
3 are stable:

if k starts slightly away from one of these points, it converges to that level.
k∗

2 is unstable (as is k = 0). If k starts slightly below k∗
2, then kt +1 is less

than kt each period, and so k converges to k∗
1. If k begins slightly above k∗

2,
it converges to k∗

3.

22 Recall, however, that each period in the model corresponds to half of a person’s lifetime.
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FIGURE 2.12 Various possibilities for the relationship between kt and kt +1

To understand the possibility of multiple values of k∗, note that since
output per unit of capital is lower when k is higher (capital has a diminishing
marginal product), for there to be two k∗’s the saving of the young as a
fraction of total output must be higher at the higher k∗. When the fraction
of output going to labor and the fraction of labor income saved are constant,
the saving of the young is a constant fraction of total output, and so multiple
k∗’s are not possible. This is what occurs with Cobb Douglas production and
logarithmic utility. But if labor’s share is greater at higher levels of k (which
occurs if f (•) is more sharply curved than in the Cobb Douglas case) or if
workers save a greater fraction of their income when the rate of return is
lower (which occurs if θ > 1), or both, there may be more than one level
of k at which saving reproduces the existing capital stock.

Panel (b) shows a case in which kt +1 is always less than kt , and in which
k therefore converges to zero regardless of its initial value. What is needed
for this to occur is for either labor’s share or the fraction of labor income
saved (or both) to approach zero as k approaches zero.

Panel (c) shows a case in which k converges to zero if its initial value is
sufficiently low, but to a strictly positive level if its initial value is sufficiently
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high. Specifically, if k0 < k∗
1, then k approaches zero; if k0 > k∗

1, then k

converges to k∗
2.

Finally, Panel (d) shows a case in which kt +1 is not uniquely determined
by kt : when kt is between ka and kb , there are three possible values of
kt +1. This can happen if saving is a decreasing function of the interest rate.
When saving is decreasing in r , saving is high if individuals expect a high
value of kt +1 and therefore expect r to be low, and is low when individuals
expect a low value of kt +1. If saving is sufficiently responsive to r , and if r is
sufficiently responsive to k, there can be more than one value of kt +1 that is
consistent with a given kt . Thus the path of the economy is indeterminate:
equation (2.60) (or [2.68]) does not fully determine how k evolves over time
given its initial value. This raises the possibility that self-fulfilling prophecies
and sunspots can affect the behavior of the economy and that the economy
can exhibit fluctuations even though there are no exogenous disturbances.
Depending on precisely what is assumed, various dynamics are possible.23

Thus assuming that there are overlapping generations rather than in-
finitely lived households has potentially important implications for the dy-
namics of the economy: for example, sustained growth may not be possible,
or it may depend on initial conditions.

At the same time, the model does no better than the Solow and Ramsey
models at answering our basic questions about growth. Because of the
Inada conditions, kt +1 must be less than kt for kt sufficiently large. Specif-
ically, since the saving of the young cannot exceed the economy’s total
output, kt +1 cannot be greater than f (kt)/[(1 + n)(1 + g) ]. And because the
marginal product of capital approaches zero as k becomes large, this must
eventually be less than kt . The fact that kt +1 is eventually less than kt im-
plies that unbounded growth of k is not possible. Thus, once again, growth
in the effectiveness of labor is the only potential source of long-run growth
in output per worker. Because of the possibility of multiple k∗’s, the model
does imply that otherwise identical economies can converge to different bal-
anced growth paths simply because of differences in their initial conditions.
But, as in the Solow and Ramsey models, we can account for quantitatively
large differences in output per worker in this way only by positing immense
differences in capital per worker and in rates of return.

2.11 The Possibility of Dynamic Inefficiency

The one major difference between the balanced growth paths of the Dia-
mond and Ramsey Cass Koopmans models involves welfare. We saw that
the equilibrium of the Ramsey Cass Koopmans model maximizes the wel-
fare of the representative household. In the Diamond model, individuals

23 These issues are briefly discussed further in Section 6.8.
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born at different times attain different levels of utility, and so the appro-
priate way to evaluate social welfare is not clear. If we specify welfare as
some weighted sum of the utilities of different generations, there is no rea-
son to expect the decentralized equilibrium to maximize welfare, since the
weights we assign to the different generations are arbitrary.

A minimal criterion for efficiency, however, is that the equilibrium be
Pareto efficient. It turns out that the equilibrium of the Diamond model
need not satisfy even this standard. In particular, the capital stock on the
balanced growth path of the Diamond model may exceed the golden-rule
level, so that a permanent increase in consumption is possible.

To see this possibility as simply as possible, assume that utility is logarith-
mic, production is Cobb Douglas, and g is zero. With g = 0, equation (2.63)
for the value of k on the balanced growth path simplifies to

k∗ =
[

1

1 + n

1

2 + ρ
(1 − α )

]1/(1−α )

. (2.69)

Thus the marginal product of capital on the balanced growth path, αk∗α−1, is

f ′(k∗) = α

1 − α
(1 + n)(2 + ρ). (2.70)

The golden-rule capital stock is the capital stock that yields the highest
balanced-growth-path value of the economy’s total consumption per unit of
effective labor. On a balanced growth path with g = 0, total consumption
per unit of effective labor is output per unit of effective labor, f (k), minus
break-even investment per unit of effective labor, nk. The golden-rule capi-
tal stock therefore satisfies f ′(kGR) = n. f ′(k∗) can be either more or less than
f ′(kGR). In particular, for α sufficiently small, f ′(k∗) is less than f ′(kGR) the
capital stock on the balanced growth path exceeds the golden-rule level.

To see why it is inefficient for k∗ to exceed kGR, imagine introducing a
social planner into a Diamond economy that is on its balanced growth path
with k∗ > kGR. If the planner does nothing to alter k, the amount of output
per worker available each period for consumption is output, f (k∗), minus
the new investment needed to maintain k at k∗, nk∗. This is shown by
the crosses in Figure 2.13. Suppose instead, however, that in some period,
period t0, the planner allocates more resources to consumption and fewer to
saving than usual, so that capital per worker the next period is kGR, and that
thereafter he or she maintains k at kGR. Under this plan, the resources per
worker available for consumption in period t0 are f (k∗) + (k∗ −kGR)−nkGR.
In each subsequent period, the output per worker available for consumption
is f (kGR) − nkGR. Since kGR maximizes f (k) − nk, f (kGR) − nkGR exceeds
f (k∗) − nk∗. And since k∗ is greater than kGR, f (k∗) + (k∗ − kGR) − nkGR

is even larger than f (kGR) − nkGR. The path of total consumption under
this policy is shown by the circles in Figure 2.13. As the figure shows,
this policy makes more resources available for consumption in every period
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FIGURE 2.13 How reducing k to the golden-rule level affects the path of
consumption per worker

than the policy of maintaining k at k∗. The planner can therefore allocate
consumption between the young and the old each period to make every
generation better off.

Thus the equilibrium of the Diamond model can be Pareto inefficient.
This may seem puzzling: given that markets are competitive and there are
no externalities, how can the usual result that equilibria are Pareto efficient
fail? The reason is that the standard result assumes not only competition and
an absence of externalities, but also a finite number of agents. Specifically,
the possibility of inefficiency in the Diamond model stems from the fact that
the infinity of generations gives the planner a means of providing for the
consumption of the old that is not available to the market. If individuals in
the market economy want to consume in old age, their only choice is to
hold capital, even if its rate of return is low. The planner, however, need
not have the consumption of the old determined by the capital stock and
its rate of return. Instead, he or she can divide the resources available for
consumption between the young and old in any manner. The planner can
take, for example, 1 unit of labor income from each young person and trans-
fer it to the old. Since there are 1 + n young people for each old person, this
increases the consumption of each old person by 1 + n units. The planner
can prevent this change from making anyone worse off by requiring the
next generation of young to do the same thing in the following period, and
then continuing this process every period. If the marginal product of capital
is less than n that is, if the capital stock exceeds the golden-rule level this
way of transferring resources between youth and old age is more efficient
than saving, and so the planner can improve on the decentralized allocation.
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Because this type of inefficiency differs from conventional sources of in-
efficiency, and because it stems from the intertemporal structure of the
economy, it is known as dynamic inefficiency.24

2.12 Government in the Diamond Model

As in the infinite-horizon model, it is natural to ask what happens in the
Diamond model if we introduce a government that makes purchases and
levies taxes. For simplicity, we focus on the case of logarithmic utility and
Cobb Douglas production.

Let Gt denote the government’s purchases of goods per unit of effective
labor in period t. Assume that it finances those purchases by lump-sum taxes
on the young.

When the government finances its purchases entirely with taxes, workers’
after-tax income in period t is (1 − α)kα

t − Gt rather than (1 − α)kα
t . The

equation of motion for k, equation (2.61), therefore becomes

kt +1 = 1

(1 + n)(1 + g)

1

2 + ρ
[(1 − α )kα

t − Gt ]. (2.71)

A higher Gt therefore reduces kt +1 for a given kt .
To see the effects of government purchases, suppose that the economy

is on a balanced growth path with G constant, and that G increases per-
manently. From (2.71), this shifts the kt +1 function down; this is shown in
Figure 2.14. The downward shift of the kt +1 function reduces k∗. Thus in
contrast to what occurs in the infinite-horizon model higher government
purchases lead to a lower capital stock and a higher real interest rate. Intu-
itively, since individuals live for two periods, they reduce their first-period
consumption less than one-for-one with the increase in G . But since taxes
are levied only in the first period of life, this means that their saving falls. As
usual, the economy moves smoothly from the initial balanced growth path
to the new one.

As a second example, consider a temporary increase in government pur-
chases from GL to GH , again with the economy initially on its balanced
growth path. The dynamics of k are thus described by (2.71) with G =
GH during the period that government purchases are high and by (2.71)
with G = GL before and after. That is, the fact that individuals know that
government purchases will return to GL does not affect the behavior of
the economy during the time that purchases are high. The saving of the
young and hence next period’s capital stock is determined by their after-
tax labor income, which is determined by the current capital stock and by
the government’s current purchases. Thus during the time that government

24 Problem 2.20 investigates the sources of dynamic inefficiency further.
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ktk∗NEW k∗OLD

kt+1

FIGURE 2.14 The effects of a permanent increase in government purchases

purchases are high, k gradually falls and r gradually increases. Once G returns
to GL , k rises gradually back to its initial level.25

Problems

2.1. Consider N firms each with the constant-returns-to-scale production function Y =
F (K, AL ), or (using the intensive form) Y = ALf (k). Assume f ′(•) > 0, f ′′(•) < 0.

Assume that all firms can hire labor at wage wA and rent capital at cost r , and that

all firms have the same value of A.

(a) Consider the problem of a firm trying to produce Y units of output at mini-

mum cost. Show that the cost-minimizing level of k is uniquely defined and is

independent of Y , and that all firms therefore choose the same value of k.

(b) Show that the total output of the N cost-minimizing firms equals the output

that a single firm with the same production function has if it uses all the labor

and capital used by the N firms.

25 The result that future values of G do not affect the current behavior of the economy
does not depend on the assumption of logarithmic utility. Without logarithmic utility, the
saving of the current period’s young depends on the rate of return as well as on after-tax labor
income. But the rate of return is determined by the next period’s capital-labor ratio, which is
not affected by government purchases in that period.
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2.2. The elasticity of substitution with constant-relative-risk-aversion utility.
Consider an individual who lives for two periods and whose utility is given by

equation (2.43). Let P1 and P2 denote the prices of consumption in the two periods,

and let W denote the value of the individual’s lifetime income; thus the budget

constraint is P1C1 + P2C2 = W.

(a) What are the individual’s utility-maximizing choices of C1 and C2, given P1,

P2, and W?

(b) The elasticity of substitution between consumption in the two periods is

−[(P1/P2)/(C1/C2)][∂(C1/C2)/∂(P1/P2)], or −∂ ln (C1/C2)/∂ ln (P1/P2). Show that

with the utility function (2.43), the elasticity of substitution between C1 and

C2 is 1/θ .

2.3. (a) Suppose it is known in advance that at some time t0 the government will

confiscate half of whatever wealth each household holds at that time. Does

consumption change discontinuously at time t0? If so, why (and what is the

condition relating consumption immediately before t0 to consumption imme-

diately after)? If not, why not ?

(b) Suppose it is known in advance that at t0 the government will confiscate from

each household an amount of wealth equal to half of the wealth of the average

household at that time. Does consumption change discontinuously at time t0?

If so, why (and what is the condition relating consumption immediately before

t0 to consumption immediately after)? If not, why not ?

2.4. Assume that the instantaneous utility function u (C ) in equation (2.2) is ln C . Con-

sider the problem of a household maximizing (2.2) subject to (2.7). Find an expres-

sion for C at each time as a function of initial wealth plus the present value of labor

income, the path of r (t ), and the parameters of the utility function.

2.5. Consider a household with utility given by (2.2) (2.3). Assume that the real interest

rate is constant, and let W denote the household’s initial wealth plus the present

value of its lifetime labor income (the right-hand side of [2.7]). Find the utility-

maximizing path of C , given r, W, and the parameters of the utility function.

2.6. Growth, saving, and r − g. Piketty (2014) argues that a fall in the growth rate

of the economy is likely to lead to an increase in the difference between the real

interest rate and the growth rate. This problem asks you to investigate this is-

sue in the context of the Ramsey Cass Koopmans model. Specifically, consider a

Ramsey Cass Koopmans economy that is on its balanced growth path, and suppose

there is a permanent fall in g .

(a) How, if at all, does this affect the k = 0 curve ?

(b) How, if at all, does this affect the c = 0 curve ?

(c) At the time of the change, does c rise, fall, or stay the same, or is it not possible

to tell ?

(d) At the time of the change, does r − g rise, fall, or stay the same, or is it not

possible to tell ?

(e) In the long run, does r − g rise, fall, or stay the same, or is it not possible to

tell ?
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( f ) Find an expression for the impact of a marginal change in g on the fraction

of output that is saved on the balanced growth path. Can one tell whether

this expression is positive or negative?

(g) For the case where the production function is Cobb Douglas, f (k) = k α ,

rewrite your answer to part ( f ) in terms of ρ , n, g , θ , and α. (Hint: Use the

fact that f ′(k∗) = ρ + θg .)

2.7. Describe how each of the following affects the c = 0 and k = 0 curves in

Figure 2.5, and thus how they affect the balanced-growth-path values of c and k :

(a) A rise in θ .

(b) A downward shift of the production function.

(c) A change in the rate of depreciation from the value of zero assumed in the

text to some positive level.

2.8. Derive an expression analogous to (2.40) for the case of a positive depreciation

rate.

2.9. A closed-form solution of the Ramsey model. (This follows Smith, 2006.)

Consider the Ramsey model with Cobb Douglas production, y (t ) = k (t )α , and

with the coefficient of relative risk aversion (θ ) and capital’s share (α) assumed to

be equal.

(a) What is k on the balanced growth path (k∗) ?

(b) What is c on the balanced growth path (c∗) ?

(c) Let z(t ) denote the capital-output ratio, k (t )/y (t ), and x(t ) denote the

consumption-capital ratio, c(t )/k(t ). Find expressions for z(t ) and x(t )/x(t ) in

terms of z, x, and the parameters of the model.

(d) Tentatively conjecture that x is constant along the saddle path. Given this

conjecture:

(i) Find the path of z given its initial value, z (0).

(ii) Find the path of y given the initial value of k, k (0). Is the speed of con-

vergence to the balanced growth path, d ln[y (t )− y∗]/dt, constant as the

economy moves along the saddle path?

(e) In the conjectured solution, are the equations of motion for c and k, (2.25)

and (2.26), satisfied ?

2.10. Capital taxation in the Ramsey Cass Koopmans model. Consider a

Ramsey Cass Koopmans economy that is on its balanced growth path. Suppose

that at some time, which we will call time 0, the government switches to a policy

of taxing investment income at rate τ . Thus the real interest rate that households

face is now given by r (t ) = (1 − τ ) f ′(k (t )). Assume that the government returns

the revenue it collects from this tax through lump-sum transfers. Finally, assume

that this change in tax policy is unanticipated.

(a) How, if at all, does the tax affect the c = 0 locus ? The k = 0 locus ?

(b) How does the economy respond to the adoption of the tax at time 0? What

are the dynamics after time 0?
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(c) How do the values of c and k on the new balanced growth path compare

with their values on the old balanced growth path?

(d) (This is based on Barro, Mankiw, and Sala-i-Martin, 1995.) Suppose there are

many economies like this one. Workers’ preferences are the same in each

country, but the tax rates on investment income may vary across countries.

Assume that each country is on its balanced growth path.

(i) Show that the saving rate on the balanced growth path, (y∗ − c∗)/y∗, is

decreasing in τ .

(ii) Do citizens in low-τ , high-k∗, high-saving countries have any incentive

to invest in low-saving countries? Why or why not?

(e) Does your answer to part (c ) imply that a policy of subsidizing investment (that

is, making τ < 0), and raising the revenue for this subsidy through lump-sum

taxes, increases welfare? Why or why not?

( f ) How, if at all, do the answers to parts (a) and (b) change if the government does

not rebate the revenue from the tax but instead uses it to make government

purchases?

2.11. Using the phase diagram to analyze the impact of an anticipated change.
Consider the policy described in Problem 2.10, but suppose that instead of an-

nouncing and implementing the tax at time 0, the government announces at time

0 that at some later time, time t1, investment income will begin to be taxed at

rate τ .

(a) Draw the phase diagram showing the dynamics of c and k after time t1.

(b) Can c change discontinuously at time t1? Why or why not ?

(c) Draw the phase diagram showing the dynamics of c and k before t1.

(d) In light of your answers to parts (a), (b), and (c), what must c do at time 0?

(e) Summarize your results by sketching the paths of c and k as functions of time.

2.12. Using the phase diagram to analyze the impact of unanticipated and
anticipated temporary changes. Analyze the following two variations on

Problem 2.11:

(a) At time 0, the government announces that it will tax investment income at

rate τ from time 0 until some later date t1; thereafter investment income will

again be untaxed.

(b) At time 0, the government announces that from time t1 to some later time

t2, it will tax investment income at rate τ ; before t1 and after t2, investment

income will not be taxed.

2.13. An interesting situation in the Ramsey Cass Koopmans model.

(a) Consider the Ramsey Cass Koopmans model where k at time 0 (which as

always the model takes as given) is at the golden-rule level: k(0) = kGR.

Sketch the paths of c and k.
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(b) Consider the same initial situation as in part (a), but in the version of the

model that includes government purchases. Assume that G is constant and

equal G . Crucially, G is strictly less than f (kGR) − (n + g)kGR and strictly

greater than f (k∗) − (n + g)k∗ (where k∗ is the level of k on the balanced

growth path the economy would have if G were constant and equal to 0).

Sketch the paths of c and k. (Hint: This question is hard but can be answered

by thinking things through slowly and carefully.)

2.14. Consider the Diamond model with logarithmic utility and Cobb Douglas produc-

tion. Describe how each of the following affects kt +1 as a function of kt :

(a) A rise in n.

(b) A downward shift of the production function (that is, f (k) takes the form

Bk α , and B falls).

(c) A rise in α.

2.15. A discrete-time version of the Solow model. Suppose Yt = F (Kt , At L t), with

F (•) having constant returns to scale and the intensive form of the production

function satisfying the Inada conditions. Suppose also that At +1 = (1 + g)At ,

Lt +1 = (1 + n)Lt , and Kt +1 = Kt + sYt − δKt .

(a) Find an expression for kt +1 as a function of kt .

(b) Sketch kt +1 as a function of kt . Does the economy have a balanced growth

path? If the initial level of k differs from the value on the balanced growth

path, does the economy converge to the balanced growth path?

(c) Find an expression for consumption per unit of effective labor on the balanced

growth path as a function of the balanced-growth-path value of k. What is

the marginal product of capital, f ′(k), when k maximizes consumption per

unit of effective labor on the balanced growth path?

(d) Assume that the production function is Cobb Douglas.

(i) What is kt +1 as a function of kt ?

(ii) What is k∗, the value of k on the balanced growth path?

(iii) Along the lines of equations (2.65) (2.67), in the text, linearize the ex-

pression in subpart (i ) around kt = k∗, and find the rate of convergence

of k to k∗.

2.16. Depreciation in the Diamond model and microeconomic foundations
for the Solow model. Suppose that in the Diamond model capital depreciates

at rate δ, so that rt = f ′(kt) − δ.

(a) How, if at all, does this change in the model affect equation (2.60) giving kt +1

as a function of kt ?

(b) In the special case of logarithmic utility, Cobb Douglas production, and δ = 1,

what is the equation for kt +1 as a function of kt ? Compare this with the

analogous expression for the discrete-time version of the Solow model with

δ = 1 from part (a ) of Problem 2.15.
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2.17. Social security in the Diamond model. Consider a Diamond economy where

g is zero, production is Cobb Douglas, and utility is logarithmic.

(a) Pay-as-you-go social security. Suppose the government taxes each young

individual an amount T and uses the proceeds to pay benefits to old individ-

uals; thus each old person receives (1 + n )T .

(i) How, if at all, does this change affect equation (2.61) giving kt +1 as a

function of kt ?

(ii) How, if at all, does this change affect the balanced-growth-path value

of k ?

(iii) If the economy is initially on a balanced growth path that is dynamically

efficient, how does a marginal increase in T affect the welfare of current

and future generations? What happens if the initial balanced growth path

is dynamically inefficient?

(b) Fully funded social security. Suppose the government taxes each young

person an amount T and uses the proceeds to purchase capital. Individuals

born at t therefore receive (1 + rt +1)T when they are old.

(i) How, if at all, does this change affect equation (2.61) giving kt +1 as a

function of kt ?

(ii) How, if at all, does this change affect the balanced-growth-path value of k ?

2.18. The basic overlapping-generations model. (This follows Samuelson, 1958,

and Allais, 1947.) Suppose, as in the Diamond model, that Lt two-period-lived

individuals are born in period t and that Lt = (1 + n)Lt−1. For simplicity, let

utility be logarithmic with no discounting: Ut = ln(C1t) + ln(C2t +1).

The production side of the economy is simpler than in the Diamond model.

Each individual born at time t is endowed with A units of the economy’s single

good. The good can be either consumed or stored. Each unit stored yields x > 0

units of the good in the following period.26

Finally, assume that in the initial period, period 0, in addition to the

L0 young individuals each endowed with A units of the good, there are

[1/(1 + n)]L0 individuals who are alive only in period 0. Each of these ‘‘old’’ indi-

viduals is endowed with some amount Z of the good; their utility is simply their

consumption in the initial period, C20.

(a) Describe the decentralized equilibrium of this economy. (Hint: Given the

overlapping-generations structure, will the members of any generation engage

in transactions with members of another generation?)

(b) Consider paths where the fraction of agents’ endowments that is stored, ft ,

is constant over time. What is total consumption (that is, consumption of all

the young plus consumption of all the old) per person on such a path as a

26 Note that this is the same as the Diamond economy with g = 0, F (Kt ,ALt ) = ALt +xKt ,
and δ = 1. With this production function, since individuals supply 1 unit of labor when they
are young, an individual born in t obtains A units of the good. And each unit saved yields
1 + r = 1 + ∂F (K,AL)/∂K − δ = 1 + x − 1 = x units of second-period consumption.
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function of f ? If x < 1 + n, what value of f satisfying 0 ≤ f ≤ 1 maximizes

consumption per person? Is the decentralized equilibrium Pareto efficient in

this case? If not, how can a social planner raise welfare?

2.19. Stationary monetary equilibria in the Samuelson overlapping-
generations model. (Again this follows Samuelson, 1958.) Consider the setup

described in Problem 2.18. Assume that x < 1 + n. Suppose that the old indi-

viduals in period 0, in addition to being endowed with Z units of the good, are

each endowed with M units of a storable, divisible commodity, which we will

call money. Money is not a source of utility.

(a) Consider an individual born at t. Suppose the price of the good in units of

money is Pt in t and Pt +1 in t + 1. Thus the individual can sell units of

endowment for Pt units of money and then use that money to buy Pt/Pt +1

units of the next generation’s endowment the following period. What is the

individual’s behavior as a function of Pt/Pt +1?

(b) Show that there is an equilibrium with Pt +1 = Pt/(1 + n) for all t ≥ 0 and no

storage, and thus that the presence of ‘‘money’’ allows the economy to reach

the golden-rule level of storage.

(c) Show that there are also equilibria with Pt +1 = Pt/x for all t ≥ 0.

(d) Finally, explain why Pt = ∞ for all t (that is, money is worthless) is also an

equilibrium. Explain why this is the only equilibrium if the economy ends at

some date, as in Problem 2.20(b) below. (Hint: Reason backward from the last

period.)

2.20. The source of dynamic inefficiency. (Shell, 1971.) There are two ways in

which the Diamond and Samuelson models differ from textbook models. First,

markets are incomplete: because individuals cannot trade with individuals who

have not been born, some possible transactions are ruled out. Second, because

time goes on forever, there are an infinite number of agents. This problem asks

you to investigate which of these is the source of the possibility of dynamic

inefficiency. For simplicity, it focuses on the Samuelson overlapping-generations

model (see the previous two problems), again with log utility and no discounting.

To simplify further, it assumes n = 0 and 0 < x < 1.

(a) Incomplete markets. Suppose we eliminate incomplete markets from the

model by allowing all agents to trade in a competitive market ‘‘before’’ the be-

ginning of time. That is, a Walrasian auctioneer calls out prices Q 0, Q1, Q2, . . .

for the good at each date. Individuals can then make sales and purchases

at these prices given their endowments and their ability to store. The bud-

get constraint of an individual born at t is thus Q tC1t + Q t +1C2t +1 = Q t

(A− St) + Q t +1xSt , where St (which must satisfy 0 ≤ St ≤ A) is the amount

the individual stores.

(i) Suppose the auctioneer announces Q t +1 = Q t/x for all t > 0. Show that

in this case individuals are indifferent concerning how much to store,

that there is a set of storage decisions such that markets clear at every

date, and that this equilibrium is the same as the equilibrium described

in part (a ) of Problem 2.18.
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(ii) Suppose the auctioneer announces prices that fail to satisfy Q t +1 =
Q t/x at some date. Show that at the first date that does not satisfy this

condition the market for the good cannot clear, and thus that the pro-

posed price path cannot be an equilibrium.

(b) Infinite duration. Suppose that the economy ends at some date T . That

is, suppose the individuals born at T live only one period (and hence seek

to maximize C1T ), and that thereafter no individuals are born. Show that the

decentralized equilibrium is Pareto efficient.

(c) In light of these answers, is it incomplete markets or infinite duration that is

the source of dynamic inefficiency?

2.21. Explosive paths in the Samuelson overlapping-generations model. (Black,

1974; Brock, 1975; Calvo, 1978.) Consider the setup described in Problem 2.19.

Assume that x is zero, and assume that utility is constant-relative-risk-aversion

with θ < 1 rather than logarithmic. Finally, assume for simplicity that n = 0.

(a) What is the behavior of an individual born at t as a function of Pt/Pt +1?

Show that the amount of his or her endowment that the individual sells for

money is an increasing function of Pt/Pt +1 and approaches zero as this ratio

approaches zero.

(b) Suppose P0/P1 < 1. How much of the good are the individuals born in period

0 planning to buy in period 1 from the individuals born then? What must

P1/P2 be for the individuals born in period 1 to want to supply this amount?

(c) Iterating this reasoning forward, what is the qualitative behavior of Pt/Pt +1

over time? Does this represent an equilibrium path for the economy?

(d) Can there be an equilibrium path with P0/P1 > 1?
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The models we have seen so far do not provide satisfying answers to our
central questions about economic growth. The models’ principal result is a
negative one: if capital’s earnings reflect its contribution to output, then cap-
ital accumulation does not account for a large part of either long-run growth
or cross-country income differences. And the only determinant of income
in the models other than capital is a mystery variable, the ‘‘effectiveness
of labor’’ (A), whose exact meaning is not specified and whose behavior is
taken as exogenous.

Thus if we are to make progress in understanding economic growth,
we need to go further. The view of growth that is most in keeping with
the models of Chapters 1 and 2 is that the effectiveness of labor repre-
sents knowledge or technology. Certainly it is plausible that technological
progress is the reason that more output can be produced today from a given
quantity of capital and labor than could be produced a century or two ago.
This chapter therefore focuses on the accumulation of knowledge.

One can think of the models we will consider in this chapter as elabora-
tions of the Solow model and the models of Chapter 2. They treat capital
accumulation and its role in production in ways that are similar to those ear-
lier models. But they differ from the earlier models in explicitly interpreting
the effectiveness of labor as knowledge and in modeling the determinants
of its evolution over time.

Sections 3.1 through 3.3 present and analyze a model where, paralleling
the treatment of saving in the Solow model, the division of the economy’s
factors of production between knowledge accumulation and other activi-
ties is exogenous. We will investigate the dynamics of the economy and
the determinants of long-run growth under various assumptions about how
inputs combine to produce additions to knowledge. Section 3.4 then dis-
cusses different views about what determines the allocation of resources
to knowledge production. Section 3.5 considers one specific model of that
allocation in a model where growth is exogenous the classic model of en-
dogenous technological change of P. Romer (1990). Sections 3.6 and 3.7 then
turn to empirical work: Section 3.6 examines the evidence about one key

99
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dimension on which different models of endogenous growth make sharply
different predictions, and Section 3.7 considers an application of the models
to the grand sweep of human history.

Section 3.8 concludes by asking what we have learned about the central
questions of growth theory. We will see that the conclusions are mixed.
Models of knowledge accumulation provide a plausible and appealing ex-
planation of worldwide growth, but they are of little help in understanding
cross-country income differences. Chapter 4 is therefore devoted specifically
to those differences.

3.1 Framework and Assumptions

Overview

To model the accumulation of knowledge, we need to introduce a separate
sector of the economy where new ideas are developed. We then need to
model both how resources are divided between the sector where conven-
tional output is produced and this new research and development (or R&D)
sector, and how inputs into R&D produce new ideas.

In our formal modeling, we will take a fairly mechanical view of the pro-
duction of new technologies. Specifically, we will assume a largely standard
production function in which labor, capital, and technology are combined
to produce improvements in technology in a deterministic way. Of course,
this is not a complete description of technological progress. But it is reason-
able to think that, all else equal, devoting more resources to research yields
more discoveries; this is what the production function captures. Since we
are interested in growth over extended periods, modeling the randomness
in technological progress would give little additional insight. And if we want
to analyze the consequences of changes in other determinants of the success
of R&D, we can introduce a shift parameter in the knowledge production
function and examine the effects of changes in that parameter. The model
provides no insight, however, concerning what those other determinants of
the success of research activity are.

We make two other major simplifications. First, both the R&D and goods
production functions are assumed to be generalized Cobb Douglas func-
tions; that is, they are power functions, but the sum of the exponents on
the inputs is not necessarily restricted to 1. Second, in the spirit of the Solow
model, the model of Sections 3.1 3.3 takes the fraction of output saved and
the fractions of the labor force and the capital stock used in the R&D sector
as exogenous and constant. These assumptions do not change the model’s
main implications.
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Specifics

The model is a simplified version of the models of R&D and growth devel-
oped by P. Romer (1990), Grossman and Helpman (1991), and Aghion and
Howitt (1992).1 The model, like the others we have studied, involves four
variables: labor (L ), capital (K ), technology (A), and output (Y ). The model
is set in continuous time. There are two sectors, a goods-producing sector
where output is produced and an R&D sector where additions to the stock
of knowledge are made. Fraction aL of the labor force is used in the R&D
sector and fraction 1 − aL in the goods-producing sector. Similarly, fraction
aK of the capital stock is used in R&D and the rest in goods production.
Both aL and aK are exogenous and constant, and both are strictly between
0 and 1. Because the use of an idea or a piece of knowledge in one place
does not prevent it from being used elsewhere, both sectors use the full
stock of knowledge, A.

The quantity of output produced at time t is thus

Y(t ) = [(1 − aK )K(t )]α[A(t )(1 − aL )L (t )]1−α , 0 ≤ α < 1. (3.1)

Aside from the 1 − aK and 1 − aL terms and the restriction to the Cobb
Douglas functional form, this production function is identical to those of our
earlier models. Note that equation (3.1) implies constant returns to capital
and labor: with a given technology, doubling the inputs doubles the amount
that can be produced.

The production of new ideas depends on the quantities of capital and
labor engaged in research and on the level of technology. Given our as-
sumption of generalized Cobb Douglas production, we therefore write

A(t ) = B [aKK(t )]β [aLL(t )]γA(t )θ , B > 0, β ≥ 0, γ ≥ 0, (3.2)

where B is a shift parameter.
Notice that the production function for knowledge is not assumed to

have constant returns to scale to capital and labor. The standard argument
that there must be at least constant returns is a replication one: if the in-
puts double, the new inputs can do exactly what the old ones were doing,
thereby doubling the amount produced. But in the case of knowledge pro-
duction, exactly replicating what the existing inputs were doing would
cause the same set of discoveries to be made twice, thereby leaving A un-
changed. Thus it is possible that there are diminishing returns in R&D. At the
same time, interactions among researchers, fixed setup costs, and so on may
be important enough in R&D that doubling capital and labor more than dou-
bles output. We therefore also allow for the possibility of increasing returns.

1 See also Uzawa (1965), Shell (1966, 1967), and Phelps (1966b).
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The parameter θ reflects the effect of the existing stock of knowledge
on the success of R&D. This effect can operate in either direction. On
the one hand, past discoveries may provide ideas and tools that make future
discoveries easier. In this case, θ is positive. On the other hand, the easi-
est discoveries may be made first. In this case, it is harder to make new
discoveries when the stock of knowledge is greater, and so θ is negative.
Because of these conflicting effects, no restriction is placed on θ in (3.2).

As in the Solow model, the saving rate is exogenous and constant. In
addition, depreciation is set to zero for simplicity. Thus,

K(t ) = sY(t ), 0 < s < 1. (3.3)

Likewise, we continue to treat population growth as exogenous and con-
stant. For simplicity, we do not consider the possibility that it is negative.
This implies

L (t ) = nL(t ), n ≥ 0. (3.4)

Finally, as in our earlier models, the initial levels of A, K, and L are given
and strictly positive. This completes the description of the model.2

Because the model has two state variables whose behavior is endogenous,
K and A, it is more complicated to analyze than the Solow model. We
therefore begin by considering the model without capital; that is, we set α

and β to zero. This case shows most of the model’s central messages. We
then turn to the general case.

3.2 The Model without Capital

The Dynamics of Knowledge Accumulation

To eliminate capital from the model, we drop equation (3.3) and set α and
β to zero. The production function for output (equation [3.1]) becomes

Y(t ) = A(t )(1 − aL )L(t ). (3.5)

Similarly, the production function for new knowledge (equation [3.2]) is
now

A(t ) = B [aL L (t )]γ A(t )θ . (3.6)

Population growth continues to be described by equation (3.4).
Equation (3.5) implies that output per worker is proportional to A, and

thus that the growth rate of output per worker equals the growth rate of A.

2 The Solow model with Cobb Douglas production is on the edge of the parameter space
of the model: if β , γ , aK , and aL are all 0 and θ is 1, the production function for knowledge
becomes A = BA (which implies that A grows at a constant rate), and the other equations of
the model simplify to the corresponding equations of the Solow model.
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g∗A
gA
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FIGURE 3.1 The dynamics of the growth rate of knowledge when θ < 1

We therefore focus on the dynamics of A, which are given by (3.6). This
equation implies that the growth rate of A, denoted gA , is

gA(t ) ≡ A(t )

A(t )

= Ba
γ
L L(t )

γ
A(t )θ−1.

(3.7)

Taking logs of both sides of (3.7) and differentiating the two sides with
respect to time gives us an expression for the growth rate of gA (that is, for
the growth rate of the growth rate of A):

gA(t )

gA(t )
= γ n + (θ − 1)gA(t ). (3.8)

Multiplying both sides of this expression by gA(t ) yields

gA(t ) = γ ngA(t ) + (θ − 1)[gA(t )]2. (3.9)

The initial values of L and A and the parameters of the model determine the
initial value of gA (by [3.7]). Equation (3.9) then determines the subsequent
behavior of gA.

To describe further how the growth rate of A behaves (and thus to char-
acterize the behavior of output per worker), we must distinguish among
the cases θ < 1, θ > 1, and θ = 1. We discuss each in turn.

Case 1: θ < 1

Figure 3.1 shows the phase diagram for gA when θ is less than 1. That is, it
plots gA as a function of A for this case. Because the production function for
knowledge, (3.6), implies that gA is always positive, the diagram considers
only positive values of gA. As the diagram shows, equation (3.9) implies
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FIGURE 3.2 The effects of an increase in aL when θ < 1

that for the case of θ less than 1, gA is positive for small positive values
of gA and negative for large values. We will use g∗

A to denote the unique
positive value of gA that implies that gA is zero. From (3.9), g∗

A is defined by
γ n + (θ − 1)g∗

A = 0. Solving this for g∗
A yields

g∗
A = γ

1 − θ
n. (3.10)

This analysis implies that regardless of the economy’s initial conditions,
gA converges to g∗

A . If the parameter values and the initial values of L and A
imply gA(0) < g∗

A , for example, gA is positive; that is, gA is rising. It continues
to rise until it reaches g∗

A . Similarly, if gA(0) > g∗
A , then gA falls until it reaches

g∗
A . Once gA reaches g∗

A , both A and Y/L grow steadily at rate g∗
A . Thus the

economy is on a balanced growth path.
This model is our first example of a model of endogenous growth. In this

model, in contrast to the Solow, Ramsey, and Diamond models, the long-run
growth rate of output per worker is determined within the model rather
than by an exogenous rate of technological progress.

The model implies that the long-run growth rate of output per worker,
g∗
A , is an increasing function of the rate of population growth, n. Indeed,

positive population growth is necessary for sustained growth of output per
worker. This may seem troubling; for example, the growth rate of output
per worker is not on average higher in countries with faster population
growth. We will return to this issue after we consider the other cases of the
model.

Equation (3.10) also implies that the fraction of the labor force engaged
in R&D does not affect long-run growth. This too may seem surprising: since
growth is driven by technological progress and technological progress is en-
dogenous, it is natural to expect an increase in the fraction of the economy’s
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FIGURE 3.3 The impact of an increase in aL on the path of A when θ < 1

resources devoted to technological progress to increase long-run growth. To
see why it does not, suppose there is a permanent increase in aL starting
from a situation where A is growing at rate g∗

A . This change is analyzed
in Figure 3.2. aL does not enter expression (3.9) for gA: gA(t ) = γ ngA(t ) +
(θ − 1)[gA(t )]2. Thus the rise in aL does not affect the curve showing gA

as a function of gA. But aL does enter expression (3.7) for gA: gA(t ) = Ba
γ
L L (t )

γ

A(t )θ−1. The increase in aL therefore causes an immediate increase in gA but
no change in gA as a function of gA. This is shown by the dotted arrow in
Figure 3.2.

As the phase diagram shows, the increase in the growth rate of knowl-
edge is not sustained. When gA is above g∗

A , gA is negative. gA therefore
returns gradually to g∗

A and then remains there. This is shown by the solid
arrows in the figure. Intuitively, the fact that θ is less than 1 means that the
contribution of additional knowledge to the production of new knowledge
is not strong enough to be self-sustaining.

This analysis implies that, paralleling the impact of a rise in the saving
rate on the path of output in the Solow model, the increase in aL results in
a rise in gA followed by a gradual return to its initial level. That is, it has a
level effect but not a growth effect on the path of A. This information is
summarized in Figure 3.3.3

3 See Problem 3.1 for an analysis of how the change in aL affects the path of output.
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0
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FIGURE 3.4 The dynamics of the growth rate of knowledge when θ > 1

Case 2: θ > 1

The second case to consider is θ greater than 1. This corresponds to the case
where the production of new knowledge rises more than proportionally with
the existing stock. Recall from equation (3.9) that gA = γngA + (θ − 1)g

2
A .

When θ exceeds 1, this equation implies that gA is positive for all possible
values of gA. Further, it implies that gA is increasing in gA (since gA must be
positive). The phase diagram is shown in Figure 3.4.

The implications of this case for long-run growth are very different from
those of the previous case. As the phase diagram shows, the economy
exhibits ever-increasing growth rather than convergence to a balanced
growth path. Intuitively, here knowledge is so useful in the production of
new knowledge that each marginal increase in its level results in so much
more new knowledge that the growth rate of knowledge rises rather than
falls. Thus once the accumulation of knowledge begins which it necessar-
ily does in the model the economy embarks on a path of ever-increasing
growth.

The impact of an increase in the fraction of the labor force engaged in
R&D is now dramatic. From equation (3.7), an increase in aL causes an im-
mediate increase in gA, as before. But gA is an increasing function of gA ; thus
gA rises as well. And the more rapidly gA rises, the more rapidly its growth
rate rises. Thus the increase in aL causes the growth rate of A to exceed
what it would have been otherwise by an ever-increasing amount.

Case 3: θ = 1

When θ is exactly equal to 1, existing knowledge is just productive enough
in generating new knowledge that the production of new knowledge is
proportional to the stock. In this case, expressions (3.7) and (3.9) for gA and
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gA simplify to

gA(t ) = Ba
γ
L L(t )

γ
, (3.11)

gA(t ) = γ ngA(t ). (3.12)

If population growth is positive, gA is growing over time; in this case
the dynamics of the model are similar to those when θ > 1.4 If population
growth is zero, on the other hand, gA is constant regardless of the initial
situation. Thus there is no adjustment toward a balanced growth path: no
matter where it begins, the economy immediately exhibits steady growth.
As equations (3.5) and (3.11) show, the growth rates of knowledge, output,
and output per worker are all equal to Ba

γ
L L

γ
in this case. Thus changes in

aL affect the long-run growth rate of the economy.
Since the output good in this economy has no use other than in consump-

tion, it is natural to think of it as being entirely consumed. Thus 1 − aL is
the fraction of society’s resources devoted to producing goods for current
consumption, and aL is the fraction devoted to producing a good (namely,
knowledge) that is useful for producing output in the future. Thus one can
think of aL as a measure of the saving rate in this economy.

With this interpretation, the case of θ = 1 and n = 0 provides a simple
example of a model where the saving rate affects long-run growth. Models
of this form are known as linear growth models; for reasons that will become
clear in Section 3.4, they are also known as Y = AK models. Because of their
simplicity, linear growth models have received a great deal of attention in
work on endogenous growth.

The Importance of Returns to Scale to Produced Factors

The reason that the three cases have such different implications is that
whether θ is less than, greater than, or equal to 1 determines whether there
are decreasing, increasing, or constant returns to scale to produced factors
of production. The growth of labor is exogenous, and we have eliminated
capital from the model; thus knowledge is the only produced factor. There
are constant returns to knowledge in goods production. Thus whether there
are on the whole increasing, decreasing, or constant returns to knowledge

4 In the cases of θ >1 and of θ = 1 and n > 0, the model implies not merely that growth
is increasing, but that it rises so fast that output reaches infinity in a finite amount of
time. Consider, for example, the case of θ > 1 with n = 0. One can check that A(t ) = c1/

(c2 − t )1/(θ−1), with c1 = 1/[(θ − 1)Ba
γ

L L γ ]1/(θ−1) and c2 chosen so that A(0) equals the initial
value of A , satisfies (3.6). Thus A explodes at time c2. Since output cannot actually reach
infinity in a finite time, this implies that the model must break down at some point. But
it does not mean that it cannot provide a good description over the relevant range. Indeed,
Section 3.7 presents evidence that a model similar to this one provides a good approximation
to historical data over many thousands of years.



Romer-3931312--That book January 11, 2018 10:33 108

108 Chapter 3 ENDOGENOUS GROWTH

in this economy is determined by the returns to scale to knowledge in
knowledge production that is, by θ .

To see why the returns to the produced input are critical to the behavior
of the economy, suppose that the economy is on some path, and suppose
there is an exogenous increase in A of 1 percent. If θ is exactly equal to 1,
A grows by 1 percent as well: knowledge is just productive enough in the
production of new knowledge that the increase in A is self-sustaining. Thus
the jump in A has no effect on its growth rate. If θ exceeds 1, the 1 percent
increase in A causes more than a 1 percent increase in A. Thus in this case
the increase in A raises the growth rate of A. Finally, if θ is less than 1, the
1 percent increase in A results in an increase of less than 1 percent in A,
and so the growth rate of knowledge falls.

The Importance of Population Growth

Recall that when θ < 1, the model has the surprising implication that pos-
itive population growth is necessary for long-run growth in income per
person, and that the economy’s long-run growth rate is increasing in pop-
ulation growth. The other cases have similar implications. When θ = 1 and
n = 0, long-run growth is an increasing function of the level of population.
And when θ > 1 (or θ = 1 and n > 0), one can show that an increase in pop-
ulation growth causes income per person to be higher than it otherwise
would have been by an ever-increasing amount.

To understand these results, consider equation (3.7) for knowledge ac-
cumulation: gA(t ) = Ba

γ
L L(t )

γ
A(t ) θ−1. Built into this expression is the com-

pletely natural idea that when there are more people to make discoveries,
more discoveries are made. And when more discoveries are made, the stock
of knowledge grows faster, and so (all else equal) output per person grows
faster. In the particular case of θ = 1 and n = 0, this effect operates in a spe-
cial way: long-run growth is increasing in the level of population. When
θ is greater than 1, the effect is even more powerful, as increases in the
level or growth rate of population lead to ever-rising increases in growth.
When θ is less than 1, there are decreasing returns to scale to produced
factors, and so the implication is slightly different. In this case, although
knowledge may be helpful in generating new knowledge, the generation of
new knowledge rises less than proportionally with the existing stock. Thus
without something else making an increasing contribution to knowledge
production, growth would taper off. Because people contribute to knowl-
edge production, population growth provides that something else: positive
population growth is needed for long-run growth, and the rate of long-run
growth is increasing in the rate of population growth.

A natural interpretation of the model (which we will return to at the end
of the chapter) is that A represents knowledge that can be used anywhere in
the world. With this interpretation, the model does not imply that countries
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with larger populations, or countries with greater population growth, enjoy
greater income growth; it only implies that higher worldwide population
growth raises worldwide income growth. This implication is plausible: be-
cause people are an essential input into producing knowledge, it makes
sense that, at least up to the point where resource limitations (which are
omitted from the model) become important, higher population growth is
beneficial to the growth of worldwide knowledge.

3.3 The General Case

We now want to reintroduce capital into the model and determine how this
modifies the earlier analysis. Thus the model is now described by equations
(3.1) (3.4) rather than by (3.4) (3.6).

The Dynamics of Knowledge and Capital

As mentioned above, when the model includes capital, there are two endo-
genous state variables, A and K. Paralleling our analysis of the simple model,
we focus on the dynamics of the growth rates of A and K. Substituting
the production function, (3.1), into the expression for capital accumulation,
(3.3), yields

K(t ) = s(1 − aK )α(1 − aL )1−α K(t )αA(t )1−αL(t )1−α. (3.13)

Dividing both sides by K(t ) and defining cK ≡ s(1− aK )α(1− aL )1−α gives us

gK (t ) ≡ K(t )

K(t )

= cK

[
A(t )L(t )

K(t )

]1−α

.

(3.14)

Taking logs of both sides and differentiating with respect to time yields

gK(t )

gK(t )
= (1 − α) [gA(t ) + n − gK(t )]. (3.15)

From (3.13), gK is always positive. Thus gK is rising if gA + n − gK is positive,
falling if this expression is negative, and constant if it is zero. This informa-
tion is summarized in Figure 3.5. In (gA,gK) space, the locus of points where
gK is constant has an intercept of n and a slope of 1. Above the locus, gK is
falling; below the locus, it is rising.
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FIGURE 3.5 The dynamics of the growth rate of capital in the general version of
the model

Similarly, dividing both sides of equation (3.2), A = B(aK K )β (aL L )γAθ ,
by A yields an expression for the growth rate of A:

gA(t ) = cA K(t )β L(t )γA(t )θ −1, (3.16)

where cA ≡ Ba
β
K a

γ
L . Aside from the presence of the Kβ term, this is essen-

tially the same as equation (3.7) in the simple version of the model. Taking
logs and differentiating with respect to time gives

gA(t )

gA(t )
= βgK (t ) + γ n + (θ − 1)gA(t ). (3.17)

Thus gA is rising if βgK + γ n + (θ − 1)gA is positive, falling if it is negative,
and constant if it is zero. This is shown in Figure 3.6. The set of points where
gA is constant has an intercept of −γ n/β and a slope of (1 − θ )/β .5 Above
this locus, gA is rising; and below the locus, it is falling.

The production function for output (equation [3.1]) exhibits constant re-
turns to scale in the two produced factors of production, capital and knowl-
edge. Thus whether there are on net increasing, decreasing, or constant
returns to scale to the produced factors depends on their returns to scale
in the production function for knowledge, equation (3.2). As that equation
shows, the degree of returns to scale to K and A in knowledge production

5 The figure is drawn for the case of θ < 1, so the slope is shown as positive.
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FIGURE 3.6 The dynamics of the growth rate of knowledge in the general
version of the model

is β + θ : increasing both K and A by a factor of X increases A by a fac-
tor of X β + θ . Thus the key determinant of the economy’s behavior is now
not how θ compares with 1, but how β + θ compares with 1. We will
limit our attention to the cases of β + θ < 1 and of β + θ = 1 with n = 0.
The remaining cases (β + θ > 1 and β + θ = 1 with n > 0) have implica-
tions similar to those of θ > 1 in the simple model; they are considered in
Problem 3.6.

Case 1: β + θ < 1

If β + θ is less than 1, (1 − θ )/β is greater than 1. Thus the locus of points
where gA = 0 is steeper than the locus where gK = 0. This case is shown in
Figure 3.7. The initial values of gA and gK are determined by the parameters
of the model and by the initial values of A, K, and L . Their dynamics are
then as shown in the figure.

Figure 3.7 shows that regardless of where gA and gK begin, they converge
to Point E in the diagram. Both gA and gK are zero at this point. Thus the
values of gA and gK at Point E, which we denote g∗

A and g∗
K , must satisfy

g∗
A + n − g∗

K = 0 (3.18)

and

βg∗
K + γ n + (θ − 1)g∗

A = 0. (3.19)
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FIGURE 3.7 The dynamics of the growth rates of capital and knowledge when
β + θ < 1

Rewriting (3.18) as g∗
K = g∗

A + n and substituting into (3.19) yields

βg∗
A + (β + γ )n + (θ − 1)g∗

A = 0, (3.20)

or

g∗
A = β + γ

1 − (θ + β)
n. (3.21)

From above, g∗
K is simply g∗

A + n. Equation (3.1) then implies that when A
and K are growing at these rates, output is growing at rate g∗

K . Output per
worker is therefore growing at rate g∗

A .
This case is similar to the case when θ is less than 1 in the version of

the model without capital. Here, as in that case, the long-run growth rate
of the economy is endogenous, and again long-run growth is an increasing
function of population growth and is zero if population growth is zero. The
fractions of the labor force and the capital stock engaged in R&D, aL and
aK, do not affect long-run growth; nor does the saving rate, s. The reason
that these parameters do not affect long-run growth is essentially the same
as the reason that aL does not affect long-run growth in the simple version
of the model.6

6 See Problem 3.4 for a more detailed analysis of the impact of a change in the saving rate
in this model.



Romer-3931312--That book January 11, 2018 10:33 113

3.3 The General Case 113

45°

gK = gA = 0gK

gA

FIGURE 3.8 The dynamics of the growth rates of capital and knowledge when
β + θ = 1 and n = 0

Models like this one and like the model without capital in the case of
θ < 1 are often referred to as semi-endogenous growth models. On the one
hand, long-run growth arises endogenously in the model. On the other, it
depends only on population growth and parameters of the knowledge pro-
duction function, and is unaffected by any other parameters of the model.
Thus, as the name implies, growth seems only somewhat endogenous.

Case 2: β + θ = 1 and n = 0

We have seen that the locus of points where gK = 0 is given by gK = gA+n,
and that the locus of points where gA = 0 is given by gK = − (γ n/β ) +
[(1 − θ )/β ]gA. When β + θ is 1 and n is 0, both expressions simplify to
gK = gA. That is, in this case the two loci lie directly on top of each other:
both are given by the 45-degree line. Figure 3.8 shows the dynamics of the
economy in this case.

As the figure shows, regardless of where the economy begins, the dynam-
ics of gA and gK carry them to the 45-degree line. Once that happens, gA and
gK are constant, and the economy is on a balanced growth path. As in the
case of θ = 1 and n = 0 in the model without capital, the phase diagram
does not tell us what balanced growth path the economy converges to. One
can show, however, that the economy has a unique balanced growth path
for a given set of parameter values, and that the economy’s growth rate on
that path is a complicated function of the parameters. Increases in the saving
rate and in the size of the population increase this long-run growth rate; the
intuition is essentially the same as the intuition for why increases in aL and L
increase long-run growth when there is no capital. And because changes in
aL and aK involve shifts of resources between goods production (and hence
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investment) and R&D, they have ambiguous effects on long-run growth. Un-
fortunately, the derivation of the long-run growth rate is tedious and not
particularly insightful. Thus we will not work through the details.7 Because
long-run growth depends on a wide range of parameters, models like this
one, as well as the model of the previous section when θ ≥ 1 and the model
of this section when β + θ > 1 or β + θ = 1 and n > 0, are known as fully
endogenous growth models.

3.4 The Nature of Knowledge and the
Determinants of the Allocation of
Resources to R&D

Overview

The previous analysis takes the saving rate, s, and the fractions of inputs
devoted to R&D, aL and aK, as given. The models of Chapter 2 (and of Chap-
ter 8 as well) show the ingredients needed to make s endogenous. This
leaves the question of what determines aL and aK. This section is devoted
to that issue.

So far we have simply described the ‘‘A’’ variable produced by R&D as
knowledge. But knowledge comes in many forms. It is useful to think of
there being a continuum of types of knowledge, ranging from the highly
abstract to the highly applied. At one extreme is basic scientific knowledge
with broad applicability, such as the Pythagorean theorem and the germ
theory of disease. At the other extreme is knowledge about specific goods,
such as how to start a particular lawn mower on a cold morning. There are
a wide range of ideas in between, from the design of the transistor or the
invention of the record player to an improved layout for the kitchen of a
fast-food restaurant or a recipe for a better-tasting soft drink.

Many of these different types of knowledge play important roles in eco-
nomic growth. Imagine, for example, that 100 years ago there had been a
halt to basic scientific progress, or to the invention of applied technologies
useful in broad classes of goods, or to the invention of new products, or
to improvements in the design and use of products after their invention.
These changes would have had different effects on growth, and those ef-
fects would have occurred with different lags, but it seems likely that all of
them would have led to substantial reductions in growth.

There is no reason to expect the determinants of the accumulation of
these different types of knowledge to be the same: the forces underlying,
for example, the advancement of basic mathematics differ from those behind

7 See Problem 3.5.
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improvements in the design of fast-food restaurants. There is thus no reason
to expect a unified theory of the growth of knowledge. Rather, we should
expect to find various factors underlying the accumulation of different types
of knowledge.

At the same time, all types of knowledge share one essential feature:
they are nonrival. That is, the use of an item of knowledge, whether it is the
Pythagorean theorem or a soft-drink recipe, in one application makes its use
by someone else no more difficult. Conventional private economic goods,
in contrast, are rival: the use of, say, an item of clothing by one individual
precludes its simultaneous use by someone else.

An immediate implication of this fundamental property of knowledge
is that the production and allocation of knowledge cannot be completely
governed by competitive market forces. The marginal cost of supplying an
item of knowledge to an additional user, once the knowledge has been
discovered, is zero. Thus the rental price of knowledge in a competitive
market is zero. But then the creation of knowledge could not be motivated
by the desire for private economic gain. It follows that either knowledge
is sold at above its marginal cost or its development is not motivated by
market forces.

Although all knowledge is nonrival, it is heterogeneous along a second
dimension: excludability. A good is excludable if it is possible to prevent
others from using it. Thus conventional private goods are excludable: the
owner of a piece of clothing can prevent others from using it.

In the case of knowledge, excludability depends both on the nature of the
knowledge itself and on economic institutions governing property rights.
Patent laws, for example, give inventors rights over the use of their designs
and discoveries. Under a different set of laws, inventors’ ability to prevent
the use of their discoveries by others might be smaller. To give another
example, copyright laws give an author who finds a better organization
for a textbook little ability to prevent other authors from adopting that
organization. Thus the excludability of the superior organization is limited.
(Because, however, the copyright laws prevent other authors from simply
copying the entire textbook, adoption of the improved organization requires
some effort; as a result there is some degree of excludability, and thus some
potential to earn a return from the superior organization.) But it would be
possible to alter the law to give authors stronger rights concerning the use
of similar organizations by others.

In some cases, excludability is more dependent on the nature of the
knowledge and less dependent on the legal system. The recipe for Coca-
Cola is sufficiently complex that it can be kept secret without copyright or
patent protection. The technology for recording television programs onto
videocassette is sufficiently simple that the makers of the programs were un-
able to prevent viewers from recording the programs (and the ‘‘knowledge’’
they contained) even before courts ruled that such recording for personal
use is legal.
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The degree of excludability is likely to have a strong influence on how the
development and allocation of knowledge depart from perfect competition.
If a type of knowledge is entirely nonexcludable, there can be no private
gain in its development; thus R&D in these areas must come from elsewhere.
But when knowledge is excludable, the producers of new knowledge can
license the right to use the knowledge at positive prices, and hence hope
to earn positive returns on their R&D efforts.

With these broad remarks, we can now turn to a discussion of some of
the major forces governing the allocation of resources to the development of
knowledge. Four forces have received the most attention: support for basic
scientific research, private incentives for R&D and innovation, alternative
opportunities for talented individuals, and learning-by-doing.

Support for Basic Scientific Research

Basic scientific knowledge has traditionally been made available relatively
freely; the same is true of the results of much of the research undertaken in
such institutions as modern universities and medieval monasteries. Thus this
research is not motivated by the desire to earn private returns in the market.
Instead it is supported by governments, charities, and wealthy individuals
and is pursued by individuals motivated by this support, by desire for fame,
and perhaps even by love of knowledge.

The economics of this type of knowledge are relatively straightforward.
Since it is useful in production and is given away at zero cost, it has a posi-
tive externality. Thus its production should be subsidized.8 If one added, for
example, the infinitely lived households of the Ramsey model to a model
of growth based on this view of knowledge accumulation, one could com-
pute the optimal research subsidy. Phelps (1966b) and Shell (1966) provide
examples of this type of analysis.

Private Incentives for R&D and Innovation

Many innovations, ranging from the introductions of entirely new products
to small improvements in existing goods, receive little or no external sup-
port and are motivated almost entirely by the desire for private gain. The
modeling of these private R&D activities and of their implications for eco-
nomic growth has been the subject of considerable research; important ex-
amples include P. Romer (1990), Grossman and Helpman (1991), and Aghion
and Howitt (1992).

8 This implication makes academics sympathetic to this view of knowledge.
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As described above, for R&D to result from economic incentives, the
knowledge that is created must be at least somewhat excludable. Thus
the developer of a new idea has some degree of market power. Typically,
the developer is modeled as having exclusive control over the use of the
idea and as licensing its use to the producers of final goods. The fee that
the innovator can charge for the use of the idea is limited by the usefulness
of the idea in production, or by the possibility that others, motivated by
the prospect of high returns, will devote resources to learning the idea. The
quantities of the factors of production engaged in R&D are modeled in turn
as resulting from factor movements that equate the private factor payments
in R&D with the factor payments in the production of final goods.

Since economies like these are not perfectly competitive, their equilib-
ria are not in general optimal. In particular, the decentralized equilibria
may have inefficient divisions of resources between R&D and conventional
goods production. There are in fact three distinct externalities from R&D:
the consumer-surplus effect, the business-stealing effect, and the R&D effect.

The consumer-surplus effect is that the individuals or firms licensing ideas
from innovators obtain some surplus, since innovators cannot engage in
perfect price discrimination. Thus this is a positive externality from R&D.

The business-stealing effect is that the introduction of a superior tech-
nology typically makes existing technologies less attractive, and therefore
harms the owners of those technologies. This externality is negative.9

Finally, the R&D effect is that innovators are generally assumed not to
control the use of their knowledge in the production of additional knowl-
edge. In terms of the model of the previous section, innovators are as-
sumed to earn returns on the use of their knowledge in goods production
(equation [3.1]) but not in knowledge production (equation [3.2]). Thus the
development of new knowledge has a positive externality on others en-
gaged in R&D.

The net effect of these three externalities is ambiguous. It is possible to
construct examples where the business-stealing externality outweighs both
the consumer-surplus and R&D externalities. In this case the incentives to
capture the profits being earned by other innovators cause too many re-
sources to be devoted to R&D. The result is that the economy’s equilibrium
growth rate may be inefficiently high (Aghion and Howitt, 1992). It is gen-
erally believed, however, that the normal situation is for the overall exter-
nality from R&D to be positive. In this case the equilibrium level of R&D is
inefficiently low, and R&D subsidies can increase welfare.

9 Both the consumer-surplus and business-stealing effects are pecuniary externalities: they
operate through markets rather than outside them. As described in Section 2.4, such ex-
ternalities do not cause inefficiency in a competitive market. For example, the fact that an
individual’s love of carrots drives up the price of carrots harms other carrot buyers, but ben-
efits carrot producers. In the competitive case, these harms and benefits balance, and so the
competitive equilibrium is Pareto efficient. But when there are departures from perfect com-
petition, pecuniary externalities can cause inefficiency.
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There can be additional externalities as well. For example, if innovators
have only incomplete control over the use of their ideas in goods production
(that is, if there is only partial excludability), there is an additional reason
that the private return to R&D is below the social return. On the other hand,
the fact that the first individual to create an invention is awarded exclusive
rights to the invention can create excessive incentives for some kinds of
R&D; for example, the private returns to activities that cause one inventor
to complete an invention just ahead of a competitor can exceed the social
returns.

In Section 3.5, we will investigate a specific model where R&D is mo-
tivated by the private returns from innovation. This investigation serves
several purposes. First, and probably most important, it shows the inner
workings of a model of this type and illustrates some of the tools used in
constructing and analyzing the models. Second, it allows us to see how var-
ious forces can affect the division of the economy’s resources between R&D
and other activities. And third, it shows how equilibrium and optimal R&D
differ in a particular setting.

Alternative Opportunities for Talented Individuals

Baumol (1990) and Murphy, Shleifer, and Vishny (1991) observe that major
innovations and advances in knowledge are often the result of the work
of extremely talented individuals. They also observe that such individuals
typically have choices other than just pursuing innovations and producing
goods. These observations suggest that the economic incentives and social
forces influencing the activities of highly talented individuals may be im-
portant to the accumulation of knowledge.

Baumol takes a historical view of this issue. He argues that, in various
places and times, military conquest, political and religious leadership, tax
collection, criminal activity, philosophical contemplation, financial dealings,
and manipulation of the legal system have been attractive to the most tal-
ented members of society. He also argues that these activities often have
negligible (or even negative) social returns. That is, his argument is that
these activities are often forms of rent-seeking attempts to capture existing
wealth rather than to create new wealth. Finally, he argues that there has
been a strong link between how societies direct the energies of their most
able members and whether the societies flourish over the long term.

Murphy, Shleifer, and Vishny provide a general discussion of the forces
that influence talented individuals’ decisions whether to pursue activities
that are socially productive. They emphasize three factors in particular. The
first is the size of the relevant market: the larger is the market from which a
talented individual can reap returns, the greater are the incentives to enter
a given activity. Thus, for example, low transportation costs and an absence
of barriers to trade encourage entrepreneurship; poorly defined property
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rights that make much of an economy’s wealth vulnerable to expropria-
tion encourage rent-seeking. The second factor is the degree of diminishing
returns. Activities whose scale is limited by the entrepreneur’s time (per-
forming surgeries, for example) do not offer the same potential returns as
activities whose returns are limited only by the scale of the market (creating
inventions, for instance). Thus, for example, well-functioning capital markets
that permit firms to expand rapidly tend to promote entrepreneurship over
rent-seeking. The final factor is the ability to keep the returns from one’s
activities. Thus, clear property rights tend to encourage entrepreneurship,
whereas legally sanctioned rent-seeking (through government or religion,
for example) tends to encourage socially unproductive activities.

Learning-by-Doing

The final determinant of knowledge accumulation is somewhat different
in character. The central idea is that, as individuals produce goods, they
inevitably think of ways of improving the production process. For example,
Arrow (1962) cites the empirical regularity that after a new airplane design
is introduced, the time required to build the frame of the marginal aircraft
is inversely proportional to the cube root of the number of aircraft of that
model that have already been produced; this improvement in productivity
occurs without any evident innovations in the production process. Thus
the accumulation of knowledge occurs in part not as a result of deliberate
efforts, but as a side effect of conventional economic activity. This type of
knowledge accumulation is known as learning-by-doing.

When learning-by-doing is the source of technological progress, the rate
of knowledge accumulation depends not on the fraction of the economy’s
resources engaged in R&D, but on how much new knowledge is generated
by conventional economic activity. Analyzing learning-by-doing therefore
requires some changes to our model. All inputs are now engaged in goods
production; thus the production function becomes

Y(t ) = K(t )α[A(t )L(t )]1−α. (3.22)

The simplest case of learning-by-doing is when learning occurs as a side
effect of the production of new capital. With this formulation, since the
increase in knowledge is a function of the increase in capital, the stock of
knowledge is a function of the stock of capital. Thus there is only one state
variable.10 Making our usual choice of a power function, we have

A(t ) = BK(t )φ , B > 0, φ > 0. (3.23)

10 See Problem 3.7 for the case in which knowledge accumulation occurs as a side effect
of goods production rather than of capital accumulation.
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Equations (3.22) (3.23), together with (3.3) (3.4) describing the accumula-
tion of capital and labor, characterize the economy.

To analyze this economy, begin by substituting (3.23) into (3.22). This
yields

Y(t ) = K(t )αB1−α K(t )φ (1−α)L(t )1−α. (3.24)

Since K(t ) = sY (t ) (equation [3.3]), the dynamics of K are given by

K(t ) = sB1−α K(t )α K(t )φ (1−α)L (t )1−α. (3.25)

In our model of knowledge accumulation without capital in Section 3.2,
the dynamics of A are given by A(t ) = B [aL L (t )]γA(t )θ (equation [3.6]). Com-
paring equation (3.25) of the learning-by-doing model with this equation
shows that the structures of the two models are similar. In the model of
Section 3.2, there is a single productive input, knowledge. Here, we can
think of there also being only one productive input, capital. As equations
(3.6) and (3.25) show, the dynamics of the two models are essentially the
same. Thus we can use the results of our analysis of the earlier model to
analyze this one. There, the key determinant of the economy’s dynamics is
how θ compares with 1. Here, by analogy, it is how α + φ(1 − α) compares
with 1, which is equivalent to how φ compares with 1.

If φ is less than 1, the long-run growth rate of the economy is a function
of the rate of population growth, n. If φ is greater than 1, there is explosive
growth. And if φ equals 1, there is explosive growth if n is positive and
steady growth if n equals 0.

Once again, a case that has received particular attention is φ = 1 and
n = 0. In this case, the production function (equation [3.24]) becomes

Y(t ) = bK(t ), b ≡ B1−αL1−α. (3.26)

Capital accumulation is therefore given by

K(t ) = sbK(t ). (3.27)

As in the similar cases we have already considered, the dynamics of this
economy are straightforward. Equation (3.27) immediately implies that K
grows steadily at rate sb. And since output is proportional to K, it also grows
at this rate. Thus we have another example of a model in which long-run
growth is endogenous and depends on the saving rate. Moreover, since b is
the inverse of the capital-output ratio, which is easy to measure, the model
makes predictions about the size of the saving rate’s impact on growth an
issue we will return to in Section 3.6.

In this model, the saving rate affects long-run growth because the con-
tribution of capital is larger than its conventional contribution: increased
capital raises output not only through its direct role in production (the
K α term in [3.24]), but also by indirectly contributing to the development
of new ideas and thereby making all other capital more productive (the
K φ (1−α) term in [3.24]). Because the production function in these models is
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often written using the symbol ‘‘A’’ rather than the ‘‘b ’’ used in (3.26), these
models are often referred to as ‘‘Y = AK’’ models.11

3.5 The Romer Model

Overview

In this section we consider a specific model where the allocation of re-
sources to R&D is built up from microeconomic foundations: the model of
P. Romer (1990) of endogenous technological change. In this model, R&D is
undertaken by profit-maximizing economic actors. That R&D fuels growth,
which in turn affects the incentives for devoting resources to R&D.

As we know from the previous section, any model where the creation
of knowledge is motivated by the returns that the knowledge commands
in the market must involve departures from perfect competition: if knowl-
edge is sold at marginal cost, the creators of knowledge earn negative profits.
Romer deals with this issue by assuming that knowledge consists of distinct
ideas and that inputs into production that embody different ideas are imper-
fect substitutes. He also assumes that the developer of an idea has monopoly
rights to the use of the idea. These assumptions imply that the developer
can charge a price above marginal cost for the use of his or her idea. The
resulting profits provide the incentives for R&D.

The assumptions of imperfect substitutability and monopoly power add
complexity to the model. To keep things as simple as possible, the variant
of Romer’s model we will consider is constructed so that its aggregate be-
havior is similar to the model in Section 3.2 in the special case of θ = 1 and
n = 0. The reason for constructing the model this way is not any evidence
that this is a particularly realistic case. Rather, it is that it simplifies the
analysis dramatically. Models of this type exhibit no transition dynamics. In
response to a shock, the economy jumps immediately to its new balanced
growth path. This feature makes it easier to characterize exactly how various
changes affect the economy and to explicitly compute both the equilibrium
and optimal allocations of resources to R&D.

Two types of simplifications are needed to give the model these aggregate
properties. The first are assumptions about functional forms and parameter

11 The model in P. Romer (1986) that launched new growth theory is closely related to our
learning-by-doing model with φ = 1 and n = 0. There are two main differences. First, the role
played by physical capital here is played by knowledge in Romer’s model: privately controlled
knowledge both contributes directly to production at a particular firm and adds to aggregate
knowledge, which contributes to production at all firms. Second, knowledge accumulation
occurs through a separate production function rather than through forgone output; there are
increasing returns to knowledge in goods production and (asymptotically) constant returns
in knowledge accumulation. As a result, the economy converges to a constant growth rate.
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values, analogous to the assumptions of θ = 1 and n = 0 in our earlier model.
The other is the elimination of all types of physical and human capital. In
versions of Romer’s model that include capital, there is generally some long-
run equilibrium ratio of capital to the stock of ideas. Any disturbance that
causes the actual ratio to differ from the long-run equilibrium ratio then
sets off transition dynamics.

The Ethier Production Function and the Returns to
Knowledge Creation

The first step in presenting the model is to describe how knowledge creators
have market power. Thus for the moment, we take the level of knowledge
as given and describe how inputs embodying different ideas combine to
produce final output.

There is an infinity of potential specialized inputs into production. For
concreteness, one can think of each input as a chemical compound and each
idea as the formula for a particular compound. When more ideas are used,
more output is produced from a given quantity of inputs. For example,
if output is initially produced with a single compound, adding an equal
amount of a second compound yields more output than just doubling the
amount of the first compound. Thus there is a benefit to new ideas.

Specifically, assume that there is a range of ideas that are currently avail-
able that extends from 0 to A, where A > 0. (In a moment, A will be a
function of time. But here we are looking at the economy at a point in
time, and so it is simplest to leave out the time argument.) When an idea is
available, the input into production embodying the idea can be produced
using a technology that transforms labor one-for-one into the input. Thus
we will use L (i ) to denote both the quantity of labor devoted to producing
input i and the quantity of input i that goes into final-goods production.
For ideas that have not yet been discovered (that is, for i > A), inputs em-
bodying the ideas cannot be produced at any cost.

The specific assumption about how the inputs combine to produce final
output uses the production function proposed by Ethier (1982):

Y =
[∫ A

i=0

L(i )φdi

]1/φ

, 0 < φ < 1. (3.28)

To see the implications of this function, let LY denote the total number of
workers producing inputs, and suppose the number producing each avail-
able input is the same. Then L(i ) = LY/A for all i , and so

Y =
[

A

(
LY

A

)φ
]1/φ

= A(1−φ )/φ LY .

(3.29)
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This expression has two critical implications. First, there are constant re-
turns to LY : holding the stock of knowledge constant, doubling the inputs
into production doubles output. Second, output is increasing in A: holding
the total quantity of inputs constant, raising the stock of knowledge raises
output. This creates a value to a new idea.

To say more about the implications of the production function, it helps
to introduce the model’s assumptions about market structure. The exclu-
sive rights to the use of a given idea are held by a monopolist; we can
think of the monopolist as holding a patent on the idea. The patent holder
hires workers in a competitive labor market to produce the input associated
with his or her idea, and then sells the input to producers of final output.
The monopolist charges a constant price for each unit of the input; that is,
price discrimination and other complicated contracts are ruled out. Output
is produced by competitive firms that take the prices of inputs as given.
Competition causes these firms to sell output at marginal cost. We will see
shortly that this causes them to earn zero profits.

Consider the cost-minimization problem of a representative output pro-
ducer. Let p (i ) denote the price charged by the holder of the patent on
idea i for each unit of the input embodying that idea. The Lagrangian for
the problem of producing one unit of output at minimum cost is

L =
∫ A

i=0

p(i )L(i )di − λ

{[∫ A

i =0

L(i )φdi

]1/φ

− 1

}
. (3.30)

The firm’s choice variables are the L(i )’s for all values of i from 0 to A. The
first-order condition for an individual L (i ) is

p(i ) = λL (i )φ−1, (3.31)

where we have used the fact that
∫ A

i=0 L(i )φdi must equal 1.12

Equation (3.31) implies L(i )φ−1 = p(i )/λ, which in turn implies

L(i ) =
[

p(i )

λ

] 1

φ − 1

(3.32)

=
[

λ

p(i )

] 1

1− φ

.

Equation (3.32) shows that the holder of the patent on an idea faces a
downward-sloping demand curve for the input embodying the idea: L (i ) is

12 Because the terms in (3.31) are of order di in the Lagrangian, this step like the analysis
of household optimization in continuous time in Section 2.2 is slightly informal. Assuming

that the number of inputs is finite, so Y =
[∑N

i=1

(
A

N

)(
NLi

A

)φ ]1/φ
, and then letting the number

of inputs approach infinity, yields the same results. Note that this approach is analogous to
the approach sketched in n. 7 of Chapter 2 to analyzing household optimization.
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a smoothly decreasing function of p (i ). When φ is closer to 1, the marginal
product of an input declines more slowly as the quantity of the input rises.
As a result, the inputs are closer substitutes, and so the elasticity of demand
for each input is greater.

Because firms producing final output face constant costs for each input
and the production function exhibits constant returns, marginal cost equals
average cost. As a result, these firms earn zero profits.13

The Rest of the Model

We now turn to the remainder of the model, which involves four sets of
assumptions. The first set concern economic aggregates. Population is fixed
and equal to L > 0. Workers can be employed either in producing inter-
mediate inputs or in R&D. If we let LA(t ) denote the number of work-
ers engaged in R&D at time t, then equilibrium in the labor market at t
requires

LA(t ) + LY (t ) = L , (3.33)

where, as before, LY (t ) = ∫ A (t )
i=0 L(i ,t )di is the total number of workers pro-

ducing inputs. Note that we have now made the time arguments explicit,
since we will be considering the evolution of the economy over time.

The production function for new ideas is linear in the number of workers
employed in R&D and proportional to the existing stock of knowledge:

A(t ) = BLA(t )A(t ), B > 0. (3.34)

Finally, the initial level of A, A(0), is assumed to be strictly positive.
These assumptions are chosen to give the model the aggregate dynam-

ics of a linear growth model. Equation (3.34) and the assumption of no
population growth imply that if the fraction of the population engaged in
R&D is constant, the stock of knowledge grows at a constant rate, and that
this rate is an increasing function of the fraction of the population engaged
in R&D.

The second group of assumptions concern the microeconomics of house-
hold behavior. Individuals are infinitely lived and maximize a conventional
utility function like the one we saw in Section 2.1. Individuals’ discount rate
is ρ and, for simplicity, their instantaneous utility function is logarithmic.14

13 One could use the condition that
[ ∫ A

i=0
L (i )φdi

]1/φ = 1 to solve for λ, and then solve

for the cost-minimizing levels of the L (i )’s and the level of marginal cost. These steps are not
needed for what follows, however.

14 Assuming constant-relative-risk-aversion utility leads to very similar results. See
Problem 3.8.
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Thus the representative individual’s lifetime utility is

U =
∫ ∞

t=0

e−ρt ln C (t )dt, ρ > 0, (3.35)

where C (t ) is the individual’s consumption at t.
As in the Ramsey Cass Koopmans model, the individual’s budget con-

straint is that the present value of lifetime consumption cannot exceed his
or her initial wealth plus the present value of lifetime labor income. If in-
dividuals all have the same initial wealth (which we assume) and if the
interest rate is constant (which will prove to be the case in equilibrium),
this constraint is∫ ∞

t=0

e−r tC (t )dt ≤ X(0) +
∫ ∞

t=0

e−r tw(t )dt, (3.36)

where r is the interest rate, X(0) is initial wealth per person, and w(t ) is the
wage at t. The individual takes all of these as given.

The third set of assumptions concern the microeconomics of R&D. There
is free entry into idea creation: anyone can hire 1/[BA(t )] units of labor at
the prevailing wage w(t ) and produce a new idea (see [3.34]). Even though
an increase in A raises productivity in R&D, R&D firms are not required to
compensate the inventors of past ideas. Thus the model assumes the R&D
externality discussed in Section 3.4.

The creator of an idea is granted permanent patent rights to the use of
the idea in producing the corresponding input into output production (but,
as just described, not in R&D). The patent-holder chooses how much of the
input that embodies his or her idea to produce, and the price to charge for
the input, at each point in time. In making this decision, the patent-holder
takes as given the wage, the prices charged for other inputs, and the total
amount of labor used in goods production, LY .15

The free-entry condition in R&D requires that the present value of the
profits earned from selling the input embodying an idea equals the cost of
creating it. Suppose idea i is created at time t, and let π (i ,τ ) denote the
profits earned by the creator of the idea at time τ . Then this condition is∫ ∞

τ=t

e−r (τ−t )π (i ,τ )dτ = w(t )

BA(t )
. (3.37)

The final assumptions of the model concern general equilibrium. First,
the assumption that the labor market is competitive implies that the wage

15 It might seem natural to assume that the patent-holder takes the price charged by
producers of final goods rather than LY as given. However, this approach implies that no
equilibrium exists. Consider a situation where the price charged by goods producers equals
their marginal cost. If one patent-holder cuts his or her price infinitesimally with the prices of
other inputs and of final output unchanged, goods producers’ marginal cost is less than price,
and so their input demands are infinite. Assuming that patent-holders take LY as given avoids
this problem.
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paid in R&D and the wages paid by all input producers are equal. Second, the
only asset in the economy is the patents. Thus initial wealth is the present
value of the future profits from the ideas that have already been invented.
Finally, the only use of the output good is for consumption. Because all
individuals are the same, they all choose the same consumption path. Thus
equilibrium in the goods market at time t requires

C (t )L = Y(t ). (3.38)

This completes the description of the model.

Solving the Model

The fact that at the aggregate level the economy resembles a linear growth
model suggests that in equilibrium, the allocation of labor between R&D
and the production of intermediate inputs is likely not to change over time.
Thus, rather than taking a general approach to find the equilibrium, we will
look for an equilibrium where LA and LY are constant. Specifically, we
will investigate the implications of a given (and constant) value of LA to
the point where we can find what it implies about both the present value
of the profits from the creation of an idea and the cost of creating the idea.
The condition that these two quantities must be equal will then pin down
the equilibrium value of LA. We will then verify that this equilibrium value
is constant over time.

Of course, this approach will not rule out the possibility that there are
also equilibria where LA varies over time. It turns out, however, that there
are no such equilibria, and thus that the equilibrium we will find is the
model’s only one. We will not demonstrate this formally, however.

The first step in solving the model is to consider the problem of a patent-
holder choosing the price to charge for his or her input at a point in time.
A standard result from microeconomics is that the profit-maximizing price
of a monopolist is η/(η − 1) times marginal cost, where η is the elasticity of
demand. In our case, we know from equation (3.32) for cost-minimization
by the producers of final goods that the elasticity of demand is constant and
equal to 1/(1 − φ). And since one unit of the input can be produced from
one unit of labor, the marginal cost of supplying the input at time t is w(t ).
Each monopolist therefore charges [1/(1 − φ)]/{[1/(1 − φ)] − 1} times w(t ),
or w(t )/φ .16

16 This neglects the potential complication that the analysis in equations (3.30) (3.32)
shows the elasticity of input demand conditional on producing a given amount of output.
Thus we might need to consider possible effects through changes in the quantity of output
produced. However, because each input accounts for an infinitesimal fraction of total costs,
the impact of a change in the price of a single input on the total amount produced from a
given LY is negligible. Thus allowing for the possibility that a change in p(i ) could change
the quantity produced does not change the elasticity of demand each monopolist faces.



Romer-3931312--That book January 11, 2018 10:33 127

3.5 The Romer Model 127

Knowing the price each monopolist charges allows us to determine his
or her profits at a point in time. Because the prices of all inputs are the same,
the quantity of each input used at time t is the same. Given our assumption
that LA is constant and the requirement that LA(t )+LY (t ) = L , this quantity
is ( L − LA)/A(t ). Each patent-holder’s profits are thus

π (t ) = L − LA

A(t )

[
w(t )

φ
− w(t )

]
(3.39)

= 1 − φ

φ

L − LA

A(t )
w(t ).

To determine the present value of profits from an invention, and hence
the incentive to innovate, we need to determine the economy’s growth
rate and the interest rate. Equation (3.34) for knowledge creation, A(t ) =
BLA (t )A(t ), implies that if LA is constant, A(t )/A(t ) is just BLA. We know
that all input suppliers charge the same price at a point in time, and thus
that all available inputs are used in the same quantity. Equation (3.29) tells
us that in this case, Y(t ) = A(t )[(1−φ)/φ ]LY (t ). Since LY (t ) is constant, the
growth rate of Y is (1 − φ)/φ times the growth rate of A, or [(1 − φ)/φ]BLA.

Both consumption and the wage grow at the same rate as output. In the
case of consumption, we know this because all output is consumed. In the
case of the wage, one way to see this is to note that because of constant
returns and competition, all the revenues of final goods producers are paid
to the intermediate goods suppliers. Because their markup is constant, their
payments to workers are a constant fraction of their revenues. Since the
number of workers producing intermediate inputs is constant, it follows
that the growth rate of the wage equals the growth rate of output.

Once we know the growth rate of consumption, finding the real interest
rate is straightforward. Recall from Section 2.2 that consumption growth
for a household with constant-relative-risk-aversion utility is C (t )/C (t ) =
[r (t ) − ρ]/θ , where θ is the coefficient of relative risk aversion. With loga-
rithmic utility, θ is 1. Thus equilibrium requires

r (t ) = ρ + C (t )

C (t )
(3.40)

= ρ + 1 − φ

φ
BLA.

Thus if LA is constant, the real interest rate is constant, as we have been
assuming.

Equation (3.39) tells us that the profits at t are [(1 − φ)/φ][(L − LA )w(t )/
A(t )]. These profits grow at the growth rate of w, [(1 − φ)/φ]BLA, minus the
growth rate of A, BLA. They are discounted at rate r, ρ + [(1−φ)/φ]BLA. The
present value of the profits earned from the discovery of a new idea at time
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t is therefore

R(t ) =
1 − φ

φ

L − LA

A(t )
w(t )

ρ + BLA
(3.41)

= 1 − φ

φ

L − LA

ρ + BLA

w(t )

A(t )
.

We are now in a position to find the equilibrium value of LA. If the
amount of R&D is strictly positive, the present value of profits from an
invention must equal the costs of the invention. Since one worker can pro-
duce BA(t ) ideas per unit time, the cost of an invention is w(t )/[BA(t )]. The
equilibrium condition is therefore

1 − φ

φ

L − LA

ρ + BLA

w(t )

A(t )
= w(t )

BA(t )
. (3.42)

Solving this equation for LA yields

LA = (1 − φ)L − φρ

B
. (3.43)

The amount of R&D need not be strictly positive, however. In particular,
when (3.43) implies LA < 0, the discounted profits from the first invention
starting from LA = 0 are less than its costs. As a result, R&D is 0. Thus we
need to modify equation (3.43) to

LA = max

{
(1 − φ)L − φρ

B
, 0

}
. (3.44)

Finally, since the growth rate of output is [(1 − φ)/φ]BLA, we have

Y(t )

Y(t )
= max

{
(1 − φ)2

φ
BL − (1 − φ)ρ , 0

}
. (3.45)

Thus we have succeeded in describing how long-run growth is deter-
mined by the underlying microeconomic environment. And note that since
none of the terms on the right-hand side of (3.40) are time-varying, the
equilibrium value of LA is constant.17

17 To verify that individuals are satisfying their budget constraint, recall from Section 2.2
that the lifetime budget constraint can be expressed in terms of the behavior of wealth
as t approaches infinity. When the interest rate is constant, this version of the budget
constraint simplifies to limt→∞ e −r t [X(t )/L ] ≥ 0. X(t ), the economy’s wealth at t, is the
present value of future profits from ideas already invented, and is growing at the growth
rate of the economy. From (3.40), the interest rate exceeds the economy’s growth rate.
Thus limt→∞ e −r t [X(t )/L ] = 0, and so individuals are satisfying their budget constraint with
equality.
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Implications

The model has two major sets of implications. The first concern the deter-
minants of long-run growth. Four parameters affect the economy’s growth
rate.18 First, when individuals are less patient (that is, when ρ is higher),
fewer workers engage in R&D (equation [3.44]), and so growth is lower
(equation [3.45]). Since R&D is a form of investment, this makes sense.

Second, an increase in substitutability among inputs (φ) also reduces
growth. There are two reasons. First, fewer workers engage in R&D (again,
equation [3.44]). Second, although a given amount of R&D translates into the
same growth rate of A (equation [3.34]), a given growth rate of A translates
into slower output growth (equation [3.29]). This finding is also intuitive:
when the inputs embodying different ideas are better substitutes, patent-
holders’ market power is lower, and each additional idea contributes less to
output. Both effects make R&D less attractive.

Third, an increase in productivity in the R&D sector (B ) increases growth.
There are again two effects at work. The first is the straightforward one that
a rise in B raises growth for a given number of workers engaged in R&D.
The other is that increased productivity in R&D draws more workers into
that sector.

Finally, an increase in the size of the population (L ) raises long-run
growth. Paralleling the effects of an increase in B , there are two effects:
growth increases for a given fraction of workers engaged in R&D, and the
fraction of workers engaged in R&D increases. The second effect is another
consequence of the nonrivalry of knowledge: an increase in the size of the
economy expands the market an inventor can reach, and so increases the
returns to R&D.

All four parameters affect growth at least in part by changing the fraction
of workers who are engaged in R&D. None of these effects are present in
the simple model of R&D and growth in Sections 3.1 3.3, which takes the
allocation of workers between activities as given. Thus the Romer model
identifies a rich set of determinants of long-run growth.

The model’s second major set of implications concern the gap between
equilibrium and optimal growth. Since the economy is not perfectly com-
petitive, there is no reason to expect the decentralized equilibrium to be
socially optimal. Paralleling our analysis of the equilibrium, let us look for
the constant level of LA that yields the highest level of lifetime utility for
the representative individual.19

Because all output is consumed, the representative individual’s consump-
tion is 1/L times output. Equation (3.29) for output therefore implies that

18 The discussion that follows assumes that the parameter values are in the range where
LA is strictly positive.

19 One can show that a social planner would in fact choose to have LA be constant, so the
restriction to paths where LA is constant is not a binding constraint.
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the representative individual’s consumption at time 0 is

C (0) = (L − LA )A(0)(1−φ )/φ

L
. (3.46)

Output and consumption grow at rate [(1 − φ)/φ]BLA. The representative
individual’s lifetime utility is therefore

U =
∫ ∞

t=0

e −ρt ln

[
L − LA

L
A(0)(1−φ )/φe [(1−φ )/φ ]BLAt

]
dt. (3.47)

One can show that the solution to this integral is20

U = 1

ρ

(
ln

L − LA

L
+ 1 − φ

φ
ln A(0) + 1 − φ

φ

BLA

ρ

)
. (3.48)

Maximizing this expression with respect to LA shows that the socially op-
timal level of LA is given by21

L
OPT
A = max

{
L − φ

1 − φ

ρ

B
, 0

}
. (3.49)

Comparing this expression with equation (3.44) for the equilibrium level of
LA shows a simple relation between the two:

L
EQ
A = (1 − φ)L

OPT
A , (3.50)

where L
EQ
A is the equilibrium level of LA.

The model potentially has all three externalities described in Section 3.4.
There is a consumer-surplus effect (or, in this case, a goods-producer-
surplus effect): because a patent-holder charges a fixed price per unit of the
input embodying his or her idea, the firms producing final output obtain
surplus from buying the intermediate input. There can be either a business-
stealing or a business-creating effect. Equation (3.39) shows that the profits
of each supplier of intermediate goods are proportional to w(t )/A(t ). w(t ) is
proportional toY(t ), which is proportional to A(t )(1−φ)/φ . Thus profits are pro-
portional to A(t )(1−2φ)/φ . It follows that the profits of existing patent-holders
are reduced by an increase in A if φ > 1/2, but raised if φ < 1/2. Finally,
there is an R&D effect: an increase in A makes the R&D sector more pro-
ductive, but innovators do not have to compensate existing patent-holders
for this benefit.

Despite the three externalities, the relation between the equilibrium and
optimal allocation of workers to R&D takes a simple form. The equilibrium
number of workers engaged in R&D is always less than the optimal num-
ber (unless both are at the corner solution of zero). Thus growth is always

20 See Problem 3.10.
21 Again, see Problem 3.10.
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inefficiently low. Moreover, the proportional gap between the equilibrium
and optimal numbers (and hence between equilibrium and optimal growth)
depends only on a single parameter. The smaller the degree of differentia-
tion among inputs embodying different ideas (that is, the greater is φ), the
greater the gap.

Extensions

Romer’s model has proven seminal. As a result, there are almost innumerable
extensions, variations, and alternatives. Here, we discuss three of the most
significant.

First, the key difference between Romer’s original model and the version
we have been considering is that Romer’s model includes physical capital.
In his version, ideas are embodied in specialized capital goods rather than
intermediate inputs. The capital goods are used together with labor to pro-
duce final output.

Introducing physical capital does not change the model’s central mes-
sages. And as described above, by introducing another state variable, it com-
plicates the analysis considerably. But it does allow one to examine policies
that affect the division of output between consumption and investment.
In Romer’s model, where physical capital is not an input into R&D, policies
that increase physical-capital investment have only level effects, not growth
effects. In variants where capital enters the production function for ideas,
such policies generally have growth effects.

Second, as we have stressed repeatedly, for reasons of simplicity the
macroeconomics of the version of the model we have been considering cor-
respond to a linear growth model. In the next section, we will encounter
important evidence against the predictions of linear growth models and
other models with fully endogenous growth. Jones (1995a) therefore ex-
tends the Romer model to the case where the exponent on A in the pro-
duction function for ideas is less than 1. This creates transition dynamics,
and so complicates the analysis. More importantly, it changes the model’s
messages concerning the determinants of long-run growth. The macroeco-
nomics of Jones’s model correspond to those of a semi-endogenous growth
model. As a result, long-run growth depends only on the rate of population
growth. Forces that affect the allocation of inputs between R&D and goods
production, and forces that affect the division of output between invest-
ment and consumption, have only level effects.22

Third, in Romer’s model, technological progress takes the form of ex-
pansion of the number of inputs into production. An alternative is that
it takes the form of improvements in existing inputs. This leads to the

22 See Problem 3.11 for the balanced growth path of a semi-endogenous version of the
model of this section.
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“quality-ladder” models of Grossman and Helpman (1991) and Aghion and
Howitt (1992). In those models, there is a fixed number of inputs, and in-
novations take the form of discrete improvements in the inputs. One im-
plication is that the price a patent-holder charges is limited not just by
downward-sloping demand for a given input, but also by the possibility of
output-producers switching to an older, lower-quality version of the patent-
holder’s input.

Quality-ladder models do not produce sharply different answers than
expanding-variety models concerning the long-run growth and level of in-
come. But they identify additional microeconomic determinants of incen-
tives for innovation, and so show other factors that affect long-run economic
performance.

3.6 Empirical Application: Time-Series Tests
of Endogenous Growth Models

A central motivation for work on new growth theory is the desire to under-
stand variations in long-run growth. As a result, the initial work in this area
focused on fully endogenous growth models that is, models with constant
or increasing returns to produced factors, where changes in saving rates and
resources devoted to R&D can permanently change growth. Jones (1995b)
raises a critical issue about these models: Does growth in fact vary with the
factors identified by the models in the way the models predict?

Are Growth Rates Stationary?

Jones considers two approaches to testing the predictions of fully endoge-
nous growth models about changes in growth. The first starts with the
observation that the models predict that changes in the models’ parameters
permanently affect growth. For example, in the model of Section 3.3 with
β + θ = 1 and n = 0, changes in s, aL , and aK change the economy’s long-run
growth rate. He therefore asks whether the actual growth rate of income
per person is stationary or nonstationary. Loosely speaking, a variable is sta-
tionary if its distribution is constant over time. To take a simple example,
consider a variable that follows the process

Xt = α + ρXt−1 + εt , (3.51)

where the ε’s are white-noise disturbances that is, a series of independent
mean-zero shocks with the same distribution. If |ρ| < 1, X is stationary: the
effects of a shock gradually fade, and the mean of Xt is α/(1 − ρ) for all t. If
|ρ| > 1, X is nonstationary: the effects of a shock increase over time, and
the entire distribution of Xt is different for different values of t.
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Jones argues that because models of fully endogenous growth imply that
long-run growth is easily changed, they predict that growth rates are non-
stationary. He therefore considers several tests of stationarity versus nonsta-
tionarity. A simple one is to regress the growth rate of income per person
on a constant and a trend,

gt = a + bt + et , (3.52)

and then test the null hypothesis that b = 0. A second test is an augmented
Dickey-Fuller test. Consider a regression of the form


gt = μ + ρgt−1 + α1
gt−1 + α2
gt−2 + · · · + αn
gt−n + εt. (3.53)

If growth has some normal level that it reverts to when it is pushed away,
ρ is negative. If it does not, ρ is 0.23

Unfortunately, although trying to look at the issue of stationarity versus
nonstationarity is intuitively appealing, it is not in fact an appropriate way
to test endogenous growth models. There are two difficulties, both related
to the fact that stationarity and nonstationarity concern characteristics of
the data at infinite horizons. First, no finite amount of data can shed any
light on how series behave at infinite horizons. Suppose, for example, we
see highly persistent changes in growth in some sample. Although this is
consistent with the presence of permanent changes in growth, it is equally
consistent with the view that growth reverts very slowly to some value. Al-
ternatively, suppose we observe that growth returns rapidly to some value
over a sample. Such a finding is completely consistent not only with sta-
tionarity, but with the view that a small portion of changes in growth are
permanent, or even explosive.

Second, it is hard to think of any substantive economic question that
hinges on the stationarity or nonstationarity of a series. In the case of growth
theory, growth could be nonstationary even if fully endogenous growth
models do not describe the world. For example, the correct model could
be a semi-endogenous growth model and n could be nonstationary. Like-
wise, growth could be stationary even if a fully endogenous growth model
is correct; all that is required is that the parameters that determine long-run
growth are stationary. No important question depends on whether move-
ments in some series are extremely long-lasting or literally permanent.

The results of Jones’s tests illustrate the dangers of conducting tests of sta-
tionarity versus nonstationarity to try to address substantive questions. Jones
examines data on U.S. income per person over the period 1880 1987. His
statistical results seem to provide powerful evidence that growth is station-
ary. The augmented Dickey-Fuller test overwhelmingly rejects the null hy-
pothesis that ρ = 0, thus appearing to indicate stationarity. And the t-statistic

23 It is the presence of the lagged 
gt terms that makes this test an ‘‘augmented’’ Dickey-
Fuller test. A simple Dickey-Fuller test would focus on gt = μ + ρgt−1 + εt .
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on b in equation (3.52) is just 0.1, suggesting an almost complete lack of ev-
idence against the hypothesis of no trend in growth.

But, as Jones points out, the results are in fact essentially uninformative
about whether there have been economically important changes in growth.
The two-standard-error confidence interval for b in (3.52) is (−0.026, 0.028).
A value of 0.02, which is comfortably within the confidence interval, im-
plies that annual growth is rising by 0.2 percentage points per decade, and
thus that average growth was more than two percentage points higher at
the end of Jones’s sample than at the beginning. That is, while the results
do not reject the null of no trend in growth, they also fail to reject the null
of an enormous trend in growth. Intuitively, what the statistical results are
telling us is not whether growth is stationary or nonstationary which, as
just described, is both impossible and uninteresting. Rather, they are telling
us that there are highly transitory movements in growth that are large rela-
tive to any long-lasting movements that may be present. But this does not
tell us whether such long-lasting movements are economically important.

This discussion illustrates a broader message: always focus on confidence
intervals and their economic interpretation, never on t-statistics. In essence, the
t-statistic measures how consistent the data are with one particular value of
the coefficient (namely zero). But it tells us nothing about how consistent
the data are with other, perhaps very different, values of the coefficient. A
t-statistic can be very low either because the data are grossly inconsistent
with any value of the coefficient that would be quantitatively important,
or because they are consistent both with a value of zero and with values
that are quantitatively important (as with Jones’s estimation of equation
[3.52]). In the latter case, the correct interpretation of the regression is not
that the data suggest little relationship between the variable of interest
and the dependent variable, but that the data are uninformative. Likewise,
a large t-statistic tells us only that the data provide evidence against the
hypothesis of no relationship, but does not tell us whether the relationship is
economically large or small. With either a small or a large t-statistic, looking
at the upper and lower ends of the confidence interval and thinking about
what those values imply about the magnitude of the relationship avoids
these problems.24

The Magnitudes and Correlates of Changes in Long-Run
Growth

Jones’s second approach is to examine the relationships between the de-
terminants of growth identified by endogenous growth models and actual

24 Because our focus here is on the interpretation of t-statistics and confidence intervals,
the discussion presumes we have unbiased estimates of the parameters we are interested in.
Of course, in many contexts this presumption is unwarranted an issue we will return to in
Section 4.4 and at many subsequent points.
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growth rates. He begins by considering learning-by-doing models like the
one discussed in Section 3.4 with φ = 1. Recall that that model yields a
relationship of the form

Y(t )

L(t )
= b

K(t )

L(t )
(3.54)

(see equation [3.26]). This implies that the growth rate of income per per-
son is

gY/L(t ) = gK(t ) − gL(t ), (3.55)

where gx denotes the growth rate of x. gK is given by

K(t )

K(t )
= sY(t )

K(t )
− δ, (3.56)

where s is the fraction of output that is invested and δ is the depreciation
rate.

Jones observes that Y/K, δ, and gL all both appear to be fairly steady,
while investment rates have been trending up. Thus the model predicts an
upward trend in growth. More importantly, it makes predictions about the
magnitude of the trend. Jones reports that in most major industrialized coun-
tries, Y/K is about 0.4 and the ratio of investment to GDP has been rising
by about one percentage point per decade. The model therefore predicts an
increase in growth of about 0.4 percentage points per decade. This figure is
far outside the confidence interval noted above for the estimated trend in
growth in the United States. Jones reports similar findings for other major
countries.

Jones then turns to endogenous growth models that emphasize R&D. The
simplest version of such a model is the model of Section 3.2 with γ = 1
(constant returns to the number of workers engaged in R&D) and θ = 1 (the
production of new knowledge is proportional to the stock of knowledge).
In this case, growth in income per person is proportional to the number of
workers engaged in R&D. Reasonable variants of the model, as long as they
imply fully endogenous growth, have similar implications.

Over the postwar period, the number of scientists and engineers engaged
in R&D and real R&D spending have both increased by roughly a factor
of five. Thus R&D models of fully endogenous growth predict roughly a
quintupling of the growth rate of income per person. Needless to say, this
prediction is grossly contradicted by the data.

Finally, Jones observes that other variables that fully endogenous growth
models plausibly identify as potential determinants of growth also have
strong upward trends. Examples include the resources devoted to human-
capital accumulation, the number of highly educated workers, the extent of
interactions among countries, and world population. But again, we do not
observe large increases in growth.
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Thus Jones’s second approach delivers clear results. Models of fully en-
dogenous growth predict that growth should have been rising rapidly. Yet
the data reveal no trend at all in growth over the past century, and are
grossly inconsistent with a trend of the magnitude predicted by the models.

Discussion

The simplest interpretation of Jones’s results, and the one that he proposes,
is that there are decreasing returns to produced factors. That is, Jones’s
results support semi-endogenous growth models over models of fully
endogenous growth.

Several subsequent papers suggest another possibility, however. These
papers continue to assume constant or increasing returns to produced fac-
tors, but add a channel through which the overall expansion of the economy
does not lead to faster growth. Specifically, they assume that it is the amount
of R&D activity per sector that determines growth, and that the number of
sectors grows with the economy. As a result, growth is steady despite the
fact that population is rising. But because of the returns to produced fac-
tors, increases in the fraction of resources devoted to R&D permanently
raise growth. Thus the models maintain the ability of early new growth
models to potentially explain variations in long-run growth, but do not im-
ply that worldwide population growth leads to ever-increasing growth (see,
for example, Peretto, 1998; Dinopoulos and Thompson, 1998; and Howitt,
1999).

There are three difficulties with this line of argument. First, it is not just
population that has been trending up. The basic fact emphasized by Jones
is that R&D’s share and rates of investment in physical and human capital
have also been rising. Thus the failure of growth to rise is puzzling for these
second-generation models of fully endogenous growth as well. Second, as
Jones (1999) and Li (2000) show, the parameter restrictions needed in these
models to eliminate scale effects on growth are strong and appear arbitrary.
Finally, Bloom, Jones, Van Reenen, and Webb (2017) show that data on
R&D and technological progress at the sectoral level grossly contradict the
alternative models and support the simpler interpretation of Jones’s results.

With decreasing returns, the lack of a trend in growth is not puzzling. In
this case, a rise in, say, the saving rate or R&D’s share leads to a temporary
period of above-normal growth. As a result, repeated rises in these variables
lead not to increasing growth, but to an extended period of above-normal
growth. This suggests that despite the relative steadiness of growth, one
should not think of the United States and other major economies as being
on conventional balanced growth paths (Jones, 2002).

Saving rates and R&D’s share cannot continue rising indefinitely (though
in the case of the R&D share, the current share is sufficiently low that it can
continue to rise at a rapid rate for a substantial period). Thus one corollary
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of this analysis is that in the absence of countervailing forces, growth must
slow at some point. Moreover, the calculations in Jones (2002) suggest that
the slowdown would be considerable.

3.7 Empirical Application: Population Growth
and Technological Change since
1 Million B.C.

Our goal in developing models of endogenous knowledge accumulation has
been to learn about the sources of modern economic growth and of the
vast differences in incomes across countries today. Kremer (1993), however,
applies the models in a very different setting: he argues that they provide
insights into the dynamics of population, technology, and income over the
broad sweep of human history.

Kremer begins his analysis by noting that essentially all models of the
endogenous growth of knowledge predict that technological progress is an
increasing function of population size. The reasoning is simple: the larger
the population, the more people there are to make discoveries, and thus the
more rapidly knowledge accumulates.

He then argues that over almost all of human history, technological pro-
gress has led mainly to increases in population rather than increases in out-
put per person. Population grew by several orders of magnitude between
prehistoric times and the Industrial Revolution. But since incomes at the
beginning of the Industrial Revolution were not far above subsistence lev-
els, output per person could not have risen by anything close to the same
amount as population. Only in the past few centuries has the impact of
technological progress fallen to any substantial degree on output per person.
Putting these observations together, Kremer concludes that models of en-
dogenous technological progress predict that over most of human history,
the rate of population growth should have been rising.

A Simple Model

Kremer’s formal model is a straightforward variation on the models we have
been considering. The simplest version consists of three equations. First,
output depends on technology, labor, and land:

Y(t ) = T α[A(t )L(t )]1−α , (3.57)

where T denotes the fixed stock of land. (Capital is neglected for simplic-
ity, and land is included to keep population finite.) Second, additions to
knowledge are proportional to population, and also depend on the stock of
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knowledge:

A(t ) = BL(t )A(t )θ . (3.58)

And third, population adjusts so that output per person equals the subsis-
tence level, denoted y :

Y(t )

L(t )
= y. (3.59)

Aside from this Malthusian assumption about the determination of popula-
tion, this model is similar to the model of Section 3.2 with γ = 1.

We solve the model in two steps. The first is to find the size of the
population that can be supported on the fixed stock of land at a given time.
Substituting expression (3.57) for output into the Malthusian population
condition, (3.59), yields

T α[A(t )L(t )]1−α

L(t )
= y. (3.60)

Solving this condition for L (t ) gives us

L(t ) =
(

1

y

)1/α

A(t )(1−α)/αT. (3.61)

This equation states that the population that can be supported is decreas-
ing in the subsistence level of output, increasing in technology, and propor-
tional to the amount of land.

The second step is to find the dynamics of technology and population.
Since both y and T are constant, (3.61) implies that the growth rate of L is
(1 − α)/α times the growth rate of A:

L(t )

L(t )
= 1 − α

α

A(t )

A(t )
. (3.62)

In the special case of θ = 1, equation (3.58) for knowledge accumulation
implies that A(t )/A(t ) is just BL(t ). Thus in this case, (3.62) implies that the
growth rate of population is proportional to the level of population. In the
general case, one can show that the model implies that the rate of popu-
lation growth is proportional to L(t )ψ , where ψ = 1 − [(1 − θ )α/(1 − α)].25

Thus population growth is increasing in the size of the population unless α

is large or θ is much less than 1 (or a combination of the two). Intuitively,
Kremer’s model implies increasing growth even with diminishing returns to
knowledge in the production of new knowledge (that is, even with θ < 1)
because labor is now a produced factor: improvements in technology lead

25 To see this, divide both sides of (3.58) by A to obtain an expression for A/A. Then
use (3.60) to express A in terms of L , and substitute the result into the expression for A/A.
Expression (3.62) then implies that L/L equals a constant times L (t )ψ .
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FIGURE 3.9 The level and growth rate of population, 1 million B.C. to 1990 (from
Kremer, 1993; used with permission)

to higher population, which in turn leads to further improvements in tech-
nology. Further, the effect is likely to be substantial. For example, even if
α is one-third and θ is one-half rather than 1, 1 − [(1 − θ )α/(1 − α)] is 0.75.

Results

Kremer tests the model’s predictions using population estimates extend-
ing back to 1 million B.C. that have been constructed by archaeologists and
anthropologists. Figure 3.9 shows the resulting scatterplot of population
growth against population. Each observation shows the level of population
at the beginning of some period and the average annual growth rate of
population over that period. The length of the periods considered falls grad-
ually from many thousand years early in the sample to ten years at the end.
Because the periods considered for the early part of the sample are so long,
even substantial errors in the early population estimates would have little
impact on the estimated growth rates.

The figure shows a strongly positive, and approximately linear, relation-
ship between population growth and the level of population. A regression
of growth on a constant and population (in billions) yields

nt = −0.0023
(0.0355)

+ 0.524
(0.026)

Lt , R2 = 0.92, D.W. = 1.10, (3.63)

where n is population growth and L is population, and where the numbers
in parentheses are standard errors. Thus there is an overwhelmingly sta-
tistically significant association between the level of population and its
growth rate.
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The argument that technological progress is a worldwide phenomenon
fails if there are regions that are completely cut off from one another.
Kremer uses this observation to propose a second test of theories of en-
dogenous knowledge accumulation. From the disappearance of the inter-
continental land bridges at the end of the last ice age to the voyages of the
European explorers, Eurasia-Africa, the Americas, Australia, and Tasmania
were almost completely isolated from one another. The model implies that
at the time of the separation, the populations of each region had the same
technology. Thus the initial populations should have been approximately
proportional to the land areas of the regions (see equation [3.61]). The model
predicts that during the period that the regions were separate, technolog-
ical progress was faster in the regions with larger populations. The theory
thus predicts that, when contact between the regions was reestablished
around 1500, population density was highest in the largest regions. Intu-
itively, inventions that would allow a given area to support more people,
such as the domestication of animals and the development of agriculture,
were much more likely in Eurasia-Africa, with its population of millions,
than in Tasmania, with its population of a few thousand.

The data confirm this prediction. The land areas of the four regions are
84 million square kilometers for Eurasia-Africa, 38 million for the Americas,
8 million for Australia, and 0.1 million for Tasmania. Population estimates
for the four regions in 1500 imply densities of approximately 4.9 people per
square kilometer for Eurasia-Africa, 0.4 for the Americas, and 0.03 for both
Australia and Tasmania.26

Discussion

What do we learn from the confirmation of the model’s time-series and
cross-section predictions? The basic source of Kremer’s predictions is the
idea that the rate of increase in the stock of knowledge is increasing in
population: innovations do not arrive exogenously, but are made by people.
Although this idea is assumed away in the Solow, Ramsey, and Diamond
models, it is hardly controversial. Thus Kremer’s main qualitative findings
for the most part confirm predictions that are not at all surprising.

Any tractable model of technological progress and population growth
over many millennia must inevitably be so simplified that it would closely
match the quantitative features of the data only by luck. For example, it
would be foolish to attach much importance to the finding that population

26 Kremer argues that, since Australia is largely desert, these figures understate Australia’s
effective population density. He also argues that direct evidence suggests that Australia was
more technologically advanced than Tasmania. Finally, he notes that there was in fact a fifth
separate region, Flinders Island, a 680-square-kilometer island between Tasmania and Australia.
Humans died out entirely on Flinders Island around 3000 B.C.



Romer-3931312--That book January 11, 2018 10:33 141

3.7 Population Growth and Technological Change since 1 Million B.C. 141

growth appears to be roughly proportional to the level of population rather
than to L0.75 or L0.9. Thus, Kremer’s evidence tells us little about, say, the
exact value of θ in equation (3.58).

The value of Kremer’s evidence, then, lies not in discriminating among
alternative theories of growth, but in using growth theory to help under-
stand major features of human history. The dynamics of human population
over the very long run and the relative technological performance of differ-
ent regions in the era before 1500 are important issues. Kremer’s evidence
shows that the ideas of new growth theory shed significant light on them.

Population Growth versus Growth in Income per Person
over the Very Long Run

As described above, over nearly all of history technological progress has led
almost entirely to higher population rather than to higher average income.
But this has not been true over the past few centuries: the enormous tech-
nological progress of the modern era has led not only to vast population
growth, but also to vast increases in average income.

It may appear that explaining this change requires appealing to some de-
mographic change, such as the development of contraceptive techniques
or preferences for fewer children when technological progress is rapid. But
Kremer proposes a much simpler explanation. Malthusian population dy-
namics are not instantaneous. Rather, at low levels of income, population
growth is an increasing function of income. That is, Kremer argues that
instead of assuming that Y/L always equals y (equation [3.59]), it is more
realistic to assume n = n( y), with n(y ) = 0 and n ′(•) > 0 in the vicinity of y.

This formulation implies that when income rises, population growth rises,
tending to push income back down. When technological progress is slow,
the fact that the adjustment is not immediate is of little importance. With
slow technological progress, population adjusts rapidly enough to keep in-
come per person very close to y. Income and population growth rise very
slowly, but almost all of technological progress is reflected in higher pop-
ulation rather than higher average income. Kremer shows, however, that
when population becomes large enough that technological progress is rel-
atively rapid, this no longer occurs. Instead, a large fraction of the effect of
technological progress falls on average income rather than on population.
Thus, a small and natural variation on Kremer’s basic model explains another
important feature of human history.

A further extension of the demographic assumptions leads to additional
implications. The evidence suggests that preferences are such that once av-
erage income is sufficiently high, population growth is decreasing in income.
That is, n ( y) appears to be decreasing in y when y exceeds some y∗. With
this modification, the model predicts that population growth peaks at some



Romer-3931312--That book January 11, 2018 10:33 142

142 Chapter 3 ENDOGENOUS GROWTH

point and then declines.27 This reinforces the tendency for an increasing
fraction of the effect of technological progress to fall on average income
rather than on population. And if n ( y) is negative for y sufficiently large,
population itself peaks at some point. In this case, assuming that θ is less
than or equal to 1, the economy converges to a path where both the rate of
technological progress and the level of the population are converging to 0.28

3.8 Models of Knowledge Accumulation and
the Central Questions of Growth Theory

Our analysis of economic growth is motivated by two issues: the growth
over time in standards of living, and their disparities across different parts
of the world. It is therefore natural to ask what the models of R&D and
knowledge accumulation have to say about these issues.

Researchers’ original hope was that models of knowledge accumulation
would provide a unified explanation of worldwide growth and cross-country
income differences. After all, the models provided candidate theories of the
determinants of growth rates and levels of income, which is what we are
trying to understand.

Explaining cross-country income differences on the basis of differences in
knowledge accumulation faces a fundamental problem, however: the nonri-
valry of knowledge. As emphasized in Section 3.4, the use of knowledge by
one producer does not prevent its use by others. Thus there is no inherent
reason that producers in poor countries cannot use the same knowledge
as producers in rich countries. If the relevant knowledge is publicly avail-
able, poor countries can become rich by having their workers or managers
read the appropriate literature. And if the relevant knowledge is proprietary
knowledge produced by private R&D, poor countries can become rich by
instituting a credible program for respecting foreign firms’ property rights.
With such a program, the firms in developed countries with proprietary
knowledge would open factories in poor countries, hire their inexpensive

27 The facts that the population does not adjust immediately and that beyond some point
population growth is decreasing in income can explain why the relationship between the
level of population and its growth rate shown in Figure 3.9 breaks down somewhat for the
last two observations in the figure, which correspond to the period after 1970.

28 Many other papers also use the tools of growth theory to address issues related to
human history over spans of centuries or millennia. One central question is the one we have
been discussing: How did humanity escape the Malthusian equilibrium where population
always adjusts to keep average well-being close to constant? But some papers address even
longer-term questions, such as how humans evolved the characteristics that made sustained
technological progress possible. Some examples of papers in this literature, which is often
referred to as unified growth theory, are Robson and Kaplan (2003), Voigtländer and Voth
(2013), and Ashraf and Galor (2013). See Galor (2005) for a survey.
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labor, and produce output using the proprietary technology. The result
would be that the marginal product of labor in poor countries, and hence
wages, would rapidly rise to the level of developed countries.

Although lack of confidence on the part of foreign firms in the security of
their property rights is surely an important problem in many poor countries,
it is difficult to believe that this alone is the cause of the countries’ poverty.
There are numerous examples of poor regions or countries, ranging from
European colonies over the past few centuries to many countries today,
where foreign investors can establish plants and use their know-how with a
high degree of confidence that the political environment will be relatively
stable, their plants will not be nationalized, and their profits will not be
taxed at exorbitant rates. Yet we do not see incomes in those areas jumping
to the levels of industrialized countries.

One might object to this argument on the grounds that in practice the
flow of knowledge is not instantaneous. In fact, however, this does not re-
solve the difficulties with attributing cross-country income differences to
differences in knowledge. As Problem 3.14 asks you to demonstrate, if one
believes that economies are described by something like the Solow model
but do not all have access to the same technology, the lags in the diffusion
of knowledge from rich to poor countries that are needed to account for
observed differences in incomes are extremely long on the order of a cen-
tury or more. It is hard to believe that the reason that some countries are
so poor is that they do not have access to the improvements in technology
that have occurred over the past century.

One may also object on the grounds that the difficulty countries face is
not lack of access to advanced technology, but lack of ability to use the
technology. But this objection implies that the main source of differences
in standards of living is not different levels of knowledge or technology,
but differences in whatever factors allow richer countries to take better
advantage of technology. Understanding differences in incomes therefore
requires understanding the reasons for the differences in these factors. This
task is taken up in the next chapter.

With regard to worldwide growth, the case for the relevance of mod-
els of knowledge accumulation is much stronger. At an informal level, the
growth of knowledge appears to be the central reason that output and stan-
dards of living are so much higher today than in previous centuries. And
formal growth-accounting studies attribute large portions of the increases
in output per worker over extended periods to the unexplained residual
component, which may reflect technological progress.29 Work on endoge-
nous growth has identified many determinants of knowledge accumulation,

29 Moreover, as noted in Section 1.7 and Problem 1.15, by considering only the proximate
determinants of growth, growth accounting understates the underlying importance of the
residual component.
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provided tools and insights for studying the externalities involved, and an-
alyzed ways that knowledge accumulation affects the level and growth of
income.

It would of course be desirable to refine these ideas by improving our
understanding of what types of knowledge are most important for growth,
their quantitative importance, and the forces determining how knowledge
is accumulated. For example, suppose we want to address a concrete policy
intervention, such as doubling government support for basic scientific re-
search or eliminating the R&D tax credit. Models of endogenous knowledge
accumulation are far from the point where they can deliver reliable quan-
titative predictions about how such interventions would affect the path of
growth. But they identify many relevant considerations and channels. Thus,
although the analysis is not as far along as we would like, it appears to be
headed in the right direction.

Problems

3.1. Consider the model of Section 3.2 with θ < 1.

(a) On the balanced growth path, A = g ∗
A A(t ), where g ∗

A is the balanced-growth-

path value of gA. Use this fact and equation (3.6) to derive an expression for

A(t ) on the balanced growth path in terms of B , aL , γ , θ , and L (t ).

(b) Use your answer to part (a) and the production function, (3.5), to obtain an

expression for Y (t ) on the balanced growth path. Find the value of aL that

maximizes output on the balanced growth path.

3.2. Consider two economies (indexed by i = 1, 2) described by Yi (t ) = Ki (t )θ and

Ki (t ) = si Yi (t ), where θ > 1. Suppose that the two economies have the same initial

value of K, but that s1 > s2. Show that Y1/Y2 is continually rising.

3.3. Consider the economy analyzed in Section 3.3. Assume that θ + β < 1 and n > 0,

and that the economy is on its balanced growth path. Describe how each of the fol-

lowing changes affects the gA = 0 and gK = 0 lines and the position of the economy

in (gA,gK) space at the moment of the change:

(a) An increase in n.

(b) An increase in aK .

(c) An increase in θ .

3.4. Consider the economy described in Section 3.3, and assume β + θ < 1 and n > 0.

Suppose the economy is initially on its balanced growth path, and that there is a

permanent increase in s.

(a) How, if at all, does the change affect the gA = 0 and gK = 0 lines? How, if at

all, does it affect the location of the economy in (gA, gK) space at the time of

the change?

(b) What are the dynamics of gA and gK after the increase in s ? Sketch the path of

log output per worker.
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(c) Intuitively, how does the effect of the increase in s compare with its effect

in the Solow model?

3.5. Consider the model of Section 3.3 with β + θ = 1 and n = 0.

(a) Using (3.14) and (3.16), find the value that A/K must have for gK and gA to

be equal.

(b) Using your result in part (a ), find the growth rate of A and K when gK = gA.

(c) How does an increase in s affect the long-run growth rate of the economy?

(d) What value of aK maximizes the long-run growth rate of the economy? Intu-

itively, why is this value not increasing in β , the importance of capital in the

R&D sector?

3.6. Consider the model of Section 3.3 with β + θ > 1 and n > 0.

(a) Draw the phase diagram for this case.

(b) Show that regardless of the economy’s initial conditions, eventually the growth

rates of A and K (and hence the growth rate of Y ) are increasing continually.

(c) Repeat parts (a ) and (b) for the case of β + θ = 1, n > 0.

3.7. Learning-by-doing. Suppose that output is given by equation (3.22), Y(t ) = K(t )α

[A(t )L(t )]1−α ; that L is constant and equal to 1; that K(t ) = sY(t ); and that knowl-

edge accumulation occurs as a side effect of goods production: A(t ) = BY (t ).

(a) Find expressions for gA(t ) and gK (t ) in terms of A(t ), K(t ), and the parameters.

(b) Sketch the gA = 0 and gK = 0 lines in (gA,gK ) space.

(c) Does the economy converge to a balanced growth path? If so, what are the

growth rates of K, A , and Y on the balanced growth path?

(d ) How does an increase in s affect long-run growth?

3.8. Consider the model of Section 3.5. Suppose, however, that households have

constant-relative-risk-aversion utility with a coefficient of relative risk aversion

of θ. Find the equilibrium level of labor in the R&D sector, LA.

3.9. Suppose that policymakers, realizing that monopoly power creates distortions,

put controls on the prices that patent-holders in the Romer model can charge

for the inputs embodying their ideas. Specifically, suppose they require patent-

holders to charge δw(t )/φ, where δ satisfies φ ≤ δ ≤ 1.

(a) What is the equilibrium growth rate of the economy as a function of δ and

the other parameters of the model? Does a reduction in δ increase, decrease,

or have no effect on the equilibrium growth rate, or is it not possible to

tell?

(b) Explain intuitively why setting δ = φ , thereby requiring patent-holders to

charge marginal cost and so eliminating the monopoly distortion, does not

maximize social welfare.

3.10. (a) Show that (3.48) follows from (3.47).

(b) Derive (3.49).
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3.11. The balanced growth path of a semi-endogenous version of the Romer
model. ( Jones, 1995a.) Consider the model of Section 3.5 with two changes. First,

existing knowledge contributes less than proportionally to the production of new

knowledge, as in Case 1 of the model of Section 3.2: A(t) = BLA(t)A(t)θ , θ < 1.

Second, population is growing at rate n rather than constant: L (t) = L (0)ent, n > 0.

(Consistent with this, assume that utility is given by equation [2.2] with u (•)
logarithmic.) The analysis of Section 3.2 implies that such a model will exhibit

transition dynamics rather than always immediately being on a balanced growth

path. This problem therefore asks you not to analyze the full dynamics of the

model, but to focus on its properties when it is on a balanced growth path.

Specifically, it looks at situations where the fraction of the labor force engaged in

R&D, aL , is constant, and all variables of the model are growing at constant rates.

(Note: You are welcome to assume rather than derive that on a balanced growth

path, the wage and consumption per person grow at the same rate as Y/L .)

(a) What are balanced-growth-path values of the growth rates of Y and Y/L and

of r as functions of the balanced-growth-path value of the growth rate of A

and parameters of the model ?

(b) On the balanced growth path, what is the present value of the profits from the

discovery of a new idea at time t as a function of L(t), A(t), w(t), and exogenous

parameters ?

(c) What is A(t)/A(t) on the balanced growth path as a function of aL and ex-

ogenous parameters? What is L(t)A(t)θ−1 on the balanced growth path? (Hint:

Consider equations [3.6] and [3.7] in the case of γ = 1.)

(d) What is aL on the balanced growth path?

(e) Discuss how changes in each of ρ , B , φ, n, and θ affect the balanced-growth-

path value of aL . In the cases of ρ , B , and φ, are the effects in the same direc-

tion as the effects on LA in the model of Section 3.5 ?

3.12. Learning-by-doing with microeconomic foundations. Consider a variant

of the model in equations (3.22) (3.25). Suppose firm i ’s output is Yi (t ) =
Ki (t )α [A(t )L i (t )]1−α , and that A(t ) = BK(t ). Here Ki and L i are the amounts of

capital and labor used by firm i and K is the aggregate capital stock. Capital

and labor earn their private marginal products. As in the model of Section 3.5,

the economy is populated by infinitely lived households that own the econo-

my’s initial capital stock. The utility of the representative household takes the

constant-relative-risk-aversion form in equations (2.2) (2.3). Population growth

is zero.

(a) (i) What are the private marginal products of capital and labor at firm i as

functions of Ki (t ), L i (t ), K(t ), and the parameters of the model?

(ii) Explain why the capital-labor ratio must be the same at all firms, so

Ki (t )/L i (t ) = K(t )/L(t ) for all i .

(iii) What are w (t ) and r (t ) as functions of K(t ), L , and the parameters of the

model?

(b) What must the growth rate of consumption be in equilibrium? (Hint: Con-

sider equation [2.22].) Assume for simplicity that the parameter values are
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such that the growth rate is strictly positive and less than the interest rate.

Sketch an explanation of why the equilibrium growth rate of output equals

the equilibrium growth rate of consumption.

(c) Describe how long-run growth is affected by:

(i) A rise in B .

(ii) A rise in ρ .

(iii) A rise in L .

(d) Is the equilibrium growth rate more than, less than, or equal to the socially

optimal rate, or is it not possible to tell?

3.13. (This follows Rebelo, 1991.) Assume that there are two sectors, one produc-

ing consumption goods and one producing capital goods, and two factors of

production: capital and land. Capital is used in both sectors, but land is used

only in producing consumption goods. Specifically, the production functions are

C (t ) = KC (t )αT 1−α and K(t ) = BKK (t ), where KC and KK are the amounts of cap-

ital used in the two sectors (so KC (t ) +KK (t ) = K(t )) and T is the amount of land,

and 0 < α < 1 and B > 0. Factors are paid their marginal products, and capital

can move freely between the two sectors. T is normalized to 1 for simplicity.

(a) Let PK (t ) denote the price of capital goods relative to consumption goods

at time t . Use the fact that the earnings of capital in units of consumption

goods in the two sectors must be equal to derive a condition relating PK (t ),

KC (t ), and the parameters α and B . If KC is growing at rate gK (t ), at what

rate must PK be growing (or falling) ? Let gP (t ) denote this growth rate.

(b) The real interest rate in terms of consumption is B + gP (t ).30 Thus, assuming

that households have our standard utility function, (2.22) (2.23), the growth

rate of consumption must be (B + gP − ρ)/θ ≡ gC . Assume ρ < B .

(i) Use your results in part (a ) to express gC ( t ) in terms of gK (t ) rather

than gP (t ).

(ii) Given the production function for consumption goods, at what rate must

KC be growing for C to be growing at rate gC ( t ) ?

(iii) Combine your answers to (i ) and (ii ) to solve for gK (t ) and gC ( t ) in terms

of the underlying parameters.

(c) Suppose that investment income is taxed at rate τ, so that the real interest

rate households face is (1 − τ )(B + gP ). How, if at all, does τ affect the equi-

librium growth rate of consumption?

3.14. Delays in the transmission of knowledge to poor countries.

(a) Assume that the world consists of two regions, the North and the South.

The North is described by YN (t ) = AN (t )(1−aL )LN and AN (t ) = aL LN AN (t ).

30 To see this, note that capital in the investment sector produces new capital at rate B
and changes in value relative to the consumption good at rate gP . (Because the return to
capital is the same in the two sectors, the same must be true of capital in the consumption
sector.)
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The South does not do R&D but simply uses the technology developed in

the North; however, the technology used in the South lags the North’s by

τ years. Thus YS (t ) = AS (t )LS and AS (t ) = AN (t − τ ). If the growth rate of

output per worker in the North is 3 percent per year, and if aL is close to 0,

what must τ be for output per worker in the North to exceed that in the

South by a factor of 10?

(b) Suppose instead that both the North and the South are described by the

Solow model: yi (t ) = f (ki (t )), where yi (t ) ≡Yi (t )/[Ai (t )L i (t )] and ki (t ) ≡ Ki (t )/

[Ai (t )L i (t )] (i = N,S ). As in the Solow model, assume Ki (t ) = sYi (t ) − δK i (t )

and L i (t ) = nL i (t ); the two countries are assumed to have the same saving

rates and rates of population growth. Finally, AN (t ) = gAN (t ) and AS (t ) =
AN (t − τ ).

(i) Show that the value of k on the balanced growth path, k∗, is the same

for the two countries.

(ii) Does introducing capital change the answer to part (a )? Explain. (Con-

tinue to assume g = 3%.)

3.15. Which of the following possible regression results concerning the elasticity of

long-run output with respect to the saving rate would provide the best evidence

that differences in saving rates are not important to cross-country income differ-

ences? (1) A point estimate of 5 with a standard error of 2; (2) a point estimate of

0.1 with a standard error of 0.01; (3) a point estimate of 0.001 with a standard er-

ror of 5; (4) a point estimate of −2 with a standard error of 5. Explain your answer.

(Hint: See the discussion of confidence intervals versus t-statistics in Section 3.6.)
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Chapter 4
CROSS-COUNTRY INCOME

DIFFERENCES

One of our central goals over the past three chapters has been to understand
the vast variation in average income per person around the world. So far,
however, our progress has been very limited. A key conclusion of the Solow
model is that if physical capital’s share in income is a reasonable measure of
capital’s importance in production, differences in capital account for little
of cross-country income differences. The Ramsey Cass Koopmans and Dia-
mond models have the same implication. And a key implication of models
of endogenous growth is that since technology is nonrival, differences in
technology are unlikely to be important to differences in income among
countries.

This chapter attempts to move beyond these negative conclusions. Work
on cross-country income differences is extremely active, and has a much
greater empirical focus than the work discussed in the previous chapters.
It has two main branches. The first focuses on the proximate determinants
of income. That is, it considers factors whose influence on income is clear
and direct, such as the quantities of physical and human capital. It generally
employs techniques like those of growth accounting, which we discussed
in Section 1.7. Factors’ marginal products are measured using the prices
they command in the market; these estimates of marginal products are then
combined with estimates of differences in the quantities of factors to obtain
estimates of the factors’ contributions to income differences.

This work has the strength that one can often have a fair amount of con-
fidence in its conclusions, but the weakness that it considers only immedi-
ate determinants of income. The second branch of work on cross-country
income differences therefore tries to go deeper. Among the potential under-
lying determinants of income that researchers have considered are political
institutions, geography, and religion. Unfortunately, accounting-style ap-
proaches can rarely be used to measure these forces’ effects on incomes.
Researchers instead use various statistical techniques to attempt to estimate
their effects. As a result, the effort to go deeper comes at the cost of reduced
certainty about the results.

149
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One obvious proximate determinant of countries’ incomes other than
physical capital is human capital. Section 4.1 therefore sets the stage for
the accounting approach by extending our modeling of growth to include
human capital. Section 4.2 then develops the accounting approach. Its main
focus is on decomposing income differences into the contributions of phys-
ical capital, human capital, and output for given amounts of capital. We will
see that variation in physical capital contributes relatively little to income
differences; that variation in human capital contributes somewhat more; and
that variation in output for given capital stocks appears to account for most
of cross-country income differences.

Sections 4.3 through 4.5 consider attempts to go deeper and investigate
the sources of differences in these determinants of average incomes. Section
4.3 introduces social infrastructure : institutions and policies that determine
the allocation of resources between activities that raise overall output and
ones that redistribute it. Section 4.4 examines the evidence about the im-
portance of social infrastructure. Section 4.5, which takes us very much to
the frontier of current research, extends the analysis of social infrastruc-
ture in three directions. First, what specific factors within social infrastruc-
ture might be particularly important? Second, can we go even further and
say anything about the determinants of social infrastructure? And third, are
there factors that are not part of social infrastructure that are important to
cross-country income differences?

Finally, Section 4.6 asks what insights our analysis provides about cross-
country differences in income growth rather than in income levels.

4.1 Extending the Solow Model to Include
Human Capital

This section develops a model of growth that includes human as well as
physical capital.1 Because the model is not intended to explain growth in
overall world income, it follows the Solow, Ramsey, and Diamond mod-
els in taking worldwide technological progress as exogenous. Further, our
eventual goal is to make quantitative statements about cross-country in-
come differences. The model therefore assumes Cobb Douglas production;
this makes the model tractable and leads easily to quantitative analysis. Our
desire to do quantitative analysis also means that it is easiest to consider a
model that, in the spirit of the Solow model, takes the saving rate and the al-
location of resources to human-capital accumulation as exogenous. This will
allow us to relate the model to measures of capital accumulation, which we
can observe, rather than to preferences, which we cannot.

1 Jones and Vollrath (2013, Chapter 3) present a similar model.
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Assumptions

The model is set in continuous time. Output at time t is

Y(t ) = K(t )α[A(t )H (t )]1−α. (4.1)

Y, K, and A are the same as in the Solow model: Y is output, K is capital,
and A is the effectiveness of labor. H is the total amount of productive
services supplied by workers. That is, it is the total contribution of workers
of different skill levels to production. It therefore includes the contributions
of both raw labor (that is, skills that individuals are endowed with) and
human capital (that is, acquired skills).

The dynamics of K and A are the same as in the Solow model. An exoge-
nous fraction s of output is saved, and capital depreciates at an exogenous
rate δ. Thus,

K(t ) = sY(t ) − δK(t ). (4.2)

The effectiveness of labor grows at an exogenous rate g :

A(t ) = gA(t ). (4.3)

The model revolves around its assumptions about how the quantity of
human capital is determined. The accumulation of human capital depends
both on the amount of human capital created by a given amount of re-
sources devoted to human-capital accumulation (that is, on the production
function for human capital), and on the quantity of resources devoted to
human-capital accumulation. With regard to the amount of human capi-
tal created from a given set of inputs, the model assumes that each work-
er’s human capital depends only on his or her years of education. This is
equivalent to assuming that the only input into the production function
for human capital is students’ time. The next section briefly discusses what
happens if physical capital and existing workers’ human capital are also in-
puts to human-capital production. With regard to the quantity of resources
devoted to human-capital accumulation, the model, paralleling the treat-
ment of physical capital, takes the allocation of resources to human-capital
accumulation as exogenous. To simplify further, it assumes that each worker
obtains the same amount of education, and for the most part we focus on
the case where that amount is constant over time.

Thus, our assumption is that the quantity of human capital, H , is given by

H (t ) = L (t )G(E ), (4.4)

where L is the number of workers and G(•) is a function giving human cap-
ital per worker as a function of years of education per worker.2 As usual,

2 Expression (4.4) implies that of total labor services, LG (0) is raw labor and L [G(E )−G(0)]
is human capital. If G(0) is much smaller than G(E ), almost all of labor services are human
capital.
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the number of workers grows at an exogenous rate n :

L (t ) = nL (t ). (4.5)

It is reasonable to assume that the more education a worker has, the more
human capital he or she has. That is, we assume G ′(•) > 0. But there is no
reason to impose G ′′(•) < 0. As individuals acquire human capital, their abil-
ity to acquire additional human capital may improve. To put it differently,
the first few years of education may mainly provide individuals with basic
tools, such as the ability to read, count, and follow directions, that by them-
selves do not allow the individuals to contribute much to output but that
are essential for acquiring additional human capital.

The microeconomic evidence suggests that each additional year of edu-
cation increases an individual’s wage by approximately the same percentage
amount. If wages reflect the labor services that individuals supply, this im-
plies that G ′(•) is indeed increasing. Specifically, it implies that G(•) takes
the form

G(E ) = e φE , φ > 0, (4.6)

where we have normalized G(0) to 1. For the most part, however, we will
not impose this functional form in our analysis.

Analyzing the Model

The dynamics of the model are exactly like those of the Solow model. The
easiest way to see this is to define k as physical capital per unit of effective
labor services: k = K/ [AG (E)L ]. Analysis like that in Section 1.3 shows that
the dynamics of k are identical to those in the Solow model. That is,

k (t ) = sf (k (t )) − (n + g + δ)k (t )

= sk (t )α − (n + g + δ)k (t ).
(4.7)

In the first line, f (•) is the intensive form of the production function (see
Section 1.2). The second line uses the fact that the production function is
Cobb Douglas.

As in the Solow model, k converges to the point where k = 0. From (4.7),
this value of k is [s/(n + g + δ)]1/(1−α), which we will denote k∗. We know
that once k reaches k∗, the economy is on a balanced growth path with
output per worker growing at rate g.

This analysis implies that the qualitative and quantitative effects of a
change in the saving rate are the same as in the Solow model. To see this,
note that since the equation of motion for k is identical to that in the Solow
model, the effects of a change in s on the path of k are identical to those in
the Solow model. And since output per unit of effective labor services, y,
is determined by k, it follows that the impact on the path of y is identical.
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Finally, output per worker equals output per unit of effective labor ser-
vices, y, times effective labor services per worker, AG (E ): Y/L = AG (E )y.
The path of AG (E ) is not affected by the change in the saving rate: A grows
at exogenous rate g, and G(E ) is constant. Thus the impact of the change
on the path of output per worker is determined entirely by its impact on
the path of y.

We can also describe the long-run effects of a rise in the number of years

of schooling per worker, E . Since E does not enter the equation for K, the
balanced-growth-path value of k is unchanged, and so the balanced-growth-
path value of y is unchanged. And since Y/L equals AG (E )y, it follows that
the rise in E increases output per worker on the balanced growth path by
the same proportion that it increases G(E ).

This model has two implications for cross-country income differences.
First, it identifies an additional potential source of these differences: they
can stem from differences in human capital as well as physical capital. Sec-
ond, it implies that recognizing the existence of human capital does not
change the Solow model’s implications about the effects of physical-capital
accumulation. That is, the effects of a change in the saving rate are no dif-
ferent in this model than they are in the Solow model.

Students and Workers

Our analysis thus far focuses on output per worker. In the case of a change
in the saving rate, output per person behaves the same way as output per
worker. But a change in the amount of time individuals spend in school
changes the proportion of the population that is working. Thus in this case,
output per person and output per worker behave differently.

To say more about this issue, we need some additional demographic as-
sumptions. The most natural ones are that each individual has some fixed
lifespan, T, and spends the first E years of life in school and the remaining
T − E years working. Further, for the overall population to be growing at
rate n and the age distribution to be well behaved, the number of people
born per unit time must be growing at rate n.

With these assumptions, the total population at t equals the number of
people born from t − T to t. Thus if we use N (t ) to denote the population
at t and B(t ) to denote the number of people born at t,

N (t ) =
∫ T

τ=0

B(t − τ )dτ

=
∫ T

τ=0

B(t )e−nτdτ

= 1 − e−nT

n
B(t ),

(4.8)
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where the second line uses the fact that the number of people born per
unit time grows at rate n.

Similarly, the number of workers at time t equals the number of individ-
uals who are alive and no longer in school. Thus it equals the number of
people born from t − T to t − E :

L (t ) =
∫ T

τ=E

B(t − τ ) dτ

=
∫ T

τ=E

B(t )e−nτdτ

= e−nE − e−nT

n
B(t ).

(4.9)

Combining expressions (4.8) and (4.9) gives the ratio of the number of work-
ers to the total population:

L (t )

N (t )
= e−nE − e−nT

1 − e−nT
. (4.10)

We can now find output per person (as opposed to output per worker)
on the balanced growth path. Output per person equals output per unit
of effective labor services, y, times the amount of effective labor services
supplied by the average person. And the amount of labor services sup-
plied by the average person equals the amount supplied by the average
worker, A(t )G(E ), times the fraction of the population that is working,
(e−nE − e−nT )/(1 − e−nT ). Thus,(

Y

N

)∗
= y∗A(t )G(E )

e−nE − e−nT

1 − e−nT
, (4.11)

where y∗ equals f (k∗), output per unit of effective labor services on the
balanced growth path.

We saw above that a change in E does not affect y∗. In addition, the path
of A is exogenous. Thus our analysis implies that a change in the amount of
education each person receives, E, alters output per person on the balanced
growth path by the same proportion that it changes G(E )[(e−nE − e−nT )/
(1 − e−nT )]. A rise in education therefore has two effects on output per
person. Each worker has more human capital; that is, the G(E ) term rises.
But a smaller fraction of the population is working; that is, the (e−nE−e−nT )/
(1 − e−nT ) term falls. Thus a rise in E can either raise or lower output per
person in the long run.3

The specifics of how the economy converges to its new balanced growth
path in response to a rise in E are somewhat complicated. In the short run,

3 See Problem 4.1 for an analysis of the ‘‘golden-rule’’ level of E in this model.
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the rise reduces output relative to what it otherwise would have been. In
addition, the adjustment to the new balanced growth path is very gradual.
To see these points, suppose the economy is on a balanced growth path
with E = E0. Now suppose that everyone born after some time, t0, obtains
E1 > E0 years of education. This change first affects the economy at date
t0 + E0. From this date until t0 + E1, everyone who is working still has
E0 years of education, and some individuals who would have been working
if E had not risen are still in school. The highly educated individuals start
to enter the labor force at date t0 + E1. The average level of education in
the labor force does not reach its new balanced-growth-path value until date
t0+T , however. And even then, the stock of physical capital is still adjusting
to the changed path of effective labor services, and so the adjustment to the
new balanced growth path is not complete.

These results about the effects of an increase in education on the path
of output per person are similar to the Solow model’s implications about
the effects of an increase in the saving rate on the path of consumption
per person. In both cases, the shift in resources leads to a short-run fall in
the variable of interest (output per person in this model, consumption per
person in the Solow model). And in both cases, the long-run effect on the
variable of interest is ambiguous.

4.2 Empirical Application: Accounting for
Cross-Country Income Differences

A central goal of accounting-style studies of income differences is to decom-
pose those differences into the contributions of physical-capital accumula-
tion, human-capital accumulation, and other factors. Such a decomposition
has the potential to offer significant insights into cross-country income dif-
ferences. For example, if we were to find that differences in human-capital
accumulation account for most of income differences, this would suggest
that to understand income differences, we should focus on factors that affect
human-capital accumulation.

Two leading examples accounting-style income decompositions are those
performed by Hall and Jones (1999) and Klenow and Rodríguez-Clare (1997).
These authors measure differences in the accumulation of physical and
human capital, and then use a framework like the previous section’s to esti-
mate the quantitative importance of those differences to income differences.
They then measure the role of other forces as a residual.

Procedure

Hall and Jones and Klenow and Rodríguez-Clare begin by assuming, as we
did in the previous section, that output in a given country is a Cobb Douglas
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combination of physical capital and effective labor services:

Yi = K α
i (Ai Hi )

1−α , (4.12)

where i indexes countries. Since A’s contribution will be measured as a
residual, it reflects not just technology or knowledge, but all forces that
determine output for given amounts of physical capital and labor services.

Dividing both sides of (4.12) by the number of workers, L i , and taking
logs yields

ln
Yi

L i

= α ln
Ki

L i

+ (1 − α) ln
Hi

L i

+ (1 − α) ln Ai . (4.13)

The basic idea in these papers, as in growth accounting over time, is to
measure directly all the ingredients of this equation other than Ai and then
compute Ai as a residual. Thus (4.13) can be used to decompose differences
in output per worker into the contributions of physical capital per worker,
labor services per worker, and other factors.

Klenow and Rodríguez-Clare and Hall and Jones observe, however, that
this decomposition may not be the most interesting one. Suppose, for ex-
ample, that the level of A rises with no change in the saving rate or in
education per worker. The resulting higher output increases the amount of
physical capital (since the premise of the example is that the saving rate
is unchanged). When the country reaches its new balanced growth path,
physical capital and output are both higher by the same proportion as the
increase in A. The decomposition in (4.13) therefore attributes fraction α of
the long-run increase in output per worker in response to the increase in A
to physical capital per worker. It would be more useful to have a decompo-
sition that attributes all the increase to the residual, since the rise in A was
the underlying source of the increase in output per worker.

To address this issue, Klenow and Rodríguez-Clare and Hall and Jones,
following David (1977), subtract α ln(Yi /L i ) from both sides of (4.13). This
yields

(1 − α) ln
Yi

L i

=
(

α ln
Ki

L i

− α ln
Yi

L i

)
+ (1 − α) ln

Hi

L i

+ (1 − α) ln Ai

(4.14)

= α ln
Ki

Yi

+ (1 − α) ln
Hi

L i

+ (1 − α) ln Ai .

Dividing both sides by 1 − α gives us

ln
Yi

L i

= α

1 − α
ln

Ki

Yi

+ ln
Hi

L i

+ ln Ai . (4.15)

Equation (4.15) expresses output per worker in terms of physical-capital
intensity (that is, the capital-output ratio, K/Y ), labor services per worker,
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and a residual. It is no more correct than equation (4.13): both result from
manipulating the production function, (4.12). But (4.15) is more insightful
for our purposes: it assigns the long-run effects of changes in labor services
per worker and the residual entirely to those variables.

Data and Basic Results

Data on output and the number of workers are available from the Penn
World Tables. Hall and Jones and Klenow and Rodríguez-Clare estimate
physical-capital stocks using data on investment from the Penn World Tables
and reasonable assumptions about the initial stocks and depreciation. Data
on income shares suggest that α, physical capital’s share in the production
function, is around one-third for almost all countries (Gollin, 2002).

The hardest part of the analysis is to estimate the stock of labor services,
H . Hall and Jones take the simplest approach. They consider only years of
schooling. Specifically, they assume that Hi takes the form eφ(Ei )L i , where Ei

is the average number of years of education of workers in country i and φ(•)
is an increasing function. In the previous section, we considered the possi-
bility of a linear φ(•) function: φ(E ) = φE . Hall and Jones argue, however,
that the microeconomic evidence suggests that the percentage increase in
earnings from an additional year of schooling falls as the amount of schooling
rises. On the basis of this evidence, they assume that φ(E ) is a piecewise lin-
ear function with a slope of 0.134 for E below 4 years, 0.101 for E between
4 and 8 years, and 0.068 for E above 8 years.

Armed with these data and assumptions, Hall and Jones use expression
(4.15) to estimate the contributions of physical-capital intensity, schooling,
and the residual to output per worker in each country. They summarize
their results by comparing the five richest countries in their sample with
the five poorest. Average output per worker in the rich group exceeds the
average in the poor group by a stunning factor of 31.7. On a log scale, this is
a difference of 3.5. The difference in the average [α/(1−α)] ln(K/Y ) between
the two groups is 0.6; in ln(H/L ), 0.8; and in ln A, 2.1. That is, they find that
only about a sixth of the gap between the richest and poorest countries is
due to differences in physical-capital intensity, and that less than a quarter is
due to differences in schooling. Klenow and Rodríguez-Clare, using slightly
different assumptions, reach similar conclusions.

An additional finding from Hall and Jones’s and Klenow and Rodríguez-
Clare’s decompositions is that the contributions of physical capital, school-
ing, and the residual are not independent. Hall and Jones, for example, find a
substantial correlation across countries between their estimates of ln(Hi/Li )
and ln Ai (ρ = 0.52), and a modest correlation between their estimates of
[α/(1 − α)] ln(Ki /L i ) and ln Ai (ρ = 0.25); they also find a substantial correla-
tion between the two capital terms (ρ = 0.60).
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More Detailed Examinations of Human Capital

Hall and Jones’s and Klenow and Rodríguez-Clare’s decompositions have
been extended in numerous ways. For the most part, the extensions suggest
a larger role for variations in human capital and a smaller role for variations
in physical capital, with no clear change in the importance of the residual.4

Many of the extensions concern the role of human capital. Hall and Jones’s
calculations ignore all differences in human capital other than differences in
years of education. But there are many other sources of variation in human
capital. School quality, on-the-job training, informal human-capital acquisi-
tion, child-rearing, and even prenatal care vary significantly across countries.
The resulting differences in human capital may be large.

One way to incorporate differences in human-capital quality into the
analysis is to continue to use the decomposition in equation (4.15), but to
obtain a more comprehensive measure of human capital. A natural approach
to comparing the overall human capital of workers in different countries is
to compare the wages they would earn in the same labor market. Since
the United States has immigrants from many countries, this can be done by
examining the wages of immigrants from different countries in the United
States. Of course, there are complications. For example, immigrants are not
chosen randomly from the workers in their home countries, and they may
have characteristics (most obviously, their skills in English) that have a much
larger impact on their earnings in the United States than on their earnings in
their home countries. Nonetheless, looking at immigrants’ wages provides
important information about whether there are large differences in human-
capital quality.

This idea is pursued briefly by Klenow and Rodríguez-Clare, and more
fully by Hendricks (2002), Schoellman (2012), and Hendricks and Schoell-
man (2017). These studies all find that immigrants to the United States with
a given amount of education and experience typically earn somewhat but
not dramatically less when they come from lower-income countries. This
suggests that cross-country differences in human capital are larger than sug-
gested solely by differences in years of schooling, and that the role of the
residual is therefore smaller. It turns out, however, the treatment of the
complications mentioned above is very important to the quantitative in-
terpretation of this result. Most notably, the earlier studies conclude that
nonrandom selection of immigrants is not quantitatively large, and thus

4 The accounting approach has also been applied to various aspects of cross-country income
differences other than the decomposition into the contributions of physical-capital accumu-
lation, human-capital accumulation, and a residual. For example, as discussed in Section 1.7,
it has been used to estimate the role of misallocation of inputs in cross-country differences
in productivity; thus there it is being used to measure one source of variation in the residual
in Hall and Jones’s and Klenow and Rodríguez-Clare’s three-way decomposition. See Caselli
(2005) and Hsieh and Klenow (2010) for broader discussions of the accounting approach.
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that incorporating differences in human-capital quality does not have large
implications for the relative roles of differences in human-capital accumu-
lation and the residual. But the most recent work concludes that there is
strong positive selection of immigrants from poorer countries. That is, im-
migrants from poorer countries appear to have considerably higher home-
country earnings than workers who do not migrate. This implies that look-
ing at the human capital of immigrants from poor countries significantly
overstates the average human capital of workers in those countries which
in turn implies a larger role for human capital and a smaller role for the
residual in cross-country income differences.

The analysis of human capital has been extended in several other ways.
For example, Hendricks (2002) estimates the returns to different amounts of
education rather than imposing the piecewise linear form assumed by Hall
and Jones. His results suggest somewhat smaller differences in human capital
across countries, and hence somewhat larger differences in the residual. To
give another example, Lagakos, Moll, Porzio, Qian, and Schoellman (2016)
consider returns not to education but to experience, and find that they are
systemically lower in poorer countries. This finding points in the direction
of larger cross-country differences in human capital, and thus of a smaller
role of the residual.

As a final example, various studies try to relax the assumption of Hall and
Jones and Klenow and Rodríguez-Clare that low-skill and high-skill workers
are perfect substitutes in production. If they are complements, the typical
worker in a low-income country (who has low skills) may have low wages
in part not because output for a given set of inputs is low, but because he
or she has few high-skill workers to work with. And indeed, the premium
to having high skills is larger in poor countries. Hendricks (2002) finds that
when he chooses an elasticity of substitution between low-skill and high-
skill workers to fit the cross-country pattern of skill premiums, he is able to
explain a moderate additional part of cross-country income differences.

Finally, a general issue with decompositions along the lines of equa-
tion (4.15) that use broader measures of human capital is that they suffer
from a disadvantage like that of our preliminary decomposition, (4.13). Phys-
ical capital and output for given quantities of human and physical capital
are likely to affect human-capital accumulation for a given number of years
of education. For example, differences in the amount of physical capital in
schools are likely to lead to differences in school quality. If so, a rise in the
saving rate or the residual raises income per worker partly by increasing the
stock of human capital for a given number of years of education. With a
comprehensive measure of human capital, the decomposition in (4.15) as-
signs that portion of the rise in income to human capital. But just as the
decomposition in (4.15) is arguably more informative than the decomposi-
tion in (4.13), a decomposition that assigned such changes in human capital
to the underlying change in the saving rate or in the residual might be more
informative than one that assigns it to human capital.
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Unfortunately, researchers have not found a satisfactory way of addressing
this issue. For example, Klenow and Rodríguez-Clare investigate the possi-
bility of specifying a production function for human capital and then using
this to create an alternative decomposition. However, the results prove to
be very sensitive to the details of how the production function for human
capital is specified.

At this point, there is no general agreement about how these various is-
sues related to human capital alter the conclusions of Hall and Jones’s and
Klenow and Rodríguez-Clare’s original analyses. The consensus is that hu-
man capital is probably somewhat more important to cross-country income
differences than those authors find, but the issue of whether the difference
is large or small is unsettled.

More Detailed Examinations of Physical Capital

Hall and Jones’s and Klenow and Rodríguez-Clare’s decomposition has also
been extended on the physical-capital side. The most thorough extension
is that of Hsieh and Klenow (2007). Hsieh and Klenow begin by observing
that a lower capital-output ratio presumably reflects a lower average
investment-output ratio. They then note that, as a matter of accounting,
there are three possible sources of a lower investment-output ratio. First, and
most obviously, it can arise because the fraction of nominal income devoted
to investment is smaller. Second, it can arise because investment goods are
more costly (for example, because of distortionary policies or transporta-
tion costs), so that a given amount of investment spending yields a smaller
quantity of investment (Jones, 1994). And third, it can arise because nonin-
vestment goods have lower prices, which again has the effect that devoting
a given fraction of nominal income to investment yields a smaller quantity
of investment goods.

It has long been known that nontradable consumption goods, such as
haircuts and taxi rides, are generally cheaper in poorer countries; this is
the Balassa-Samuelson effect. The reasons for the effect are uncertain. One
possibility is that it arises because these goods use unskilled labor, which is
comparatively cheap in poor countries, more intensively. Another is that it
occurs because these goods are of lower quality in poor countries.

If lower income leads to lower prices of nontradable consumption goods,
this implies that a fall in H or A with the saving rate and the price of in-
vestment goods held fixed tends to lower the capital-output ratio. Thus,
although the decomposition in (4.15) (like the decomposition in [4.13]) is
not incorrect, it is probably more insightful to assign the differences in in-
come per worker that result from income’s impact on the price of nontrad-
ables, and hence on investment for a given saving rate, to the underlying
differences in H and A rather than to physical capital.
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To see how Hsieh and Klenow decompose differences in the investment-
output ratio into the contributions of the three determinants they identify,
consider for simplicity a country that produces nontradable and tradable
consumption goods and that purchases all its investment goods abroad. Let
QN and QT denote the quantities of the two types of consumption goods
that are produced in the country, and let I denote the quantity of invest-
ment goods purchased from abroad. Similarly, let PN , PT , and PI denote the
domestic prices of the three types of goods, and let P ∗

N , P ∗
T , and P ∗

I denote
their prices in a typical country in the world. Finally, assume that PT and
P ∗

T are equal.5

With these assumptions, the value of the country’s output at ‘‘world’’
prices is P ∗

N QN + P ∗
T QT , and the value of its investment at world prices

is P ∗
I I . Thus its investment-output ratio is P ∗

I I/(P ∗
N QN + P ∗

T QT ). We can
write this ratio as the product of three terms:

P ∗
I I

P ∗
N QN + P ∗

T QT

= PI I

PN QN + PT QT

P ∗
I

PI

PN

PT

QN + QT

P ∗
N

P ∗
T

QN + QT

. (4.16)

The three terms correspond to the three determinants of the investment-
output ratio described above. The first is the fraction of nominal income
devoted to investment; that is, loosely speaking, it is the economy’s saving
rate. The second is the world price relative to the domestic price of in-
vestment goods. The third reflects differences between the domestic and
world prices of nontradable consumption goods (recall that PT = P ∗

T by
assumption).

Hsieh and Klenow find that as we move from rich to poor countries, only
about a quarter of the decline in the investment-output ratio comes from
a fall in the saving rate; almost none comes from increases in the price of
investment goods (as would occur, for example, if poor countries imposed
tariffs and other barriers to the purchase of investment goods); and three-
quarters comes from the lower price of nontradable consumption goods.
Because only a small fraction of cross-country income differences is due to
variation in the capital-output ratio to begin with, this implies that only a
very small part is due to variation in the saving rate.

As we have discussed, the reasons that nontradable consumption goods
are cheaper in poorer countries are not fully understood. But if lower income
from any source tends to reduce the price of nontradables, this would mean
that reduced human-capital accumulation or a lower value of the residual
would reduce the investment-output ratio for a given saving rate, and so re-
duce the capital-output ratio. A decomposition that assigned the resulting

5 It is straightforward to extend the analysis to allow for the possibilities that PT �= P ∗
T

and that some investment goods are produced domestically.
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portion of cross-country income differences to human capital and the resid-
ual would show a greater role for differences in human capital and the resid-
ual, and since the remaining variation in the ratio of physical capital to
output is small almost none to physical capital.

4.3 Social Infrastructure

The analysis in the previous section tells us about the roles of physical-
capital accumulation, human-capital accumulation, and output for given
quantities of capital in cross-country income differences. But we would like
to go deeper and investigate the determinants of these sources of income
differences.

A leading candidate hypothesis is that differences in these determinants
of income stem largely from differences in what Hall and Jones call social
infrastructure. By social infrastructure, Hall and Jones mean institutions and
policies that align private and social returns to activities.6

There is a tremendous range of activities where private and social returns
may differ. They fall into two main categories. The first consists of various
types of investment. If an individual engages in conventional saving, acquires
education, or devotes resources to R&D, his or her private returns are likely
to fall short of the social returns because of taxation, expropriation, crime,
externalities, and so on.

The second category consists of activities intended for the individual’s
current benefit. An individual can attempt to increase his or her current
income through either production or diversion. Production refers to activ-
ities that increase the economy’s total output at a point in time. Diver-
sion, which we encountered in Section 3.4 under the name rent-seeking,
refers to activities that merely reallocate that output. The social return to
rent-seeking activities is zero by definition, and the social return to produc-
tive activities is the amount they contribute to output. As with investment,
there are many reasons the private returns to rent-seeking and to production
may differ from their social returns.

Discussions of diversion or rent-seeking often focus on its most obvious
forms, such as crime, lobbying for tax benefits, and frivolous lawsuits. Since
these activities use only small fractions of resources in advanced economies,
it is natural to think that rent-seeking is not of great importance in those
countries. But rent-seeking consists of much more than these pure forms.
Such commonplace activities as firms engaging in price discrimination, work-
ers providing documentation for performance evaluations, and consumers
clipping coupons have large elements of rent-seeking. Indeed, such everyday

6 This specific definition of social infrastructure is due to Jones.
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actions as locking one’s car or going to a concert early to try to get a ticket
involve rent-seeking. Thus substantial fractions of resources are probably
devoted to rent-seeking even in advanced countries. And it seems plausible
that the fraction is considerably higher in less developed countries. If this
is correct, differences in rent-seeking may be an important source of cross-
country income differences. Likewise, as described in Section 3.4, the extent
of rent-seeking in the world as a whole may be an important determinant
of worldwide growth.7

There are many different aspects of social infrastructure. It is useful to
divide them into three groups. The first group consists of features of the
government’s fiscal policy. For example, the tax treatment of investment
and marginal tax rates on labor income directly affect relationships between
private and social returns. Only slightly more subtly, high tax rates induce
such forms of rent-seeking as devoting resources to tax evasion and working
in the underground economy despite its relative inefficiency.

The second group of institutions and policies that make up social infra-
structure consists of factors that determine the environment that private
decisions are made in. If crime is unchecked or there is civil war or foreign
invasion, private rewards to investment and to activities that raise overall
output are low. At a more mundane level, if contracts are not enforced or
the courts’ interpretation of them is unpredictable, long-term investment
projects are unattractive. Similarly, competition, with its rewards for activi-
ties that increase overall output, is more likely when the government allows
free trade and limits monopoly power.

The final group of institutions and policies that constitute social infra-
structure are ones that affect the extent of rent-seeking activities by the
government itself. As Hall and Jones stress, although well-designed govern-
ment policies can be an important source of beneficial social infrastructure,
the government can be a major rent-seeker. Government expropriation, the
solicitation of bribes, and the doling out of benefits in response to lobbying
or to actions that benefit government officials can be important forms of
rent-seeking.

Because social infrastructure has many dimensions, poor social infra-
structure takes many forms. There can be Stalinist central planning where
property rights and economic incentives are minimal. There can be
‘‘kleptocracy’’ an economy run by an oligarchy or a dictatorship whose
main interest is personal enrichment and preservation of power, and which
relies on expropriation and corruption. There can be near-anarchy, where
property and lives are extremely insecure. And so on.

7 The seminal paper on rent-seeking is Tullock (1967). Rent-seeking is important to many
phenomena other than cross-country income differences. For example, Krueger (1974) shows
its importance for understanding the effects of tariffs and other government interventions,
and Posner (1975) argues that it is essential to understanding the welfare effects of monopoly.
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4.4 Empirical Application: Social
Infrastructure and Cross-Country Income
Differences

The idea that institutions and policies that affect the relationship between
private returns and social benefits are crucial to economic performance dates
back at least to Adam Smith. But it has recently received renewed attention.
One distinguishing feature of this recent work is that it attempts to provide
empirical evidence about the importance of social infrastructure.

A Regression Framework

In thinking about the evidence concerning the importance of social infras-
tructure, it is natural to consider a simple regression framework. Suppose
income in country i is determined by social infrastructure and other forces.
We can express this as

ln

(
Yi

L i

)
= a + bSIi + ei . (4.17)

Here Y/L is output per worker, SI is social infrastructure, and e reflects
other influences on income. Examples of papers that try to find measures
of social infrastructure and then estimate regressions in the spirit of (4.17)
include Sachs and Warner (1995); Knack and Keefer (1995); Mauro (1995);
Acemoglu, Johnson, and Robinson (2001); and Hall and Jones. These papers
investigate both the magnitude of social infrastructure’s effect on income
and the fraction of the cross-country variation in income that is due to
variations in social infrastructure. The hypothesis that social infrastructure is
critical to income differences predicts that it is the source of a large fraction
of those differences.

Attempts to estimate relationships like (4.17) must confront two major
problems. The first is the practical one of how to measure social infrastruc-
ture. The second is the conceptual one of how to obtain accurate estimates
of the parameters in (4.17) given a measure of social infrastructure.

For the moment, assume that we have a perfect measure of social in-
frastructure, and focus on the second problem. Equation (4.17) looks like
a regression. Thus it is natural to consider estimating it by ordinary least
squares (OLS). And indeed, many papers estimating the effects of social in-
frastructure use OLS regressions.

For OLS to produce unbiased estimates, the right-hand-side variable (here,
social infrastructure) must be uncorrelated with the residual (here, other
influences on income per worker). So to address the question of whether
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OLS is likely to yield reliable estimates of social infrastructure’s impact on
income, we must think about whether social infrastructure is likely to be
correlated with other influences on income.

Unfortunately, the answer to that question appears to be yes. Suppose,
for example, that cultural factors, such as religion, have important effects
on income that operate through channels other than social infrastructure.
Some religions may instill values that promote thrift and education and that
discourage rent-seeking. It seems likely that countries where such religions
are prevalent would tend to adopt institutions and policies that do a rela-
tively good job of aligning private and social returns. Thus there would be
positive correlation between social infrastructure and the residual.

To give another example, suppose geography has an important direct
impact on income. Some climates may be unfavorable to agriculture and
favorable to disease, for example. The fact that countries with worse climates
are poorer means they have fewer resources with which to create good
social infrastructure. Thus again there will be correlation between social
infrastructure and the residual.8

In short, OLS estimates of (4.17) are likely to suffer from omitted-variable
bias. Omitted-variable bias is a pervasive problem in empirical work in
economics.

The solution to omitted-variable bias is to use instrumental variables (IV)
rather than OLS. The intuition behind IV estimation is easiest to see using
the two-stage least squares interpretation of instrumental variables. What
one needs are variables correlated with the right-hand-side variables but not
systematically correlated with the residual. Once one has such instruments,
the first-stage regression is a regression of the right-hand-side variable, SI,
on the instruments. The second-stage regression is then a regression of the
left-hand-side variable, ln(Y/L ), on the fitted value of SI from the first-stage

regression, ŜI. That is, think of rewriting (4.17) as

ln
Yi

L i

= a + bŜIl + b(SIi − ŜIl ) + ei

(4.18)
≡ a + bŜIl + ui ,

and then estimating the equation by OLS. u consists of two terms, e and
b(SI − ŜI ). By assumption, the instruments used to construct ŜI are not
systematically correlated with e . And since ŜI is the fitted value from a
regression, by construction it is not correlated with the residual from

8 We will return to the subject of geography and cross-country income differences in
Section 4.5. There, we will encounter another potential source of correlation between direct
geographic influences on income and social infrastructure.
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that regression, SI − ŜI . Thus regressing ln(Y/L ) on ŜI yields a valid estimate
of b .9

Thus, the key to addressing the second problem how to estimate (4.17)
is to find valid instruments. Before discussing that issue, let us return to the
first problem how to measure social infrastructure. It is clear that any mea-
sure of social infrastructure will be imperfect. Let SI ∗ denote ‘‘true’’ social
infrastructure, and let ŜI denote measured social infrastructure. The under-
lying relationship of interest is that between true social infrastructure and
income:

ln

(
Yi

L i

)
= a + bSI ∗

i + ei . (4.19)

True social infrastructure equals measured social infrastructure plus the
difference between true and measured social infrastructure: SI∗i = S̃Ii +(
SI ∗

i − S̃Ii ). This allows us to rewrite (4.19) in terms of observables and
other factors:

ln
Yi

L i

= a + bS̃Ii + b(SI ∗
i − ŜIi ) + e i

(4.20)
≡ a + bS̃Ii + vi .

To consider what happens if we estimate (4.20) by OLS, consider the case
of classical measurement error : S̃Ii = SI ∗

i + wi , where w is uncorrelated with
SI ∗. In this case, the right-hand-side variable in the regression is SI∗ +w, and
one component of the composite residual, v, is −bw. Thus if b is positive,
the measurement error causes negative correlation between the right-hand-
side variable and the residual. Thus again there is omitted-variable bias, but
now it biases the estimate of b down rather than up.

Since measurement error leads to omitted-variable bias, the solution is
again instrumental variables. That is, to obtain valid estimates of the impact
of social infrastructure on income, we need to find variables that are not
systematically correlated both with the measurement error in social infras-
tructure (the b(SI ∗− ŜI ) component of the composite residual in [4.20], v)
and with forces other than social infrastructure that affect income (the e
component).

9 The fact that ŜI is based on estimated coefficients causes two complications. First, the un-
certainty about the estimated coefficients must be accounted for in finding the standard error
in the estimate of b; this is done in the usual formulas for the standard errors of instrumental-
variables estimates. Second, the fact that the first-stage coefficients are estimated introduces
some correlation between ŜI and e in the same direction as the correlation between SI and
e . This correlation disappears as the sample size becomes large; thus IV is consistent but not
unbiased. If the instruments are only moderately correlated with the right-hand-side variable,
however, the bias in finite samples can be large. See, for example, Stock and Yogo (2005).
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Implementation and Results

One of the most serious attempts to use a regression approach to examine
social infrastructure’s effect on income is Hall and Jones’s. As their mea-
sure of social infrastructure, S̃I, Hall and Jones use an index based on two
variables. First, companies interested in doing business in foreign countries
often want to know about the quality of countries’ institutions. As a result,
there are consulting firms that construct measures of institutional quality
based on a mix of objective data and subjective assessments. Following ear-
lier work by Knack and Keefer (1995) and Mauro (1995), Hall and Jones use
one such measure, an index of ‘‘government anti-diversion policies’’ based
on assessments by the company Political Risk Services. The second variable
that enters Hall and Jones’s measure is an index of openness or market-
orientation constructed by Sachs and Warner (1995).

In selecting instruments, Hall and Jones argue that the main channel
through which Western European, and especially British, influence affected
incomes in the rest of the world was social infrastructure. They therefore
propose four instruments: the fraction of a country’s population who are
native speakers of English; the fraction who are native speakers of a major
European language (English, French, German, Portuguese, or Spanish); the
country’s distance from the equator; and a measure of geographic influences
on openness to trade constructed by Frankel and D. Romer (1999).

Unfortunately, as Hall and Jones recognize, the case for the validity of
these instruments is far from compelling. For example, distance from the
equator is correlated with climate, which may directly affect income. Geo-
graphic proximity to other countries may affect income through channels
other than social infrastructure. And Western European influence may op-
erate through channels other than social infrastructure, such as culture.

Nonetheless, it is interesting to examine Hall and Jones’s results, which
are generally representative of the findings of regression-based efforts to es-
timate the role of social infrastructure in cross-country income differences.
There are three main findings. First, the estimated impact of social infras-
tructure on income is quantitatively large and highly statistically signifi-
cant. Second, variations in social infrastructure appear to account for a large
fraction of cross-country income differences.10 And third, the IV estimates
are substantially larger than the OLS estimates. This could arise because
measurement error in social infrastructure is a larger problem with the
OLS regression than correlation between omitted influences on growth and
true social infrastructure. Or, more troublingly, it could occur because the

10 When there is important measurement error in the right-hand-side variable, interpreting
the magnitudes of the coefficient estimate and estimating the fraction of the variation in the
left-hand-side variable that is due to variation in the true right-hand-side variable are not
straightforward. Hall and Jones provide a careful discussion of these issues.
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instruments are positively correlated with omitted influences on growth, so
that the IV estimates are biased upward.

Natural Experiments

In light of the limitations of the regression-based tests, Olson (1996) argues
for a different approach.11 Specifically, he argues that the experiences of
divided countries provide powerful evidence concerning the importance
of social infrastructure. For most of the post-World War II period, both
Germany and Korea were divided into two countries. Similarly, Hong Kong
and Taiwan were separated from China. Many variables that might affect in-
come, such as climate, natural resources, initial levels of physical and human
capital, and cultural attitudes toward work, thrift, and entrepreneurship,
were similar in the different parts of these divided areas. Their social infras-
tructures, however, were very different: East Germany, North Korea, and
(for several decades) China were communist, while West Germany, South
Korea, Hong Kong, and Taiwan had relatively free-market economies.

In effect, these cases provide natural experiments for determining the
effects of social infrastructure. If economies were laboratories, economists
could take relatively homogeneous countries and divide them in half; they
could then randomly assign one type of social infrastructure to one half and
another type to the other, and examine the halves’ subsequent economic
performances. Since the social infrastructures would be assigned randomly,
the possibility that there were other factors causing both the differences
in social infrastructure and the differences in economic performance could
be ruled out. And since the countries would be fairly homogeneous before
their divisions, the possibility that the different halves would have large dif-
ferences on dimensions other than social infrastructure simply by chance
would be minimal.

Unfortunately for economic science (though fortunately for other rea-
sons), economies are not laboratories. The closest we can come to a labo-
ratory experiment is when historical developments happen to bring about
situations similar to those of an experiment. The cases of the divided regions
fit this description almost perfectly. The regions that were divided (partic-
ularly Germany and Korea) were fairly homogeneous initially, and the enor-
mous differences in social infrastructure between the different parts were
the result of minor details of geography.

The results of these natural experiments are clear-cut: social infrastruc-
ture matters. In every case, the market-oriented regimes were dramatically
more successful economically than the communist ones. When China began

11 See also the historical evidence in Baumol (1990) and DeLong and Shleifer (1993).
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its move away from communism around 1980, Hong Kong had achieved a
level of income per person between 15 and 20 times larger than China,
and Taiwan had achieved a level between 5 and 10 times larger. When
Germany was reunited in 1990, income per person was about 21/2 times
larger in the West than in the East. And although we have no reliable data
on output in North Korea, the available evidence suggests that the income
gap between South and North Korea is even larger than the others. Thus in
the cases of these very large cross-country income differences, differences
in social infrastructure appear to have been crucial. More importantly, the
evidence provided by these historical accidents strongly suggests that social
infrastructure has a large effect on income.

Although the natural-experiment and regression approaches appear very
different, the natural-experiment approach can in fact be thought of as
a type of instrumental-variables estimation. Consider an instrument that
equals plus one for the capitalist halves of divided countries, minus one
for the communist halves, and zero for all other countries.12 Running an
IV regression of income on measured social infrastructure using this instru-
ment uses only the information from the differences in social infrastructure
and income in the divided countries, and so is equivalent to focusing on
the natural experiment. Thus one can think of a natural experiment as an
instrumental-variables approach using an instrument that captures only a
very small, but carefully chosen, portion of the variation in the right-hand-
side variable. And at least in this case, this approach appears to provide more
compelling evidence than approaches that try to use much larger amounts
of the variation in the right-hand-side variable.

4.5 Beyond Social Infrastructure

Social infrastructure is an extremely broad concept, encompassing aspects
of economies ranging from the choice between capitalism and communism
to the details of the tax code. This breadth is unsatisfying both scientifically
and normatively. Scientifically, it makes the hypothesis that social infrastruc-
ture is important to cross-country income differences very hard to test. For
example, persuasive evidence that one specific component of social infras-
tructure had no impact on income would leave many other components
that could be important. Normatively, it means that the hypothesis that
social infrastructure is crucial to income does not have clear implications
about what specific institutions or policies policymakers should focus on in
their efforts to raise incomes in poor countries.

12 For simplicity, this discussion neglects the fact that China is paired with both Hong
Kong and Taiwan in Olson’s natural experiment.
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Thus, we would like to move beyond the general statement that social
infrastructure is important. This section discusses three ways that current
research is trying to do this.

Looking within Social Infrastructure

One way to move beyond the view that social infrastructure is important
is to be more specific about what features of it matter. Ideally, we could
identify a specific subset of institutions and policies that are critical to cross-
country income differences, or provide a list of different elements of social
infrastructure with weights attached to each one.

Our current knowledge does not come close to this ideal. Rather, re-
search is actively considering a range of features of social infrastructure. For
example, Glaeser, La Porta, Lopez-de-Silanes, and Shleifer (2004) and, espe-
cially, Jones and Olken (2005) ask whether ‘‘policies’’ defined as features
of social infrastructure that can be changed by a country’s leaders, with no
change in the institutions that determine how leaders are chosen or how
they exercise their power are important to growth. Another line of work
examines whether institutional constraints on executive power are impor-
tant to economic performance. North (1981) argues that they are critical,
while Glaeser, La Porta, Lopez-de-Silanes, and Shleifer argue that they are of
little importance.

Many other papers (and many informal arguments) single out specific
features of social infrastructure and argue that they are particularly impor-
tant. Examples include the security of property rights, political stability,
market orientation, and lack of corruption. Unfortunately, obtaining persua-
sive evidence about the effects of a specific aspect of social infrastructure is
very hard. Countries that perform well on one measure of social infrastruc-
ture tend to do well on others. Thus a cross-country regression of income
on a specific feature of social infrastructure is subject to potentially severe
omitted-variable bias: the right-hand-side variable is likely to be correlated
not just with determinants of income other than social infrastructure, but
also with other elements of social infrastructure. And because social infras-
tructure is multifaceted and hard to measure, we cannot simply control for
those other elements.

In the absence of a way to comprehensively analyze the effects of each
component of social infrastructure, researchers search for tools that provide
insights into the roles of particular components. The work of Jones and
Olken on policies is an excellent example of this approach. Their strategy
is to look at what happens to growth in the wake of essentially random
deaths of leaders from accident or disease. One would expect such deaths
to result in changes in policies, but generally not in institutions. Thus ask-
ing whether growth rates change unusually (in either direction) provides a
test of whether policies are important. Jones and Olken find strong evidence
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of such changes. Thus their strategy allows them to learn about whether a
subset of social infrastructure is important. It does not, however, allow them
to address more precise questions, such as the relative importances of poli-
cies and deep institutions to income differences or what specific policies
are important.

The Determinants of Social Infrastructure

The second way that current research is attempting to look more deeply
into social infrastructure is by examining its determinants. Unfortunately,
there has been relatively little work on this issue. Our knowledge consists
of little more than speculation and scraps of evidence.

One set of speculations focuses on incentives, particularly those of indi-
viduals with power under the existing system. The clearest example of the
importance of incentives to social infrastructure is provided by absolute
dictators. An absolute dictator can expropriate any wealth that individuals
accumulate; but the knowledge that dictators can do this discourages indi-
viduals from accumulating wealth in the first place. Thus for the dictator to
encourage saving and entrepreneurship, he or she may need to give up some
power. Doing so might make it possible to make everyone, including the
dictator, much better off. But in practice, it is difficult for a dictator to do
this in a way that does not involve some risk of losing power (and perhaps
much more) entirely. Further, the dictator is likely to have little difficulty in
amassing large amounts of wealth even in a poor economy. Thus he or she is
unlikely to accept even a small chance of being overthrown in return for a
large increase in expected wealth. The result may be that an absolute dicta-
tor prefers a social infrastructure that leads to low average income (DeLong
and Shleifer, 1993; North, 1981; Jones and Vollrath, 2013, Chapter 7).

Similar considerations may be relevant for others who benefit from an
existing system, such as bribe-taking government officials and workers earn-
ing above-market wages in industries where production occurs using labor-
intensive, inefficient technologies. If the existing system is highly inefficient,
it should be possible to compensate these individuals generously for agree-
ing to move to a more efficient system. But again, in practice we rarely
observe such arrangements, and as a result these individuals have a large
stake in the continuation of the existing system.13

A second set of speculations focuses on factors that fall under the head-
ing of culture. Societies have fairly persistent characteristics arising from re-
ligion, family structure, and so on that can have important effects on social

13 See Shleifer and Vishny (1993) and Parente and Prescott (1999). Acemoglu and Robinson
(2000, 2006) argue that it is individuals who benefit economically under the current system
and would lose politically if there were reform (and who therefore ex post cannot protect
any compensation they had been given to accept the reform) who prevent moves to more
efficient systems.
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infrastructure. For example, different religions suggest different views about
the relative importance of tradition, authority, and individual initiative. The
implicit or explicit messages of the prevailing religion about these factors
may influence individuals’ views, and may in turn affect society’s choice of
social infrastructure. To give another example, there seems to be consider-
able variation across countries in norms of civic responsibility and in the
extent to which people generally view one another as trustworthy (Knack
and Keefer, 1997; La Porta, Lopez-de-Silanes, Shleifer, and Vishny, 1997).
Again, these difference are likely to affect social infrastructure. As a final ex-
ample, countries differ greatly in their ethnic diversity, and countries with
greater ethnic diversity appear to have less favorable social infrastructure
(Easterly and Levine, 1997; Alesina, Devleeschauwer, Easterly, Kurlat, and
Wacziarg, 2003).

A third set of ideas focuses on geography. For example, recall that in
their analysis of social infrastructure and income, Hall and Jones’s instru-
ments include geographic variables. Their argument is that geography has
been an important determinant of exposure to Western European ideas and
institutions, and hence of social infrastructure. We will return to this issue
shortly, when we discuss the large income differences between temperate
and tropical countries.

A final set of speculations focuses on individuals’ beliefs about what types
of policies and institutions are best for economic development. For example,
Sachs and Warner (1995) emphasize that in the early postwar period, the
relative merits of state planning and markets were not at all clear. The major
market economies had just been through the Great Depression, while the
Soviet Union had gone from a backward economy to one of the world’s lead-
ing industrial countries in just a few decades. Reasonable people disagreed
about the merits of alternative forms of social infrastructure. As a result,
one important source of differences in social infrastructure was differences
in leaders’ judgments.

The combination of beliefs and incentives in the determination of social
infrastructure creates the possibility of ‘‘vicious circles’’ in social infrastruc-
ture. A country may initially adopt a relatively centralized, interventionist
system because its leaders sincerely believe that this system is best for the
majority of the population. But the adoption of such a system creates groups
with interests in its continuation. Thus even as the evidence accumulates
that other types of social infrastructure are preferable, the system is very
difficult to change. This may capture important elements of the determi-
nation of social infrastructure in many sub-Saharan African countries after
they became independent (Krueger, 1993).

Other Sources of Cross-Country Income Differences

The third way that current research is trying to go beyond the general
hypothesis that social infrastructure is important to income differences is by
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investigating other potential sources of those differences. To the extent that
this work is just trying to identify additional determinants, it complements
the social-infrastructure view. But to the extent that it argues that those
other determinants are in fact crucial, it challenges the social-infrastructure
view.

Like work on the determinants of social infrastructure, work on other
sources of income differences is at an early and speculative stage. There is
another important parallel between the two lines of work: they emphasize
many of the same possibilities. In particular, both culture and geography
have the potential to affect income not just via social infrastructure, but
directly.

In the case of culture, it seems clear that views and norms about such
matters as thrift, education, trust, and the merits of material success could
directly affect economic performance. Clark (1987) and Landes (1998) argue
that these direct effects are important, but the evidence on this issue is very
limited.

In the case of geography, one line of work argues that the lower incomes
of tropical countries are largely the direct result of their geographies. We
will discuss this work below. Another line of work focuses on geographic
determinants of economic interactions: geographic barriers can reduce in-
comes not just by decreasing exposure to beneficial institutions and poli-
cies, but also by decreasing trade and specialization and reducing exposure
to new ideas (see, for example, Nunn and Puga, 2012).

A very different alternative to social infrastructure stresses externalities
from capital. In this view, human and physical capital earn less than their
marginal products. High-skill workers create innovations, which benefit all
workers, and increase other workers’ human capital in ways for which they
are not compensated. The accumulation of physical capital causes workers
to acquire human capital and promotes the development of new techniques
of production; again, the owners of the capital are not fully compensated
for these contributions. We encountered such possibilities in the learning-
by-doing model of Section 3.4. If such externalities are important and if
they are to an important extent localized, so that they have the potential
to contribute to cross-country income differences Klenow and Rodríguez-
Clare’s and Hall and Jones’s accounting exercises are largely uninformative:
when capital has positive externalities, a decomposition that uses its private
returns to measure its marginal product understates its importance.

This view implies that focusing on social infrastructure in general is
misplaced, and that the key determinants of income differences are what-
ever forces give rise to differences in capital accumulation. This would
mean that only aspects of social infrastructure that affect capital accumula-
tion are important, and that factors other than social infrastructure that
affect capital accumulation, such as cultural attitudes toward thrift and
education, are important as well.

Although externalities from capital attracted considerable attention in
early work on new growth theory, several types of evidence suggest that
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they are not crucial to cross-country income differences. First, the hypoth-
esis of large positive externalities from physical capital predicts that an in-
crease in the saving rate raises income by even more than conventional
growth-accounting calculations imply. Thus the absence of a noticeable cor-
relation between the saving rate and income is consistent with this view
only if there are negative influences on income that are correlated with the
saving rate.

Second, there is no compelling microeconomic evidence of localized ex-
ternalities from capital large enough to account for the enormous income
differences we observe. Third, highly statist economies have often been very
successful at the accumulation of physical and human capital, and at achiev-
ing higher capital-output ratios than their market-oriented counterparts. But
these countries’ economic performance has been generally dismal.

Finally, Bils and Klenow (2000) observe that we can use the simple fact
that there is not technological regress to place an upper bound on the ex-
ternalities from human capital. In the United States and other industrialized
countries, the average education of the labor force has been rising at an
average rate of about 0.1 years each year. An additional year of education
typically raises an individual’s earnings by about 10 percent. If the social re-
turn to education were double this, increases in education would be raising
average output per worker by about 2 percent per year (see equation [4.15],
for example). But this would account for essentially all growth of output per
worker. Since technology cannot be regressing, we can conclude that the
social return to education cannot be greater than this. And if we are confi-
dent that technology is improving, we can conclude that the social return
to education is less than this.

For these reasons, recent work on cross-country income differences for
the most part does not emphasize externalities from capital.

Empirical Application: Geography, Colonialism, and Economic
Development

A striking fact about cross-country income differences is that average in-
comes are much lower closer to the equator. Figure 4.1, from Bloom and
Sachs (1998), shows this pattern dramatically. Average incomes in countries
within 20 degrees of the equator, for example, are less than a sixth of those
in countries at more than 40 degrees of latitude.

As we have discussed, one possible reason for this pattern is that the
tropics have characteristics that directly reduce income. This idea has a long
history, and has been advocated more recently by Diamond (1997), Bloom
and Sachs (1998), and others. These authors identify numerous geographic
disadvantages of the tropics. Some, such as environments more conducive to
disease and climates less favorable to agriculture, are direct consequences of
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FIGURE 4.1 Geography and income (from Bloom and Sachs, 1998; used with
permission)

tropical locations. Others, such as the fact that relatively little of the world’s
land is in the tropics (which reduces opportunities for trade and incentives
for innovations that benefit the tropics), are not inherently tied to tropical
locations, but are nonetheless geographic disadvantages.

The hypothesis that the tropics’ poverty is a direct consequence of geog-
raphy has a serious problem, however: social infrastructure is dramatically
worse in the tropics. The measures of social infrastructure employed by
Sachs and Warner (1995), Mauro (1995), and Knack and Keefer (1995) all
show much lower levels of social infrastructure in the tropics. The coun-
tries’ poor social infrastructure is almost surely not a consequence of their
poverty. For example, social infrastructure in much of Europe a century ago
was much more favorable than social infrastructure in most of Africa today.

Examining why tropical countries are poor therefore has the potential to
shed light on two of the three issues that are the focus of this section. The
first is the determinants of social infrastructure: what is it about tropical
countries that causes them to have poor social infrastructure? The second is
the determinants of income other than social infrastructure: does geography
have important direct effects on income, or does its impact operate largely
through social infrastructure?

With regard to the first question, Acemoglu, Johnson, and Robinson (2001,
2002) and Engerman and Sokoloff (2002) argue that what links geogra-
phy and poor social infrastructure is colonialism. In their view, differences
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between tropical and temperate areas at the time of colonization (which
were largely the result of geography) caused the Europeans to colonize
them differently. These different strategies of colonization affected subse-
quent institutional development, and so are a crucial source of differences
in social infrastructure today.

The specific determinants of colonization strategy that these papers fo-
cus on differ. In their 2001 paper, Acemoglu, Johnson, and Robinson empha-
size the disease environment. They argue that Europeans faced extremely
high mortality risks in tropical areas, particularly from malaria and yellow
fever, and that their death rates in temperate regions were similar to (and
in some cases less than) those in Europe. They then argue that in the
high-disease environments, European colonizers established ‘‘extractive
states’’ authoritarian institutions designed to exploit the areas’ population
and resources with little settlement, and with minimal property rights or in-
centives to invest for the vast majority of the population. In the low-disease
environments, they established ‘‘settler colonies’’ with institutions broadly
similar to those in Europe.

In their 2002 paper, Acemoglu, Johnson, and Robinson focus on the ex-
isting level of development in the colonized areas. In regions that were
more densely populated and had more developed institutions, establishing
extractive states was more attractive (because there was a larger popula-
tion to exploit and an existing institutional structure that could be used
in that effort) and establishing settler colonies more difficult. The result,
Acemoglu, Johnson, and Robinson argue, was a ‘‘great reversal’’: among the
areas that were colonized, those that were the most developed on the eve
of colonization are the least developed today.

Engerman and Sokoloff argue that another geographic characteristic had
a large effect on colonization strategies: conduciveness to slavery. A major-
ity of the people who came to the Americas between 1500 and 1800 came
as slaves, and the extent of slavery varied greatly across different regions.
Engerman and Sokoloff argue that geography was key: although all the col-
onizing powers accepted slavery, slavery flourished mainly in areas suitable
to crops that could be grown effectively on large plantations with heavy
use of manual labor. These initial differences in colonization strategy,
Engerman and Sokoloff argue, had long-lasting effects on the areas’ politi-
cal and institutional development.

Acemoglu, Johnson, and Robinson and Engerman and Sokoloff present
compelling evidence that there were large differences in colonization strate-
gies. And these differences are almost surely an important source of dif-
ferences in social infrastructure today. However, both the reasons for the
differences in colonization strategies and the channels through which the
different strategies led to differences in institutions are not clear.

With regard to the reasons for the differences in colonization strategies,
researchers have made little progress in determining the relative importance



Romer-3931312--That book January 11, 2018 17:25 177

4.5 Beyond Social Infrastructure 177

of the different reasons the three papers propose for the differences. More-
over, the evidence in Acemoglu, Johnson, and Robinson’s 2001 paper is the
subject of considerable debate. Albouy (2012) reexamines the data on set-
tler mortality and finds that in many cases the best available data suggest
that mortality was lower in the tropics and higher in temperate regions than
in the figures used by Acemoglu, Johnson, and Robinson. He finds that as a
result, the statistical relationship between modern social infrastructure and
settler mortality is much weaker than found by Acemoglu, Johnson, and
Robinson.14

With regard to the channels through which the differences in coloniza-
tion strategies affected institutional development, Acemoglu, Johnson, and
Robinson stress the distinction between extractive states and settler colo-
nies and the resulting effects on the strength of property rights. Engerman
and Sokoloff, in contrast, stress the impact of colonization strategies on polit-
ical and economic inequality, and the resulting effects on the development
of democracy, public schooling, and other institutions. Another possibility
is that there was greater penetration of European ideas, and hence European
institutions, in regions more heavily settled by Europeans.

Now turn to the second issue that the poverty of tropical countries may
be able to shed light on whether geography has important direct effects on
income. Here Acemoglu, Johnson, and Robinson take a strong view (partic-
ularly in their 2001 paper). They argue that it is only through their past im-
pact on institutional development that the geographic factors have impor-
tant effects on income today. For example, yellow fever, which they argue
had important effects on colonization strategies and subsequent institu-
tional development, has been largely eradicated throughout the world. Thus
it cannot be a direct source of income differences today.

Unfortunately, however, the evidence on this issue is inconclusive. Con-
sider the negative correlation between the prevalence of yellow fever a cen-
tury or two ago and income today. Clearly, this cannot reflect any effects
of current risk of yellow fever, since that risk is minimal everywhere. But it
does not follow that it reflects long-lasting effects (through institutions or
other channels) of past risk of yellow fever. It could equally well reflect the
effects of other variables that are correlated with past risk of yellow fever
and that directly affect income today, such as risk of other tropical diseases,
climates poorly suited to agriculture, and so on. Thus the issue of whether
the direct effects of geography are important remains unsettled.15

14 See Acemoglu, Johnson, and Robinson (2012) for their response to Albouy’s analysis.
15 Other papers that address the issue of geography versus institutions include Easterly and

Levine (2003); Sachs (2003); Rodrik, Subramanian, and Trebbi (2004); and Glaeser, La Porta,
Lopez-de-Silanes, and Shleifer (2004).
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Conclusion: ‘‘Five Papers in Fifteen Minutes’’

The state of our understanding of the enormous differences in standards of
living across the world is mixed. On the one hand, we are far from having a
clear quantitative understanding of the ultimate determinants of those dif-
ferences. And we are even farther from being able to quantitatively assess
the contributions that different policies would make to the incomes of poor
countries. On the other hand, our knowledge is advancing rapidly. Our un-
derstanding of the proximate determinants of income has been revolution-
ized over the past 20 years and is continuing to advance impressively. And
work on deeper determinants is a cauldron of new ideas and new evidence.

When I teach this material to my students, to illustrate the ferment and
excitement of current research, I conclude with a short section I call “Five
Papers in Fifteen Minutes.” The idea is that there is so much current work
that is of high quality and potentially important that it is not possible to
do more than give a flavor of it. Some of the papers are accounting-based,
some are statistical, some are almost entirely about measurement, and some
have large doses of theory. What unites them is that they all provide impor-
tant insights into cross-country income differences and the low incomes of
poor countries. The current list is Schmitz (2005); Hsieh and Klenow (2009);
Putterman and Weil (2010); Henderson, Storeygard, and Weil (2010);
Albouy (2012); Lagakos (2016); Schoellman (2016); and Hendricks and
Schoellman (2017).16

4.6 Differences in Growth Rates

Our discussion so far has focused on differences in countries’ average lev-
els of income per person. But recall from Section 1.1 that relative incomes
are not fixed; they often change by large amounts, sometimes in just a few
decades. It is therefore natural to ask what insights our discussion of differ-
ences in income levels provides about differences in income growth.

Convergence to Balanced Growth Paths

We begin with the case where the underlying determinants of long-run
relative income per person across countries are constant over time. That is,
we begin by ignoring changes in relative saving rates, years of education,
and long-run determinants of output for a given set of inputs.

16 The careful reader will notice that there are more than five papers on this list. This
reflects the fact that so much important research is being done that it is hard to limit the list
to five. The even more careful reader will notice that one of the papers is about changes in
productivity in a specific industry in the United States and Canada. This reflects the fact that
one can obtain insights into the sources of low incomes in many ways.
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Countries’ incomes do not jump immediately to their long-run paths. For
example, if part of a country’s capital stock is destroyed in a war, capital
returns to its long-run path only gradually. During the return, capital per
worker is growing more rapidly than normal, and so output per worker is
growing more rapidly than normal. More generally, one source of differ-
ences in growth rates across countries is differences in the countries’ initial
positions relative to their long-run paths. Countries that begin below their
long-run paths grow more rapidly than countries that begin above.

To see this more formally, assume for simplicity that differences in output
per worker across countries stem only from differences in physical capital
per worker. That is, human capital per worker and output for given in-
puts are the same in all countries. Assume that output is determined by a
standard production function, Yi (t ) = F (Ki (t ),A(t )L i (t )), with constant re-
turns. Because of the constant-returns assumption, we can write output per
worker in country i as

Yi (t )

L i (t )
= A(t ) f (ki (t )). (4.21)

(As in our earlier models, k ≡ K/(AL) and f (k) ≡ F (k,1).) By assumption, the
path of A is the same in all countries. Thus (4.21) implies that differences
in growth come only from differences in the behavior of k.

In the Solow and Ramsey models, each economy has a balanced-growth-
path value of k, and the rate of change of k is approximately proportional
to its departure from its balanced-growth-path value (see Sections 1.5 and
2.6). If we assume that the same is true here, we have

ki (t ) = λ [k∗
i − ki (t )], (4.22)

where k∗
i is the balanced-growth-path value of k in country i and λ > 0

is the rate of convergence. Equation (4.22) implies that when a country is
farther below its balanced growth path, its capital per unit of effective labor
rises more rapidly, and so its growth in income per worker is greater.

There are two possibilities concerning the values of k∗
i . The first is that

they are the same in all countries. In this case, all countries have the same
income per worker on their balanced growth paths. Differences in average
income stem only from differences in where countries stand relative to the
common balanced growth path. Thus in this case, the model predicts that
the lower a country’s income per person, the faster its growth. This is known
as unconditional convergence.

Unconditional convergence provides a reasonably good description of
differences in growth among the industrialized countries in the postwar
period. Long-run fundamentals saving rates, levels of education, and in-
centives for production rather than diversion are broadly similar in these
countries. Yet, because World War II affected the countries very differently,
they had very different average incomes at the beginning of the postwar
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period. For example, average incomes in Japan and Germany were far below
those in the United States and Canada. Thus the bulk of the variation in ini-
tial income came from differences in where countries stood relative to their
long-run paths rather than from differences in those paths. As a result, the
industrialized countries that were the poorest at the start of the postwar
period grew the fastest over the next several decades (Dowrick and Nguyen,
1989; Mankiw, D. Romer, and Weil, 1992).

The other possibility is that the k∗
i ’s vary across countries. In this case,

there is a persistent component of cross-country income differences. Coun-
tries that are poor because their saving rates are low, for example, will
have no tendency to grow faster than other countries. But differences that
stem from countries being at different points relative to their balanced
growth paths gradually disappear as the countries converge to those bal-
anced growth paths. That is, the model predicts conditional convergence:
countries that are poorer after controlling for the determinants of income on
the balanced growth path grow faster (Barro and Sala-i-Martin, 1991, 1992;
Mankiw, Romer, and Weil, 1992).

These ideas extend to situations where initial income differences do
not arise just from differences in physical capital. With human capital, as
with physical capital, capital per worker does not move immediately to its
long-run level. For example, if the young spend more years in school than
previous generations, average human capital per worker rises gradually as
new workers enter the labor force and old workers leave. Similarly, work-
ers and capital cannot switch immediately and costlessly between rent-
seeking and productive activities. Thus the allocation of resources between
these activities does not jump immediately to its long-run level. Again, coun-
tries that begin with incomes below their long-run paths experience periods
of temporarily high growth as they move to their long-run paths.

Changes in Fundamentals

So far we have assumed that the underlying determinants of countries’ rel-
ative long-run levels of income per worker are fixed. The fact that those
underlying determinants can change creates another source of differences
in growth among countries.

To see this, begin again with the case where incomes per worker differ
only because of differences in physical capital per worker. As before, assume
that economies have balanced growth paths they would converge to in the
absence of shocks. Recall equation (4.22): ki (t ) = λ [k∗

i − ki (t )]. We want to
consider growth over some interval of time where k∗

i need not be constant.
To see the issues involved, it is easiest to assume that time is discrete and to
consider growth over just two periods. Assume that the change in ki from
period t to period t + 1, denoted, �kit +1, depends on the period-t values of
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k∗
i and ki . The equation analogous to (4.22) is thus

�kit +1 = λ(k∗
it − kit), (4.23)

with λ assumed to be between 0 and 1. The change in ki from t to t + 2 is
therefore

�kit +1 + �kit +2 = λ(k∗
it − kit) + λ(k∗

it +1 − kit +1). (4.24)

To interpret this expression, rewrite k∗
it +1 as k∗

it + �k∗
it +1 and kit +1 as kit +

�kit +1. Thus (4.24) becomes

�kit +1 + �kit +2 = λ(k∗
it − kit) + λ(k∗

it + �k∗
it +1 − kit − �kit +1)

= λ(k∗
it − kit) + λ[k∗

it + �k∗
it +1 − kit − λ(k∗

it − kit)]

= [λ + λ(1 − λ)](k∗
it − kit) + λ�k∗

it +1,

(4.25)

where the second line uses (4.23) to substitute for �kit +1.
It is also useful to consider the continuous-time case. One can show that

if k∗
i does not change discretely, then (4.22) implies that the change in k

over some interval, say from 0 to T , is

ki (T ) − ki (0) = (1 − e−λT )[k∗
i (0) − ki (0)]

(4.26)

+
∫ T

τ =0

(1 − e−λ(T−τ ))k∗
i (τ ) d τ.

Expressions (4.25) and (4.26) show that we can decompose that change
in k over an interval into two terms. The first depends on the country’s
initial position relative to its balanced growth path. This is the conditional-
convergence effect we discussed above. The second term depends on
changes in the balanced growth path during the interval. A rise in the
balanced-growth-path value of k, for example, raises growth. Further, as the
expression for the continuous-time case shows (and as one would expect),
such a rise has a larger effect if it occurs earlier in the interval.

For simplicity, we have focused on physical capital. But analogous results
apply to human capital and efficiency: growth depends on countries’ start-
ing points relative to their balanced growth paths and on changes in their
balanced growth paths.

This analysis shows that the issue of convergence is more complicated
than our earlier discussion suggests. Overall convergence depends not only
on the distribution of countries’ initial positions relative to their long-run
paths and on the dispersion of those long-run paths, but also on the distribu-
tion of changes in the underlying determinants of countries’ long-run paths.
For example, there can be overall convergence as a result of convergence
of fundamentals.

It is tempting to infer from this that there are strong forces promot-
ing convergence. A country’s average income can be far below the world
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average either because it is far below its long-run path or because its long-
run path has unusually low income. In the first case, the country is likely
to grow rapidly as it converges to its long-run path. In the second case, the
country can grow rapidly by improving its fundamentals. For example, it
can adopt policies and institutions that have proved successful in wealthier
countries.

Unfortunately, the evidence does not support this conclusion. Over most
of the postwar period, poorer countries have shown no tendency to grow
faster than rich ones. This appears to reflect two factors. First, little of the
initial gap between poor and rich countries was due to poor countries being
below their long-run paths and rich countries being above. In fact, there is
some evidence that it was rich countries that tended to begin farther below
their long-run paths (Cho and Graham, 1996). This could reflect the fact that
World War II disproportionately affected those countries. Second, although
there are many cases where fundamentals improved in poor countries, there
are also many cases where they worsened.

Further, recall from Section 1.1 that if we look over the past several
centuries, the overall pattern has been one of strong divergence. Countries
that were slightly industrialized in 1800 mainly the countries of Western
Europe plus the United States and Canada are now overwhelmingly richer
than the poorer countries of the world. What appears to have happened is
that these countries improved their fundamentals dramatically while many
poor countries did not.

Growth Miracles and Disasters

This analysis provides us with a framework for understanding the most ex-
treme cases of changes in countries’ relative incomes: growth miracles and
disasters. A period of very rapid or very slow growth relative to the rest of
the world can occur as a result of either a shock that pushes an economy
very far from its long-run path or a large change in fundamentals. Shocks
large enough to move an economy very far from its long-run path are rare,
however. The best example might be the impact of World War II on West
Germany. On the eve of the war, average income per person in the re-
gion that became West Germany was about three-quarters of that of the
United States. In 1946, after the end of the war, it was about one-quarter
the level in the United States. West German output grew rapidly over the
next two decades as the country returned toward its long-run trajectory:
in the 20 years after 1946, growth of income per person in West Germany
averaged more than 7 percent per year. As a result, its average income in
1966 was again about three-quarters of that of the United States.17

17 East Germany, in contrast, suffered an unfavorable change in fundamentals in the form
of the imposition of communism. Thus its recovery was much weaker.
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Such large disturbances are rare, however. As a result, growth miracles
and disasters are usually the result of large changes in fundamentals. Further,
since social infrastructure is central to fundamentals, most growth miracles
and disasters are the result of large, rapid changes in social infrastructure.

Not surprisingly, growth miracles and disasters appear to be more com-
mon under strong dictators; large, rapid changes in institutions are difficult
in democracies. More surprisingly, there is not a clear correlation between
the dictators’ motives and the nature of the changes in social infrastructure.
Large favorable shifts in social infrastructure can occur under dictators who
are far from benevolent (to put it mildly), and large unfavorable shifts can
occur under dictators whose main objective is to improve the well-being
of the average citizen of their countries. Some apparent examples of major
shifts toward favorable social infrastructure, followed by periods of mirac-
ulous growth, are Singapore and South Korea around 1960, Chile in the
early 1970s, and China around 1980. Some examples of the opposite pat-
tern include Argentina after World War II, many newly independent African
countries in the early 1960s, China’s “cultural revolution’’ of the mid-1960s,
and Uganda in the early 1970s.

It is possible that the evidence about what types of social infrastructure
are most conducive to high levels of average income is becoming increas-
ingly clear, and that as a result many of the world’s poorer countries are
beginning, or are about to begin, growth miracles. Unfortunately, it is too
soon to know whether this optimistic view is correct.

Problems

4.1. The golden-rule level of education. Consider the model of Section 4.1 with

the assumption that G(E ) takes the form G(E ) = e φE .

(a) Find an expression that characterizes the value of E that maximizes the level

of output per person on the balanced growth path. Are there cases where this

value equals 0? Are there cases where it equals T ?

(b) Assuming an interior solution, describe how, if at all, the golden-rule level of

E (that is, the level of E you characterized in part (a )) is affected by each of

the following changes:

(i) A rise in T .

(ii) A fall in n.

4.2. Endogenizing the choice of E. (This follows Bils and Klenow, 2000.) Suppose

that the wage of a worker with education E at time t is begteφE . Consider a worker

born at time 0 who will be in school for the first E years of life and will work

for the remaining T −E years. Assume that the interest rate is constant and equal

to r .

(a) What is the present discounted value of the worker’s lifetime earnings as a

function of E , T , b , r , φ , and g?
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(b) Find the first-order condition for the value of E that maximizes the expression

you found in part (a). Let E∗ denote this value of E . (Assume an interior

solution.)

(c) Describe how each of the following developments affects E∗:

(i) A rise in T .

(ii) A rise in r .

(iii) A rise in g .

4.3. Suppose output in country i is given by Yi = Ai Q i e
φEi L i . Here Ei is each worker’s

years of education, Q i is the quality of education, and the rest of the notation is

standard. Higher output per worker raises the quality of education. Specifically, Q i

is given by Bi (Yi /L i )
γ , 0 < γ < 1, Bi > 0.

Our goal is to decompose the difference in log output per worker between

two countries, 1 and 2, into the contributions of education and all other forces.

We have data on Y , L , and E in the two countries, and we know the values of the

parameters φ and γ .

(a) Explain in what way attributing amount φ(E2 − E1) of ln(Y2/L2) − ln(Y1/L1)

to education and the remainder to other forces would understate the contri-

bution of education to the difference in log output per worker between the

two countries.

(b) What would be a better measure of the contribution of education to the dif-

ference in log output per worker?

4.4. Suppose the production function is Y = K α(e φEL )1−α , 0 < α < 1. E is the amount of

education workers receive; the rest of the notation is standard. Assume that there is

perfect capital mobility. In particular, K always adjusts so that the marginal product

of capital equals the world rate of return, r ∗.

(a) Find an expression for the marginal product of capital as a function of K , E ,

L , and the parameters of the production function.

(b) Use the equation you derived in (a) to find K as a function of r ∗, E , L , and

the parameters of the production function.

(c) Use your answer in (b) to find an expression for d (lnY )/dE, incorporating the

effect of E on Y via K .

(d) Explain intuitively how capital mobility affects the impact of the change in E

on output.

4.5. (This follows Mankiw, D. Romer, and Weil, 1992.) Suppose output is given by

Y(t ) =K(t )α H (t )β [A(t )L (t )]1−α−β , α > 0, β > 0, α + β < 1. Here L is the number

of workers and H is their total amount of skills. The remainder of the notation

is standard. The dynamics of the inputs are L (t ) = nL (t ), A(t ) = gA(t ), K (t ) =
skY(t ) − δK(t ), H (t ) = shY(t ) − δH (t ), where 0 < sk < 1, 0 < sh <1, and n + g + δ > 0.

L (0), A(0), K (0), and H (0) are given, and are all strictly positive. Finally, define

y (t ) ≡Y(t )/[A(t )L (t )], k(t ) ≡ K (t )/[A(t )L (t )], and h (t ) ≡ H (t )/[A(t )L (t )].

(a) Derive an expression for y(t ) in terms of k(t ) and h(t ) and the parameters of

the model.
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(b) Derive an expression for k(t ) in terms of k(t ) and h(t ) and the parameters of

the model. In (k,h) space, sketch the set of points where k = 0.

(c) Derive an expression for h(t ) in terms of k(t ) and h(t ) and the parameters of

the model. In (k, h) space, sketch the set of points where h = 0.

(d) Does the economy converge to a balanced growth path? Why or why not? If

so, what is the growth rate of output per worker on the balanced growth path?

If not, in general terms what is the behavior of output per worker over time?

4.6. Consider the model in Problem 4.5.

(a) What are the balanced-growth-path values of k and h in terms of sk , sh , and

the other parameters of the model?

(b) Suppose α = 1

3
and β = 1

2
. Consider two countries, A and B , and suppose

that both sk and sh are twice as large in Country A as in Country B and that

the countries are otherwise identical. What is the ratio of the balanced-growth-

path value of income per worker in Country A to its value in Country B implied

by the model?

(c) Consider the same assumptions as in part (b). What is the ratio of the balanced-

growth-path value of skills per worker in Country A to its value in Country B

implied by the model?

4.7. (This follows Jones, 2002.) Consider the model of Section 4.1 with the assumption

that G(E ) = eφE . Suppose, however, that E , rather than being constant, is increas-

ing steadily: E (t ) = m, where m > 0. Assume that, despite the steady increase

in the amount of education people are getting, the growth rate of the number of

workers is constant and equal to n, as in the basic model.

(a) With this change in the model, what is the long-run growth rate of output per

worker?

(b) In the United States over the past century, if we measure E as years of school-

ing, φ � 0.1 and m � 1/15. Overall growth of output per worker has been about

2 percent per year. In light of your answer to (a), approximately what fraction

of this overall growth has been due to increasing education?

(c) Can E (t ) continue to equal m > 0 forever? Explain.

4.8. Consider the following model with physical and human capital:

Y(t ) = [(1 − aK )K(t )]α [(1 − aH )H (t )]1−α , 0 < α < 1, 0 < aK < 1, 0 < aH < 1,

K(t ) = sY(t ) − δKK(t ),

H(t ) = B [aKK(t )]γ [aH H(t )]φ [A(t )L (t )]1−γ−φ − δH H(t ), γ > 0, φ > 0, γ + φ < 1,

L(t ) = nL (t ),

A(t ) = gA(t ),

where aK and aH are the fractions of the stocks of physical and human capital

used in the education sector.
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This model assumes that human capital is produced in its own sector with

its own production function. Bodies (L ) are useful only as something to be ed-

ucated, not as an input into the production of final goods. Similarly, knowledge

(A) is useful only as something that can be conveyed to students, not as a direct

input to goods production.

(a) Define k ≡ K/(AL) and h ≡ H/(AL). Derive equations for k and h.

(b) Find an equation describing the set of combinations of h and k such that

k = 0. Sketch in (h,k) space. Do the same for h = 0.

(c) Does this economy have a balanced growth path? If so, is it unique? Is it stable?

What are the growth rates of output per person, physical capital per person,

and human capital per person on the balanced growth path?

(d) Suppose the economy is initially on a balanced growth path, and that there

is a permanent increase in s. How does this change affect the path of output

per person over time?

4.9. Increasing returns in a model with human capital. (This follows Lucas,

1988.) Suppose that Y(t ) =K (t )α [(1 − aH )H (t )]β , H (t ) =BaHH(t ), and K (t ) = sY(t ).

Assume 0 < α < 1, 0 < β < 1, and α + β > 1.18

(a) What is the growth rate of H ?

(b) Does the economy converge to a balanced growth path? If so, what are the

growth rates of K and Y on the balanced growth path?

4.10. (A different form of measurement error.) Suppose the true relationship between

social infrastructure (SI ) and log income per person (y ) is yi = a + bSIi + ei . There

are two components of social infrastructure, SI A and SI B (with SIi = SI A
i + SI B

i ),

and we only have data on one of the components, SI A. Both SI A and SI B are uncor-

related with e . We are considering running an OLS regression of y on a constant

and SI A.

(a) Derive an expression of the form, yi = a + bSI A
i + other terms.

(b) Use your answer to part (a) to determine whether an OLS regression of y on

a constant and SI A will produce an unbiased estimate of the impact of social

infrastructure on income if:

(i) SI A and SI B are uncorrelated.

(ii) SI A and SI B are positively correlated.

4.11. Briefly explain whether each of the following statements concerning a cross-

country regression of income per person on a measure of social infrastructure is

true or false:

(a) ‘‘If the regression is estimated by ordinary least squares, it shows the effect

of social infrastructure on output per person.’’

18 Lucas’s model differs from this formulation by letting aH and s be endogenous and
potentially time-varying, and by assuming that the social and private returns to human capital
differ.
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(b) ‘‘If the regression is estimated by instrumental variables using variables that

are not affected by social infrastructure as instruments, it shows the effect of

social infrastructure on output per person.’’

(c) ‘‘If the regression is estimated by ordinary least squares and has a high R2, this

means that there are no important influences on output per person that are

omitted from the regression; thus in this case, the coefficient estimate from

the regression is likely to be close to the true effect of social infrastructure

on output per person.’’

4.12. Convergence regressions.

(a) Convergence. Let yi denote log output per worker in country i . Suppose all

countries have the same balanced-growth-path level of log income per worker,

y∗. Suppose also that yi evolves according to dyi (t )/dt = −λ[yi (t ) − y∗].

(i) What is yi (t ) as a function of yi (0), y∗, λ, and t ?

(ii) Suppose that yi (t ) in fact equals the expression you derived in part (i )

plus a mean-zero random disturbance that is uncorrelated with yi (0).

Consider a cross-country growth regression of the form yi (t ) − yi (0) =
α + βyi (0) + εi . What is the relation between β , the coefficient on yi (0)

in the regression, and λ, the speed of convergence? (Hint: For a univari-

ate OLS regression, the coefficient on the right-hand-side variable equals

the covariance between the right-hand-side and left-hand-side variables

divided by the variance of the right-hand-side variable.) Given this, how

could you estimate λ from an estimate of β ?

(iii) If β in part (ii) is negative (so that rich countries on average grow less

than poor countries), is Var(yi (t )) necessarily less than Var(yi (0)), so that

the cross-country variance of income is falling? Explain. If β is positive,

is Var(yi (t )) necessarily more than Var(yi (0))? Explain.

(b) Conditional convergence. Suppose y∗
i = a + bXi , and that dyi (t )/dt =

−λ[yi (t ) − y∗
i ].

(i) What is yi (t ) as a function of yi (0), Xi , λ, and t ?

(ii) Suppose that yi (0) = y∗
i + ui and that yi (t ) equals the expression you

derived in part (i ) plus a mean-zero random disturbance, ei , where Xi ,

ui , and ei are uncorrelated with one another. Consider a cross-country

growth regression of the form yi (t ) − yi (0) = α + βyi (0) + εi . Suppose

one attempts to infer λ from the estimate of β using the formula in part

(a ) (ii ). Will this lead to a correct estimate of λ, an overestimate, or an

underestimate?

(iii) Consider a cross-country growth regression of the form yi (t ) − yi (0) =
α + βyi (0) + γ Xi + εi . Under the same assumptions as in part (ii ), how

could one estimate b, the effect of X on the balanced-growth-path value

of y, from estimates of β and γ ?
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Chapter 5
REAL-BUSINESS-CYCLE THEORY

5.1 Introduction: An Overview of Economic
Fluctuations

Modern economies undergo significant short-run variations in aggregate
output and employment. At some times, output and employment are falling
and unemployment is rising; at others, output and employment are rising
rapidly and unemployment is falling. For example, the U.S. economy under-
went a severe contraction in 2007 2009 an episode known as the Great Re-
cession. From the fourth quarter of 2007 to the second quarter of 2009, real
GDP fell 4.2 percent, the fraction of the adult population employed fell by
3.2 percentage points, and the unemployment rate rose from 4.8 to 9.3 per-
cent. In contrast, over the previous 5 years (that is, from the fourth quarter of
2002 to the fourth quarter of 2007), real GDP rose at an average annual rate
of 2.9 percent, the fraction of the adult population employed rose by 0.3 per-
centage points, and the unemployment rate fell from 5.8 to 4.8 percent.

Understanding the causes of aggregate fluctuations is a central goal of
macroeconomics. This chapter and the two that follow present the leading
theories concerning the sources and nature of macroeconomic fluctuations.
Before we turn to the theories, this section presents a brief overview of some
major facts about short-run fluctuations. For concreteness, and because of
the central role of the U.S. experience in shaping macroeconomic thought,
the focus is on the United States.

Some Business-Cycle Facts

A first important fact about fluctuations is that they do not exhibit any sim-
ple regular or cyclical pattern. Figure 5.1 plots seasonally adjusted real GDP
per person since 1947, and Table 5.1 summarizes the behavior of real GDP
in the eleven postwar recessions.1 The figure and table show that output

1 The formal dating of recessions for the United States is not based solely on the behavior of
real GDP. Instead, recessions are identified judgmentally by the National Bureau of Economic
Research (NBER) on the basis of various indicators. For that reason, the dates of the official
NBER peaks and troughs differ somewhat from the dates shown in Table 5.1.

188
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TABLE 5.1 Recessions in the United States since World War II

Year and quarter Number of quarters until Change in real GDP,
of peak in real GDP trough in real GDP peak to trough

1948:4 2 −1.7%

1953:2 3 −2.5

1957:3 2 −3.6

1960:1 3 −1.3

1970:3 1 −1.0

1973:4 5 −3.1

1980:1 2 −2.2

1981:3 2 −2.8

1990:3 2 −1.3

2000:4 1 −0.3

2007:4 6 −4.2
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FIGURE 5.1 U.S. real GDP per person, 1947:1 2016:4

declines vary considerably in size and spacing. The falls in real GDP range
from 0.3 percent in 2000 2001 to 4.2 percent in the Great Recession. The
times between the end of one recession and the beginning of the next
range from 4 quarters in 1980 1981 to almost 10 years in 1960 1970 and
1991 2000. The patterns of the output declines also vary greatly. In the
1980 recession, over 90 percent of the overall decline of 2.2 percent took
place in a single quarter; in the 1960 recession, output fell for a quarter,
then rose slightly, and then fell again; and in the 1957 1958 and 1981 1982
recessions, output fell sharply for two consecutive quarters.
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TABLE 5.2 Behavior of the components of output in recessions

Average share in fall
Average share in GDP in recessions

Component of GDP in GDP relative to normal growth

Consumption

Durables 8.5% 15.0%

Nondurables 19.5 9.5

Services 35.3 11.1

Investment

Residential 4.7 11.0

Fixed nonresidential 12.0 22.0

Inventories 0.5 45.7

Government purchases 20.7 −0.8

Net exports −1.2 −13.5

Because output movements are not regular, the prevailing view is that
the economy is perturbed by disturbances of various types and sizes at more
or less random intervals, and that those disturbances then propagate through
the economy. Where the major macroeconomic schools of thought differ is
in their hypotheses concerning these shocks and propagation mechanisms.

A second important fact is that fluctuations are distributed very unevenly
over the components of output. Table 5.2 shows both the average shares
of each of the components in total output and their average shares in the
declines in output (relative to its normal growth) in recessions. As the ta-
ble shows, even though inventory investment on average accounts for only
a trivial fraction of GDP, its fluctuations account for close to half of the
shortfall in growth relative to normal in recessions: inventory accumula-
tion is on average large and positive at peaks, and large and negative at
troughs. Consumer purchases of durable goods, residential investment (that
is, housing), and fixed nonresidential investment (that is, business invest-
ment other than inventories) also account for disproportionate shares of
output fluctuations. Consumer purchases of nondurables and services, gov-
ernment purchases, and net exports are relatively stable.2 Although there
is some variation across recessions, the general pattern shown in Table 5.2
holds in most. And the same components that decline disproportionately
when aggregate output is falling also rise disproportionately when output
is growing at above-normal rates.

A third set of facts involves asymmetries in output movements. There
are no large asymmetries between rises and falls in output; that is, output
growth is distributed roughly symmetrically around its mean. There does,

2 The negative entries in the table reflect the facts that net exports are on average negative
over the postwar period, and that both net exports and government purchases typically grow
during recessions.



Romer-3931312--That book January 11, 2018 10:47 191

5.1 Introduction: An Overview of Economic Fluctuations 191

TABLE 5.3 Behavior of some important macroeconomic variables in recessions

Average change Number of recessions
Variable in recessions in which variable falls

Real GDP∗ −4.2% 11/11

Employment∗ −2.5% 11/11

Unemployment rate (percentage points) +1.9 0/11

Average weekly hours, production −2.8% 11/11

workers, manufacturing

Output per hour, nonfarm business∗ −1.6% 10/11

Inflation (GDP deflator; percentage points) −0.2 4/11

Real compensation per hour, nonfarm −0.4% 7/11

business∗
Nominal interest rate on 3-month Treasury −1.8 10/11

bills (percentage points)

Ex post real interest rate on 3-month −1.5 10/11

Treasury bills (percentage points)

Real money stock (M2/GDP deflator)∗† −0.1% 3/8

∗Change in recessions is computed relative to the variable’s average growth over the full postwar period,
1947:1 2016:4.

†Available only beginning in 1959.

however, appear to be asymmetry of a second type: output seems to be
characterized by relatively long periods when it is slightly above its usual
path, interrupted by brief periods when it is relatively far below.3

Finally, Table 5.3 summarizes the behavior of some important macroeco-
nomic variables during recessions. Not surprisingly, employment falls and
unemployment rises during recessions. The table shows that, in addition,
the length of the average workweek falls. The declines in employment and
the declines in hours in the economy as a whole (though not in the man-
ufacturing sector) are generally small relative to the falls in output. Thus
productivity output per worker-hour almost always declines during re-
cessions. The conjunction of the declines in productivity and hours implies
that the movements in the unemployment rate are smaller than the move-
ments in output. The relationship between changes in output and the un-
employment rate is known as Okun’s law. As originally formulated by Okun
(1962), the “law” stated that a shortfall in GDP of 3 percent relative to nor-
mal growth produces a 1 percentage-point rise in the unemployment rate;
a more accurate description of the current relationship is 2 to 1.

The remaining lines of Table 5.3 summarize the behavior of various price
and financial variables. Inflation shows no clear pattern. The real wage,
at least as measured in aggregate data, tends to fall slightly in recessions.

3 More precisely, periods of extremely low growth quickly followed by extremely high
growth are much more common than periods exhibiting the reverse pattern. See, for example,
Sichel (1993).
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Nominal and real interest rates generally decline, while the real money stock
shows no clear pattern.

An Overview of U.S. Business-Cycle History

To get a larger sense of the variety of business-cycle patterns and of the facts
we are trying to understand, a quick overview of the history of economic
fluctuations in the United States from the late nineteenth century to today
may be helpful. We can divide that history into five broad periods: the pre-
Depression era; the Great Depression and World War II; the early postwar
period; the Great Moderation; and the Great Recession and its aftermath.

Our understanding of the first period is hampered by highly imperfect
data. But the best available evidence indicates that from the end of the Civil
War to the eve of the Great Depression, fluctuations in overall economic
activity were moderately large but never involved enormous declines in
output. It appears that output movements in this era were slightly larger,
and slightly less persistent, than in the first decades of the postwar era,
but that there was no sharp difference in the character of fluctuations be-
tween the two periods. Since such features of the economy as the sectoral
composition of output, the role of government, and the monetary regimes
were very different in the two eras, this suggests either that the character of
fluctuations is determined by forces that changed much less over time, or
that there was a set of changes to the economy that had roughly offsetting
effects on overall fluctuations.4

The next period saw the extremes of U.S. macroeconomic fluctuations:
the economic collapse of the Depression and the rebound of the 1930s
and World War II dwarf any fluctuations before or since. Real GDP in the
United States fell by 26 percent between 1929 and 1933, with estimated
unemployment reaching 25 percent in 1933. Over the next 11 years, real
GDP rose at an average annual rate of 10 percent; as a result, unemployment
in 1944 was 1.2 percent. Finally, real GDP declined by 13 percent between
1944 and 1947, and unemployment rose to 3.9 percent.

The period from the end of World War II to the early 1980s saw a return
to moderate volatility. This era falls naturally into two subperiods, defined
not by the behavior of real output (which did not change fundamentally),
but by the behavior of inflation (which did). From the end of World War II to
the mid-1960s, inflation was almost always low and stable. But it then rose
irregularly from less than 2 percent in the first half of the 1960s to close to
10 percent at the start of the 1980s (an episode known as the Great Inflation),
before falling precipitously in the 1981 1982 recession and the first few
years of the subsequent recovery (the Volcker disinflation). We will discuss
competing theories of the sources of the Great Inflation in Section 12.9.

4 For more on fluctuations before the Great Depression, see C. Romer (1986, 1989, 1999)
and Davis (2004).
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The period from the end of the Volcker disinflation to the start of the
Great Recession was a time of unprecedented macroeconomic stability
(McConnell and Perez-Quiros, 2000). From 1982 to 2007, the United States
underwent only two mild recessions, separated by the longest expansion
on record, and inflation was low throughout.

This period of stability ended dramatically in 2008. Real GDP suffered
its largest two-quarter decline since 1957 1958. From September 2008 to
May 2009, employment fell by 3.9 percent and the unemployment rate rose
by 3.3 percentage points. By most measures, the Great Recession was the
largest since World War II.5

How one views the years since the end of the Great Recession depends
on whether one focuses on growth rates or levels. In terms of growth rates,
the macroeconomy returned immediately to stability: since the end of the
recession in 2009, GDP growth and employment growth have been even
more stable than during the Great Moderation, and inflation has continued
to be consistently low and to vary little. But a corollary of the fact that the
economy reverted immediately to roughly normal growth is that in con-
trast to the pattern after earlier large recessions there was no bounceback
from the Great Recession. As Figure 5.1 shows, real GDP fell and then simply
resumed growing at roughly its pre-recession rate. Thus in terms of levels,
the economy did not quickly return to normal; for example, it underwent
a prolonged period of high unemployment unlike anything since the Great
Depression.

The other issue that makes the time since the Great Recession hard to
interpret is simply that it is still relatively new. How we come to view this
period (and indeed, how we come to view the Great Recession itself) will
be greatly affected by whether the Great Recession proves to be a one-time
event or the opening act of a return to high macroeconomic volatility. A
few years of stability are not enough to settle the question of which will
prove correct.

5.2 An Overview of Business-Cycle Research

It is natural to begin our study of aggregate fluctuations by asking whether
they can be understood using a Walrasian model that is, a competitive
model without any externalities, asymmetric information, missing markets,
or other imperfections. If they can, then the analysis of fluctuations may
not require any fundamental departure from conventional microeconomic
analysis.

5 Macroeconomists’ promiscuous use of the moniker “great” presumably reflects either the
enormous importance of their subject matter or their enormous feelings of self-importance.
Deciding which interpretation is correct is left to the reader.
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As emphasized in Chapter 2, the Ramsey model is the natural Walrasian
baseline model of the aggregate economy: the model excludes not only
market imperfections, but also all issues raised by heterogeneity among
households. This chapter is therefore devoted to extending a variant of the
Ramsey model to incorporate aggregate fluctuations. This requires modify-
ing the model in two ways. First, there must be a source of disturbances:
without shocks, a Ramsey economy converges to a balanced growth path
and then grows smoothly. The classic early models of aggregate fluctuations
in Walrasian economies focus on shocks to the economy’s technology that
is, changes in the production function from period to period (Kydland and
Prescott, 1982; Long and Plosser, 1983; Prescott, 1986). But subsequent
work considers a range of other shocks. Among the most prominent are
changes in government purchases (Aiyagari, Christiano, and Eichenbaum,
1992; Baxter and King, 1993; Christiano and Eichenbaum, 1992); news
about future changes in the economy’s technology (Beaudry and Portier,
2004, 2006; Jaimovich and Rebelo, 2009; Alexopoulos, 2011); and shocks
to the technology for producing investment goods (Greenwood, Hercowitz,
and Huffman, 1988; Hornstein and Krusell, 1996).6 All these types of shocks
represent real as opposed to monetary, or nominal disturbances: technol-
ogy shocks change the amount that is produced from a given quantity of
inputs; government-purchases shocks change the quantity of goods avail-
able to the private economy for a given level of production; and so on. For
this reason, the models are known as real-business-cycle (or RBC ) models.

The second change that is needed to the Ramsey model is to allow for
variations in employment. In all the models we have seen, labor supply is
exogenous and either constant or growing smoothly. Real-business-cycle
theory focuses on the question of whether a Walrasian model provides a
good description of the main features of observed fluctuations. The models
therefore allow for changes in employment by making households’ utility
depend not just on their consumption but also on the amount they work;
employment is then determined by the intersection of labor supply and
labor demand.

Although a purely Walrasian model is the natural starting point for study-
ing macroeconomic fluctuations, we will see that the real-business-cycle
models of this chapter do a poor job of explaining actual fluctuations. Thus
we will need to move beyond them. At the same time, however, what these
models are trying to accomplish remains the ultimate goal of business-cycle
research: building a general-equilibrium model from microeconomic founda-
tions and a specification of the underlying shocks that explains, both qualita-
tively and quantitatively, the main features of macroeconomic fluctuations.
Thus the models of this chapter do not just allow us to explore how far

6 The idea of shocks to the technology for producing investment goods is closely related
to the idea of embodied technological progress, which is the subject of Problem 1.14 in
Chapter 1.



Romer-3931312--That book January 11, 2018 10:47 195

5.3 A Baseline Real-Business-Cycle Model 195

we can get in understanding fluctuations with purely Walrasian models;
they also illustrate the type of analysis that is the goal of business-cycle
research. Fully specified general-equilibrium models of fluctuations are
known as dynamic stochastic general-equilibrium (or DSGE) models. When
they are quantitative and use additional evidence to choose parameter values
and properties of the shocks, they are calibrated DSGE models.

As we will discuss in Section 5.9, one crucial way that the RBC models
of this chapter fail involves the effects of monetary disturbances: there is
strong evidence that contrary to the predictions of the models, such distur-
bances have important real effects. As a result, there is broad agreement that
nominal imperfections or rigidities are important to macroeconomic fluctu-
ations. Chapters 6 and 7 therefore build on the analysis of this chapter by
introducing nominal rigidities into business-cycle models.

Chapter 6 drops almost all the complexities of the models of this chapter
to focus on nominal rigidity alone. It begins with simple models where
nominal rigidity is specified exogenously, and then moves on to consider
the microeconomic foundations of nominal rigidity in simple static models.
Chapter 6 illustrates an important feature of research on business cycles:
although the ultimate goal is a calibrated DSGE model rich enough to match
the main features of fluctuations, not all business-cycle research is done
using such models. If our goal is to understand a particular issue relevant to
fluctuations, we often learn more from studying much simpler models.

Chapter 7 begins to put nominal rigidity into DSGE models of fluctua-
tions. We will see, however, that not surprisingly business-cycle research
is still short of its ultimate goal. Much of the chapter therefore focuses on
the “dynamic” part of “dynamic stochastic general-equilibrium,” analyzing
dynamic models of price adjustment. The concluding sections of the chapter
discuss some of the elements of leading models and some main outstanding
challenges.

5.3 A Baseline Real-Business-Cycle Model

We now turn to a specific real-business-cycle model. The assumptions are
similar to those used in many such models. The model is a discrete-time vari-
ation of the Ramsey model of Chapter 2. Because our goal is to describe the
quantitative behavior of the economy, we will assume specific functional
forms for the production and utility functions. And to keep the analysis
manageable, we will restrict our attention to two of the various types of
shocks that the RBC literature has considered: changes in technology and
changes in government purchases.

The economy consists of a large number of identical, price-taking firms
and a large number of identical, price-taking households. As in the Ramsey
model, households are infinitely lived. The inputs to production are again
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capital (K ), labor (L ), and “technology” (A). The production function is
Cobb Douglas; thus output in period t is

Yt = K α
t (At L t )

1−α , 0 < α < 1. (5.1)

Output is divided among consumption (C ), investment (I ), and govern-
ment purchases (G ). Fraction δ of capital depreciates each period. Thus the
capital stock in period t + 1 is

Kt +1 = Kt + I t − δKt

= Kt + Yt − Ct − Gt − δKt.
(5.2)

The government’s purchases are financed by lump-sum taxes that are as-
sumed to equal the purchases each period.7

Labor and capital are paid their marginal products. Thus the real wage
and the real interest rate in period t are

wt = (1 − α)K α
t (At L t )

−α At

= (1 − α)

(
Kt

At L t

)α

At ,
(5.3)

rt = α

(
At L t

K t

)1−α

− δ . (5.4)

The representative household maximizes the expected value of

U =
∞∑

t = 0

e−ρtu (ct ,1 − �t)
Nt

H
. (5.5)

u(•) is the instantaneous utility function of the representative member of
the household, and ρ is the discount rate.8 Nt is population and H is the
number of households; thus Nt/H is the number of members of the house-
hold. Population grows exogenously at rate n:

lnNt = N + nt, n < ρ. (5.6)

Thus the level of Nt is given by Nt = e N+nt .

7 As in the Ramsey model, the choice between debt and tax finance in fact has no impact
on outcomes in this model. Thus the assumption of tax finance is made just for expositional
convenience. Section 13.2 describes why the form of finance is irrelevant in models like
this one.

8 The usual way to express discounting in a discrete-time model is as 1/(1 + ρ )t rather than
as e −ρ t . But because of the log-linear structure of this model, the exponential formulation is
more natural here. There is no important difference between the two approaches, however.
Specifically, if we define ρ ′ = e ρ − 1, then e−ρt = 1/(1 + ρ ′ )t . The log-linear structure of the
model is also the reason behind the exponential formulations for population growth and for
trend growth of technology and government purchases (see equations [5.6], [5.8], and [5.10]).
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The instantaneous utility function, u (•), has two arguments. The first is
consumption per member of the household, c . The second is leisure per
member, which is the difference between the time endowment per member
(normalized to 1 for simplicity) and the amount each member works, �.
Since all households are the same, c = C/N and � = L/N . For simplicity,
u (•) is log-linear in the two arguments:

ut = ln ct + b ln(1 − �t), b > 0. (5.7)

The final assumptions of the model concern the behavior of the two driv-
ing variables, technology and government purchases. Consider technology
first. To capture trend growth, the model assumes that in the absence of any
shocks, ln At would be A+gt, where g is the rate of technological progress.
But technology is also subject to random disturbances. Thus,

ln At = A + gt + ~
At , (5.8)

where
~
A reflects departures from trend.

~
A is assumed to follow a first-order

autoregressive process. That is,

~
At = ρA

~
At −1 + εA,t , −1 < ρA < 1, (5.9)

where the εA,t ’s are white-noise disturbances a series of mean-zero shocks
that are uncorrelated with one another. Equation (5.9) states that the ran-
dom component of ln At ,

~
At , equals fraction ρA of the previous period’s

value plus a random term. If ρA is positive, this means that the effects of a
shock to technology disappear gradually over time.

We make similar assumptions about government purchases. The trend
growth rate of per capita government purchases equals the trend growth
rate of technology; if this were not the case, over time government pur-
chases would become arbitrarily large or arbitrarily small relative to the
economy. Thus,

ln Gt = G + (n + g)t + ~
Gt , (5.10)

~
Gt = ρG

~
Gt −1 + εG ,t , −1 < ρG < 1, (5.11)

where the εG ’s are white-noise disturbances that are uncorrelated with the
εA’s. This completes the description of the model.

5.4 Household Behavior

The two most important differences between this model and the Ramsey
model are the inclusion of leisure in the utility function and the introduc-
tion of randomness in technology and government purchases. Before we
analyze the model’s general properties, this section discusses the implica-
tions of these features for households’ behavior.
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Intertemporal Substitution in Labor Supply

To see what the utility function implies for labor supply, consider first the
case where the household lives only for one period and has no initial wealth.
In addition, assume for simplicity that the household has only one member.
In this case, the household’s objective function is just ln c + b ln(1− � ), and
its budget constraint is c = w�.

The Lagrangian for the household’s maximization problem is

L = ln c + b ln(1 − �) + λ (w� − c ). (5.12)

The first-order conditions for c and �, respectively, are

1

c
− λ = 0, (5.13)

− b

1 − �
+ λw = 0. (5.14)

Since the budget constraint requires c = w�, (5.13) implies λ = 1/(w�).
Substituting this into (5.14) yields

− b

1 − �
+ 1

�
= 0. (5.15)

The wage does not enter (5.15). Thus labor supply (the value of � that sat-
isfies [5.15]) is independent of the wage. Intuitively, because utility is loga-
rithmic in consumption and the household has no initial wealth, the income
and substitution effects of a change in the wage offset each other.

The fact that the level of the wage does not affect labor supply in the
static case does not mean that variations in the wage do not affect labor
supply when the household’s horizon is more than one period. This can be
seen most easily when the household lives for two periods. Continue to
assume that it has no initial wealth and that it has only one member; in
addition, assume that there is no uncertainty about the interest rate or the
second-period wage.

The household’s lifetime budget constraint is now

c1 + 1

1 + r
c2 = w1�1 + 1

1 + r
w2�2, (5.16)

where r is the real interest rate. The Lagrangian is

L = ln c1 + b ln(1 − �1) + e−ρ [ln c2 + b ln(1 − �2)]

+ λ

[
w1�1 + 1

1 + r
w2�2 − c1 − 1

1 + r
c2

]
.

(5.17)

The household’s choice variables are c1, c2, �1, and �2. Only the first-order
conditions for �1 and �2 are needed, however, to show the effect of the
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relative wage in the two periods on relative labor supply. These conditions
are

b

1 − �1

= λw1, (5.18)

e −ρb

1 − �2

= 1

1 + r
λw2. (5.19)

To see the implications of (5.18) (5.19), divide both sides of (5.18) by
w1 and both sides of (5.19) by w2/(1 + r ), and equate the two resulting
expressions for λ . This yields

e −ρb

1 − �2

1 + r

w2

= b

1 − �1

1

w1

, (5.20)

or

1 − �1

1 − �2

= 1

e −ρ (1 + r )

w2

w1

. (5.21)

Equation (5.21) implies that relative labor supply in the two periods re-
sponds to the relative wage. If, for example, w1 rises relative to w2, the
household decreases first-period leisure relative to second-period leisure;
that is, it increases first-period labor supply relative to second-period sup-
ply. Because of the logarithmic functional form, the elasticity of substitution
between leisure in the two periods is 1.

Equation (5.21) also implies that a rise in r raises first-period labor supply
relative to second-period supply. Intuitively, a rise in r increases the attrac-
tiveness of working today and saving relative to working tomorrow. As we
will see, this effect of the interest rate on labor supply is crucial to employ-
ment fluctuations in real-business-cycle models. These responses of labor
supply to the relative wage and the interest rate are known as intertemporal
substitution in labor supply (Lucas and Rapping, 1969).

Household Optimization under Uncertainty

The second way that the household’s optimization problem differs from its
problem in the Ramsey model is that it faces uncertainty about rates of re-
turn and future wages. Because of this uncertainty, the household does not
choose deterministic paths for consumption and labor supply. Instead, its
choices of c and � at any date potentially depend on all the shocks to tech-
nology and government purchases up to that date. This makes a complete
description of the household’s behavior quite complicated. Fortunately, we
can describe key features of its behavior without fully solving its optimiza-
tion problem. Recall that in the Ramsey model, we were able to derive an
equation relating present consumption to the interest rate and consumption
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a short time later (the Euler equation) before imposing the budget constraint
and determining the level of consumption. With uncertainty, the analogous
equation relates consumption in the current period to expectations concern-
ing interest rates and consumption in the next period. We will derive this
equation using the informal approach we used in equations (2.23) (2.24) to
derive the Euler equation.9

Consider the household in period t. Suppose it reduces current consump-
tion per member by a small amount �c and then uses the resulting greater
wealth to increase consumption per member in the next period above what
it otherwise would have been. If the household is behaving optimally, a
marginal change of this type must leave expected utility unchanged.

Equations (5.5) and (5.7) imply that the marginal utility of consumption
per member in period t, ct , is e−ρt(Nt/H )(1/ct ). Thus the utility cost of this
change is e−ρt(Nt/H )(�c/ct ). Since the household has e n times as many
members in period t + 1 as in period t, the increase in consumption per
member in period t + 1, ct +1, is e−n(1 + rt +1)�c . The marginal utility of

period-t+1 consumption per member is e−ρ(t +1)(Nt +1/H )(1/ct +1). Thus

the expected utility benefit as of period t is Et [e
−ρ(t +1)(Nt +1/H )e−n(1 +

rt +1)/ct +1] �c , where Et denotes expectations conditional on what the
household knows in period t (that is, conditional on the history of the econ-
omy up through period t ). Equating the costs and expected benefits implies

e−ρt Nt

H

�c

ct

= Et

[
e−ρ(t +1) Nt +1

H
e−n 1

ct +1

(1 + rt +1)

]
�c. (5.22)

Since e−ρ (t +1)(Nt +1/H )e−n is not uncertain and since Nt +1 = Nt e
n , this

condition simplifies to

1

ct

= e−ρ Et

[
1

ct +1

(1 + rt +1)

]
. (5.23)

This is the analogue of equation (2.22) in the Ramsey model.
Note that the expression on the right-hand side of (5.23) is not the same

as e−ρ Et [1/ct +1]Et [1 + rt +1]. That is, the tradeoff between present and fu-
ture consumption depends not just on the expectations of future marginal
utility and of the rate of return, but also on their interaction. Specifically,
the expectation of the product of two variables equals the product of their
expectations plus their covariance. Thus (5.23) implies

1

ct

= e−ρ

{
Et

[
1

ct +1

]
Et [1 + rt +1] + Cov

(
1

ct +1

,1 + rt +1

)}
, (5.24)

where Cov(1/ct +1,1 + rt +1) denotes the covariance of 1/ct +1 and 1 + rt +1.
Suppose, for example, that when rt +1 is high, ct +1 is also high. In this case,

9 The household’s problem can be analyzed more formally using dynamic programming (see
Section 8.7 or Ljungqvist and Sargent, 2004). This also yields (5.23) below.
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Cov(1/ct +1,1 + rt +1) is negative; that is, the return to saving is high in the
times when the marginal utility of consumption is low. This makes saving
less attractive than it is if 1/ct +1 and rt +1 are uncorrelated, and thus tends
to raise current consumption.

Chapter 8 discusses how uncertainty and the covariance between the
marginal utility of consumption and asset returns affect consumption be-
havior in more depth.

The Tradeoff between Consumption and Labor Supply

The household chooses not only consumption at each date, but also labor
supply. Thus a second first-order condition for the household’s optimiza-
tion problem relates its current consumption and labor supply. Specifically,
imagine the household increasing its labor supply per member in period t
by a small amount �� and using the resulting income to increase its con-
sumption in that period. Again if the household is behaving optimally, a
marginal change of this type must leave expected utility unchanged.

From equations (5.5) and (5.7), the marginal disutility of labor supply
in period t is e−ρ t(Nt/H )[b/(1 − �t)]. Thus the change has a utility cost of
e−ρ t(Nt/H )[b/(1 − �t)] ��. And since the change raises consumption per
member by w t ��, it has a utility benefit of e−ρ t(Nt/H )(1/ct)wt ��. Equating
the cost and benefit gives us

e−ρ t Nt

H

b

1 − �t

�� = e−ρ t Nt

H

1

ct

wt��, (5.25)

or

ct

1 − �t

= wt

b
. (5.26)

Equation (5.26) relates current leisure and consumption, given the wage. Be-
cause it involves current variables, which are known, uncertainty does not
enter. Equations (5.23) and (5.26) are the key equations describing house-
holds’ behavior.

5.5 A Special Case of the Model

Simplifying Assumptions

The model of Section 5.3 cannot be solved analytically. The basic problem is
that it contains a mixture of ingredients that are linear such as depreciation
and the division of output into consumption, investment, and government
purchases and ones that are log-linear such as the production function and
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preferences. In this section, we therefore investigate a simplified version of
the model.

Specifically, we make two changes to the model: we eliminate govern-
ment, and we assume 100 percent depreciation each period.10 Thus equa-
tions (5.10) and (5.11), which describe the behavior of government pur-
chases, are dropped from the model. And equations (5.2) and (5.4), which
describe the evolution of the capital stock and the determination of the real
interest rate, become

Kt +1 = Yt − Ct , (5.27)

1 + rt = α

(
At L t

Kt

)1−α

. (5.28)

The elimination of government can be justified on the grounds that doing
so allows us to isolate the effects of technology shocks. The grounds for the
assumption of complete depreciation, on the other hand, are only that it
allows us to solve the model analytically.

Solving the Model

Because markets are competitive, externalities are absent, and there are a
finite number of individuals, the model’s equilibrium must correspond to
the Pareto optimum. We can therefore find the equilibrium either by ignor-
ing markets and finding the social optimum directly, or by solving for the
competitive equilibrium. We will take the second approach, on the grounds
that it is easier to apply to variations of the model where Pareto efficiency
fails. Finding the social optimum is sometimes easier, however; as a result,
real-business-cycle models are sometimes solved that way.11

There are two state variables in the model: the capital stock inherited
from the previous period, and the current value of technology. That is, the
economy’s situation in a given period is described by these two variables.
The two endogenous variables are consumption and employment.

Because the endogenous variables are growing over time, it is easier to fo-
cus on the fraction of output that is saved, s, and labor supply per person, �.
Our basic strategy will be to rewrite the equations of the model in log-
linear form, substituting (1 − s )Y for C whenever it appears. We will then
determine how � and s must depend on the current technology and on the

10 With these changes, the model corresponds to a one-sector version of Long and Plosser’s
(1983) real-business-cycle model. McCallum (1989) investigates this model. In addition, ex-
cept for the assumption of δ = 1, the model corresponds to the basic case considered by
Prescott (1986). It is straightforward to assume that a constant fraction of output is purchased
by the government instead of eliminating government altogether.

11 See Problem 5.11 for the solution using the social-optimum approach.
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capital stock inherited from the previous period to satisfy the equilibrium
conditions. We will focus on the two conditions for household optimiza-
tion, (5.23) and (5.26); the remaining equations follow mechanically from
accounting and from competition.

We will find that s is independent of technology and the capital stock.
Intuitively, the combination of logarithmic utility, Cobb Douglas produc-
tion, and 100 percent depreciation causes movements in both technology
and capital to have offsetting income and substitution effects on saving. It
is the fact that s is constant that allows the model to be solved analytically.

Consider (5.23) first; this condition is 1/ct = e−ρ Et [(1 + rt +1)/ct +1]. Since
ct = (1 − st)Yt/Nt , rewriting (5.23) along the lines just suggested gives us

− ln

[
(1 − st)

Yt

Nt

]
= −ρ + ln Et

[
1 + rt +1

(1 − st +1)Yt +1/Nt +1

]
. (5.29)

Equation (5.28) implies that 1+ rt +1 equals α (At +1Lt +1/Kt +1)1−α , or αYt +1/

Kt +1. In addition, the assumption of 100 percent depreciation implies that
Kt +1 = Yt − Ct = stYt . Substituting these facts into (5.29) yields

− ln(1 − st ) − ln Yt + ln Nt

= −ρ + ln Et

[
αYt +1

Kt +1(1 − st +1)Yt +1/Nt +1

]

(5.30)

= −ρ + ln Et

[
αNt +1

st (1 − st +1)Yt

]

= −ρ + ln α + ln N t + n − ln st − ln Yt + ln Et

[
1

1 − st +1

]
,

where the final line uses the facts that α, Nt +1, st , and Yt are known at date t
and that N is growing at rate n. Equation (5.30) simplifies to

ln st − ln(1 − st) = −ρ + n + ln α + ln Et

[
1

1 − st +1

]
. (5.31)

Crucially, the two state variables, A and K, do not enter (5.31). This im-
plies that there is a constant value of s that satisfies this condition. To see
this, note that if s is constant at some value ŝ, then st +1 is not uncertain,
and so Et [1/(1 − st +1)] is simply 1/(1 − ŝ ). Thus (5.31) becomes

ln ŝ = ln α + n − ρ , (5.32)

or

ŝ = αen−ρ. (5.33)

Thus the model has a solution where the saving rate is constant.
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Now consider (5.26), which states ct/(1 − �t) = wt/b. Since ct = Ct/Nt =
(1 − ŝ )Yt/Nt , we can rewrite this condition as

ln

[
(1 − ŝ )

Yt

Nt

]
− ln(1 − �t) = ln wt − ln b. (5.34)

Because the production function is Cobb Douglas, wt = (1 − α)Yt /(�t Nt ).
Substituting this fact into (5.34) yields

ln(1 − ŝ ) + ln Yt − ln Nt − ln(1 − �t )

= ln(1 − α) + ln Yt − ln �t − ln Nt − ln b.
(5.35)

Canceling terms and rearranging gives us

ln �t − ln(1 − �t) = ln(1 − α) − ln(1 − ŝ ) − ln b. (5.36)

Finally, straightforward algebra yields

�t = 1 − α

(1 − α) + b (1 − ŝ )

≡ �̂.

(5.37)

Thus labor supply is also constant. The reason this occurs despite house-
holds’ willingness to substitute their labor supply intertemporally is that
movements in either technology or capital have offsetting impacts on the
relative-wage and interest-rate effects on labor supply. An improvement in
technology, for example, raises current wages relative to expected future
wages, and thus acts to raise labor supply. But, by raising the amount saved,
it also lowers the expected interest rate, which acts to reduce labor supply.
In the specific case we are considering, these two effects exactly balance.

The remaining equations of the model do not involve optimization; they
follow from technology, accounting, and competition. Thus we have found
a solution to the model with s and � constant.

As described above, any competitive equilibrium of this model is also
a solution to the problem of maximizing the expected utility of the rep-
resentative household. Standard results about optimization imply that this
problem has a unique solution (see Stokey, Lucas, and Prescott, 1989, for
example). Thus the equilibrium we have found must be the only one.

Discussion

This model provides an example of an economy where real shocks drive
output movements. Because the economy is Walrasian, the movements are
the optimal responses to the shocks. Thus, contrary to the conventional
wisdom about macroeconomic fluctuations, here fluctuations do not reflect
any market failures, and government interventions to mitigate them can
only reduce welfare. In short, the implication of real-business-cycle mod-
els, in their strongest form, is that observed aggregate output movements
represent the time-varying Pareto optimum.
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The specific form of the output fluctuations implied by the model is
determined by the dynamics of technology and the behavior of the capital
stock.12 In particular, the production function, Yt = K α

t (At L t )
1−α , implies

ln Yt = α ln Kt + (1 − α)(ln At + ln Lt). (5.38)

We know that Kt = ŝYt −1 and Lt = �̂Nt ; thus

ln Yt = α ln ŝ + α lnYt −1 + (1 − α)(ln At + ln �̂ + lnNt )

= α ln ŝ + α lnYt −1 + (1 − α)(A + gt ) (5.39)

+ (1 − α)
~
At + (1 − α)(ln �̂ + N + nt ),

where the last line uses the facts that ln At = A+gt+ ~
At and ln Nt = N +nt

(see [5.6] and [5.8]).
The two components of the right-hand side of (5.39) that do not follow

deterministic paths are α ln Yt −1 and (1−α)
~
At . It must therefore be possible

to rewrite (5.39) in the form

~
Yt = α

~
Yt −1 + (1 − α)

~
At , (5.40)

where
~
Yt is the difference between ln Yt and the value it would take if ln At

equaled A + gt each period (see Problem 5.14 for the details).
To see what (5.40) implies concerning the dynamics of output, note that

since it holds each period, it implies
~
Yt −1 = α

~
Yt−2 + (1 − α)

~
At −1, or

~
At −1 = 1

1 − α

( ~
Yt −1 − α

~
Yt −2

)
. (5.41)

Recall that (5.9) states that
~
At = ρA

~
At −1 + εA,t . Substituting this fact and

(5.41) into (5.40), we obtain

~
Yt = α

~
Yt −1 + (1 − α) (ρA

~
At −1 + εA,t )

= α
~
Yt −1 + ρA(

~
Yt −1 − α

~
Yt−2 ) + (1 − α)εA,t (5.42)

= (α + ρA)
~
Yt −1 − αρA

~
Yt−2 + (1 − α)εA,t.

Thus, departures of log output from its normal path follow a second-order
autoregressive process; that is,

~
Y can be written as a linear combination of its

two previous values plus a white-noise disturbance.13

12 The discussion that follows is based on McCallum (1989).
13 Readers who are familiar with the use of lag operators can derive (5.42) using that ap-

proach. In lag operator notation,
~
Yt −1 is L

~
Yt , where L maps variables to their previous pe-

riod’s value. Thus (5.40) can be written as
~
Yt = αL

~
Yt + (1 − α)

~
A t , or (1 − αL )

~
Yt = (1 − α)

~
At .

Similarly, we can rewrite (5.9) as (1 − ρAL )
~
At = εA,t , or

~
At = (1 − ρAL )−1εA,t . Thus we have

(1 − αL )
~
Yt = (1 − α)(1 − ρAL )−1εA,t . “Multiplying” through by 1 − ρAL yields (1 − αL )(1 − ρAL )

~
Yt = (1 − α)εA,t , or [1 − (α + ρA)L + αρAL2]

~
Yt = (1 − α)εA,t . This is equivalent to

~
Yt = (α + ρA)

L
~
Yt − αρAL2 ~

Yt + (1 − α)εA,t , which corresponds to (5.42). (See Section 7.3 for a discussion of
lag operators and of the legitimacy of manipulating them in these ways.)
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The combination of a positive coefficient on the first lag of
~
Yt and a

negative coefficient on the second lag can cause output to have a “hump-
shaped” response to disturbances. Suppose, for example, that α = 1

3
and

ρA = 0.9. Consider a one-time shock of 1/(1−α) to εA. Using (5.42) iteratively
shows that the shock raises log output relative to the path it would have
otherwise followed by 1 in the period of the shock (1 − α times the shock),
1.23 in the next period (α+ρA times 1), 1.22 in the following period (α+ρA

times 1.23, minus α times ρA times 1), then 1.14, 1.03, 0.94, 0.84, 0.76,
0.68, . . . in subsequent periods.

Because α is not large, the dynamics of output are determined largely by
the persistence of the technology shocks, ρA. If ρA = 0, for example, (5.42)

simplifies to
~
Yt = α

~
Yt −1 + (1−α)εA,t . If α = 1

3
, this implies that almost nine-

tenths of the initial effect of a shock disappears after only two periods. Even
if ρA = 1

2
, two-thirds of the initial effect is gone after three periods. Thus

the model does not have any mechanism that translates transitory technol-
ogy disturbances into significant long-lasting output movements. We will
see that the same is true of the more general version of the model. Nonethe-
less, these results show that this model yields interesting output dynamics.

Despite the output dynamics, this special case of the model does not
match major features of fluctuations very well. Most obviously, the saving
rate is constant so that consumption and investment are equally volatile
and labor input does not vary. In practice, as we saw in Section 5.1, invest-
ment varies much more than consumption, and employment and hours are
strongly procyclical. In addition, the model predicts that the real wage is
highly procyclical. Because of the Cobb Douglas production function, the
real wage is (1 − α)Y/L ; since L does not respond to technology shocks,
this means that the real wage rises one-for-one with Y . But, as we saw in
Section 5.1 and will see in more detail in Section 6.3, in actual fluctuations
the real wage is only moderately procyclical.

Thus the model must be modified if it is to capture many of the ma-
jor features of observed output movements. The next section shows that
introducing depreciation of less than 100 percent and shocks to govern-
ment purchases improves the model’s predictions concerning movements
in employment, saving, and the real wage.

To see intuitively how lower depreciation improves the fit of the model,
consider the extreme case of no depreciation and no growth, so that invest-
ment is zero in the absence of shocks. In this situation, a positive technology
shock, by raising the marginal product of capital in the next period, makes
it optimal for households to undertake some investment. Thus the saving
rate rises. The fact that saving is temporarily high means that expected con-
sumption growth is higher than it would be with a constant saving rate;
from consumers’ intertemporal optimization condition, (5.23), this requires
the expected interest rate to be higher. But we know that a higher interest
rate increases current labor supply. Thus introducing incomplete deprecia-
tion causes investment and employment to respond more to shocks.



Romer-3931312--That book January 11, 2018 10:47 207

5.6 Solving the Model in the General Case 207

The reason that introducing shocks to government purchases improves
the fit of the model is straightforward: it breaks the tight link between
output and the real wage. Since an increase in government purchases in-
creases households’ lifetime tax liability, it reduces their lifetime wealth.
This causes them to consume less leisure that is, to work more. When
labor supply rises without any change in technology, the real wage falls;
thus output and the real wage move in opposite directions. It follows that
with shocks to both government purchases and technology, the model can
generate an overall pattern of real wage movements that is not strongly
procyclical.

5.6 Solving the Model in the General Case

Log-Linearization

As discussed above, the full model of Section 5.3 cannot be solved analyt-
ically. This is true of almost all real-business-cycle models, as well as many
other modern models in macroeconomics. A common way of dealing with
this problem is to log-linearize the model. That is, agents’ decision rules and
the equations of motion for the state variables are replaced by first-order
Taylor approximations in the logs of the relevant variables around the path
the economy would follow in the absence of shocks. We will take that
approach here.14

Unfortunately, even though taking a log-linear approximation to the
model allows it to be solved analytically, the analysis is complicated and
not particularly interesting. For that reason, we will only describe the broad
features of the derivation and results without going through the specifics
in detail.

Recall that the economy has three state variables (the capital stock in-
herited from the previous period and the current values of technology and
government purchases) and two endogenous variables (consumption and
employment). If we log-linearize the model around the nonstochastic bal-
anced growth path, the rules for consumption and employment must take
the form

~
Ct � aCK

~
Kt + aCA

~
At + aCG

~
Gt , (5.43)

~
Lt � a LK

~
Kt + a LA

~
At + a LG

~
Gt , (5.44)

where the a ’s will be functions of the underlying parameters of the model.
As before, a tilde over a variable denotes the difference between the log
of that variable and the log of its balanced-growth-path value.15 Thus, for

14 The specifics of the analysis follow Campbell (1994).
15 See Problem 5.10 for the balanced growth path of the model in the absence of shocks.
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example,
~
At denotes ln At − (A+ gt ). Equations (5.43) and (5.44) state that

log consumption and log employment are linear functions of the logs of
K, A, and G, and that consumption and employment are equal to their
balanced-growth-path values when K, A, and G are all equal to theirs. Since
we are building a version of the model that is log-linear around the balanced
growth path by construction, we know that these conditions must hold. To
solve the model, we must determine the values of the a ’s.

As with the simple version of the model, we will focus on the two con-
ditions for household optimization, (5.23) and (5.26). For a set of a ’s to be a
solution to the model, they must imply that households are satisfying these
conditions. It turns out that the restrictions that this requirement puts on
the a ’s fully determine them, and thus tell us the solution to the model.

This solution method is known as the method of undetermined coefficients.
The idea is to use theory (or, in some cases, educated guesswork) to find the
general functional form of the solution, and then to determine what values
the coefficients in the functional form must take to satisfy the equations of
the model. This method is useful in many situations.

The Intratemporal First-Order Condition

Begin by considering households’ first-order condition for the tradeoff be-
tween current consumption and labor supply, ct/(1 − �t ) = wt/b (equa-
tion [5.26]). Using equation (5.3), wt = (1 − α)[Kt/(At L t )]

α At , to substitute
for the wage and taking logs, we can write this condition as

ln ct − ln(1 − �t ) = ln

(
1 − α

b

)
+ (1 − α) ln At + α ln Kt − α ln Lt. (5.45)

We want to find a first-order Taylor-series approximation to this expres-
sion in the logs of the variables of the model around the balanced growth
path the economy would follow if there were no shocks. Approximating the
right-hand side is straightforward: the difference between the actual value
of the right-hand side and its balanced-growth-path value is (1 − α)

~
At +

α
~
Kt−α

~
Lt . To approximate the left-hand side, note first that since population

growth is not affected by the shocks, the log of consumption per worker
differs from its balanced-growth-path value only to the extent that the log of
total consumption differs from its balanced-growth-path value. Thus ~ct = ~

Ct .
Similarly,

~
�t = ~

Lt . The derivative of the left-hand side of (5.45) with re-
spect to ln ct is simply 1. The derivative with respect to ln �t at �t = �∗ is
�∗/(1 − �∗), where �∗ is the value of � on the balanced growth path. Thus,
log-linearizing (5.45) around the balanced growth path yields

~
Ct + �∗

1 − �∗
~
Lt = (1 − α)

~
At + α

~
Kt − α

~
Lt. (5.46)
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We can now use the fact that
~
Ct and

~
Lt are linear functions of

~
Kt ,

~
At ,

and
~
Gt . Substituting (5.43) and (5.44) into (5.46) yields

aCK
~
Kt + aCA

~
At + aCG

~
Gt +

(
�∗

1 − �∗ + α

)
(a LK

~
Kt + a LA

~
At + a LG

~
Gt)

(5.47)

= α
~
Kt + (1 − α)

~
At .

Equation (5.47) must hold for all values of
~
K,

~
A, and

~
G . If it does not, then

for some combinations of
~
K,

~
A, and

~
G , households are not satisfying their

intratemporal first-order condition. Thus the coefficients on
~
K on the two

sides of (5.47) must be equal, and similarly for the coefficients on
~
A and on

~
G .

The a ’s must therefore satisfy

aCK +
(

�∗

1 − �∗ + α

)
a LK = α , (5.48)

aCA +
(

�∗

1 − �∗ + α

)
a LA = 1 − α , (5.49)

aCG +
(

�∗

1 − �∗ + α

)
a LG = 0. (5.50)

To understand these conditions, consider first (5.50), which relates the
responses of consumption and employment to movements in government
purchases. Government purchases do not directly enter (5.45); that is, they
do not affect the wage for a given level of labor supply. If households increase
their labor supply in response to an increase in government purchases, the
wage falls and the marginal disutility of working rises. Thus, they will do this
only if the marginal utility of consumption is higher that is, if consumption
is lower. Thus if labor supply and consumption respond to changes in gov-
ernment purchases, they must move in opposite directions. Equation (5.50)
tells us not only this qualitative result, but also how the movements in labor
supply and consumption must be related.

Now consider an increase in A (equation [5.49]). An improvement in tech-
nology raises the wage for a given level of labor supply. Thus if neither
labor supply nor consumption responds, households can raise their utility
by working more and increasing their current consumption. Households
must therefore increase either labor supply or consumption (or both); this
is what is captured in (5.49).

Finally, the restrictions that (5.45) puts on the responses of labor supply
and consumption to movements in capital are similar to the restrictions it
puts on their responses to movements in technology. The only difference is
that the elasticity of the wage with respect to capital, given L , is α rather
than 1 − α. This is what is shown in (5.48).
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The Intertemporal First-Order Condition

The analysis of the first-order condition relating current consumption and
next period’s consumption, 1/ct = e−ρ Et [(1+rt +1)/ct +1] (equation [5.23]), is
more complicated. The basic idea is the following. Begin by defining

~
Z t +1 as

the difference between the log of (1+rt +1)/ct +1 and the log of its balanced-
growth-path value. Then use equation (5.4) for rt +1 to express 1 + rt +1 in
terms of Kt +1, At +1, and Lt +1. This allows us to approximate

~
Zt +1 in terms

of
~
Kt +1,

~
At +1,

~
Lt +1 and

~
Ct +1. Now note that since (5.43) and (5.44) hold at

each date, they imply

~
Ct +1 � aCK

~
Kt +1 + aCA

~
At +1 + aCG

~
Gt +1, (5.51)

~
Lt +1 � aLK

~
Kt +1 + aLA

~
At +1 + aLG

~
Gt +1. (5.52)

These equations allow us to express
~
Zt +1 in terms of

~
Kt +1,

~
At +1, and

~
Gt +1.

Since
~
Kt +1 is an endogenous variable, we need to eliminate it from the

expression for
~
Zt +1. Specifically, we can log-linearize the equation of motion

for capital, (5.2), to write
~
Kt +1 in terms of

~
Kt ,

~
At ,

~
Gt ,

~
Lt , and

~
Ct , and then

use (5.43) and (5.44) to substitute for
~
Lt and

~
Ct . This yields an equation of

the form
~
Kt +1 � b KK

~
Kt + b KA

~
At + b KG

~
Gt , (5.53)

where the b ’s are complicated functions of the parameters of the model and
of the a ’s.16

Substituting (5.53) into the expression for
~
Zt +1 in terms of

~
Kt +1,

~
At +1,

and
~
Gt +1 then gives us an expression for

~
Zt +1 in terms of

~
At +1,

~
Gt +1,

~
Kt ,

~
At , and

~
Gt . The final step is to use this to find Et [

~
Zt +1] in terms of

~
Kt ,

~
At ,

and
~
Gt , which we can do by using the facts that Et [

~
At +1] = ρA

~
At and

Et [
~
Gt +1] = ρG

~
Gt (see [5.9] and [5.11]).17 Substituting this into (5.23) gives

us three additional restrictions on the a ’s; this is enough to determine the
a ’s in terms of the underlying parameters.

Unfortunately, the model is sufficiently complicated that solving for the
a ’s is tedious, and the resulting expressions for the a ’s in terms of the un-
derlying parameters of the model are complicated. Even if we wrote down
those expressions, the effects of the parameters of the model on the a ’s, and
hence on the economy’s response to shocks, would not be transparent.

16 See Problem 5.15.
17 There is one complication here. As emphasized in Section 5.4, (5.23) involves not just

the expectations of next-period values, but their entire distribution. That is, what appears in
the log-linearized version of (5.23) is not Et [

~
Z t +1], but ln Et [e

~Zt +1 ]. Campbell (1994) addresses
this difficulty by assuming that

~
Z is normally distributed with constant variance; that is, e

~Z has
a lognormal distribution. Standard results about this distribution then imply that ln Et [e

~Zt +1 ]
equals Et [

~
Z t +1] plus a constant. Thus we can express the log of the right-hand side of (5.23)

in terms of Et [
~
Z t +1] and constants. Finally, Campbell notes that given the log-linear structure

of the model, if the underlying shocks the εA’s and εG ’s in (5.9) and (5.11) are normally
distributed with constant variances, his assumption about the distribution of

~
Z t +1 is correct.
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Thus, despite the comparative simplicity of the model and our use of
approximations, we must still resort to numerical methods to describe the
model’s properties. What we will do is choose a set of baseline parameter
values and discuss their implications for the a ’s in (5.43) (5.44) and the b ’s
in (5.53). Once we have determined the values of the a ’s and b ’s, equa-
tions (5.43), (5.44), and (5.53) specify (approximately) how consumption,
employment, and capital respond to shocks to technology and government
purchases. The remaining equations of the model can then be used to de-
scribe the responses of the model’s other variables output, investment, the
wage, and the interest rate. For example, we can substitute equation (5.44)
for

~
L into the log-linearized version of the production function to find the

model’s implications for output:

~
Yt = α

~
Kt + (1 − α)(

~
Lt + ~

At)

= α
~
Kt + (1 − α)(aLK

~
Kt + aLA

~
At + aLG

~
Gt + ~

At ) (5.54)

= [α + (1 − α)aLK]
~
Kt + (1 − α)(1 + aLA)

~
At + (1 − α)aLG

~
Gt.

5.7 Implications

Following Campbell (1994), assume that each period corresponds to a quar-

ter, and take for baseline parameter values α = 1

3
, g = 0.5%, n = 0.25%, δ =

2.5%, ρA = 0.95, ρG = 0.95, and G , ρ , and b such that (G/Y )∗ = 0.2, r∗ = 1.5%,

and �∗ = 1

3
.18

The Effects of Technology Shocks

One can show that these parameter values imply aLA � 0.35, aLK � − 0.31,
aCA � 0.38, aCK � 0.59, bKA � 0.08, and bKK � 0.95. These values can be
used to trace out the effects of a change in technology. Consider, for ex-
ample, a positive 1 percent technology shock. In the period of the shock,
capital (which is inherited from the previous period) is unchanged, labor
supply rises by 0.35 percent, and consumption rises by 0.38 percent. Since
the production function is K1/3(AL)2/3, output increases by 0.90 percent. In
the next period, technology is 0.95 percent above normal (since ρA = 0.95),
capital is higher by 0.08 percent (since bKA � 0.08), labor supply is higher
by 0.31 percent (0.35 times 0.95, minus 0.31 times 0.08), and consump-
tion is higher by 0.41 percent (0.38 times 0.95, plus 0.59 times 0.08); the
effects on A, K, and L imply that output is 0.86 percent above normal. And
so on.

18 See Problem 5.10 for the implications of these parameter values for the balanced growth
path.
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FIGURE 5.2 The effects of a 1 percent technology shock on the paths of tech-
nology, capital, and labor
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FIGURE 5.3 The effects of a 1 percent technology shock on the paths of output
and consumption

Figures 5.2 and 5.3 show the shock’s effects on the major quantity vari-
ables of the model. By assumption, the effects on the level of technology
die away slowly. Capital accumulates gradually and then slowly returns to
normal; the peak effect is an increase of 0.60 percent after 20 quarters. Labor
supply jumps by 0.35 percent in the period of the shock and then declines
relatively rapidly, falling below normal after 15 quarters. It reaches a low
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FIGURE 5.4 The effects of a 1 percent technology shock on the paths of the
wage and the interest rate

of −0.09 percent after 33 quarters and then slowly comes back to normal.
The net result of the movements in A, K, and L is that output increases in
the period of the shock and then gradually returns to normal. Consumption
responds less, and more slowly, than output; thus investment is more vola-
tile than consumption.

Figure 5.4 shows the percentage change in the wage and the change in
percentage points in the interest rate at an annual rate. The wage rises and
then returns very slowly to normal. Because the changes in the wage (after
the unexpected jump at the time of the shock) are small, wage movements
contribute little to the variations in labor supply. The annual interest rate
increases by about one-seventh of a percentage point in the period of the
shock and then returns to normal fairly quickly. Because the capital stock
moves more slowly than labor supply, the interest rate dips below normal
after 14 quarters. These movements in the interest rate are the main source
of the movements in labor supply.

To understand the movements in the interest rate and consumption,
start by considering the case where labor supply is inelastic, and recall that
r = α(AL/K )1−α− δ. The immediate effect of the increase in A is to raise r .
Since the increase in A dies out only slowly, r must remain high unless K
increases rapidly. And since depreciation is low, a rapid rise in K would
require a large increase in the fraction of output that is invested. But if the
saving rate were to rise by so much that r returned immediately to its usual
level, this would mean that consumption was expected to grow rapidly
even though r equaled its normal value; this would violate households’
intertemporal first-order condition, (5.23). Thus instead, households raise
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the fraction of their income that they save, but not by enough to return
r immediately to its usual level. And since the increase in A is persistent,
the increase in the saving rate is also persistent. As technology returns to
normal, the slow adjustment of the capital stock eventually causes A/K to
fall below its initial value, and thus causes r to fall below its usual value.
When this occurs, the saving rate falls below its balanced-growth-path level.

When we allow for variations in labor supply, some of the adjustments
of the capital stock occur through changes in labor supply rather than the
saving rate: households build up the capital stock during the early phase
partly by increasing labor supply, and bring it back to normal in the later
phase partly by decreasing labor supply.

In general, we can think of the effects of shocks as working through wealth
and intertemporal-substitution effects. A positive technology shock implies
that the economy will be more productive for a while. This increase in
productivity means that households’ lifetime wealth is greater, which acts
to increase their consumption and reduce their labor supply. But there are
also two reasons for them to shift labor supply from the future to the present
and to save more. First, the productivity increases will dissipate over time,
so that this is an especially appealing time to produce. Second, the capital
stock is low relative to the level of technology, so the marginal product of
capital is especially high.

We saw in Section 5.5 that with complete depreciation, the wealth and
intertemporal-substitution effects balance, so technology shocks do not af-
fect labor supply and the saving rate. With less than complete depreciation,
the intertemporal-substitution effect becomes more important, and so labor
supply and the saving rate rise in the short run.

The parameter that the results are most sensitive to is ρA. When technol-
ogy shocks are less persistent, the wealth effect of a shock is smaller (because
its impact is shorter-lived), and its intertemporal-substitution effect is larger.
As a result, aCA is increasing in ρA, and aLA and bKA are decreasing; aCK, a LK,
and bKK are unaffected. If ρA declines from the baseline value of 0.95 to 0.5,
for example, aCA falls from 0.38 to 0.11, aLA rises from 0.35 to 0.66, and bKA

rises from 0.08 to 0.12. The result is sharper, shorter output fluctuations. In
this case, a 1 percent technology shock raises output by 1.11 percent in the
period of the shock, but only by 0.30 percent two periods later. If ρA = 1,
then aCA rises to 0.63, aLA falls to 0.05, and bKA falls to 0.04. The result is
that employment fluctuations are small and output fluctuations are much
more gradual. For example, a 1 percent shock causes output to increase by
0.70 percent immediately (only slightly larger than the direct effect of 0.67
percent), and then to rise very gradually to 1 percent above its initial level.19

19 One might think that with a permanent shock, the intertemporal-substitution effect
would be absent, and so labor supply would not rise. Recall, however, that the capital stock
also creates an intertemporal-substitution effect. When technology improves, the marginal
product of capital rises, creating an incentive to increase labor supply to increase investment.
Equivalently, the real interest rate rises temporarily, increasing labor supply.
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In addition, suppose we generalize the way that leisure enters the in-
stantaneous utility function, (5.7), to allow the intertemporal elasticity of
substitution in labor supply to take on values other than 1.20 With this
change, this elasticity also has important effects on the economy’s response
to shocks: the larger the elasticity, the more responsive labor supply is to
technology and capital. If the elasticity rises from 1 to 2, for example, a LA

changes from 0.35 to 0.48 and a LK changes from −0.31 to −0.41 (in addi-
tion, aCA, aCK, bKA, and bKK all change moderately). As a result, fluctuations

are larger when the intertemporal elasticity of substitution is higher.21

The Effects of Changes in Government Purchases

Our baseline parameter values imply aCG � −0.13, aLG � 0.15, and bKG �
−0.004; aCK, aLK, and bKK are as before. Intuitively, an increase in govern-
ment purchases causes consumption to fall and labor supply to rise because
of its negative wealth effects. And because the rise in government purchases
is not permanent, agents also respond by decreasing their capital holdings.

Since the elasticity of output with respect to L is 2

3
, the value of aLG of

0.15 means that output rises by about 0.1 percent in response to a 1 percent
government-purchases shock. Since output on the balanced growth path is
5 times government purchases, this means that Y rises by about one-half
as much as G . And since one can show that consumption on the balanced
growth path is about 21/2 times government purchases, the value of aCG of
−0.13 means that C falls by about one-third as much as G increases. The
remaining one-sixth of the adjustment takes the form of lower investment.

Figures 5.5 5.7 trace out the effects of a positive 1 percent government-
purchases shock. The capital stock is only slightly affected; the maximum
impact is a decline of 0.03 percent after 20 quarters. Employment increases
and then gradually returns to normal; in contrast to what occurs with tech-
nology shocks, it never falls below its normal level. Because technology is
unchanged and the capital stock moves little, the movements in output are
small and track the changes in employment fairly closely. Consumption de-
clines at the time of the shock and then gradually returns to normal. The
increase in employment and the fall in the capital stock cause the wage
to fall and the interest rate to rise. The anticipated wage movements after
the period of the shock are small and positive. Thus the increases in labor
supply stem from the intertemporal-substitution effect due to the increase
in the interest rate, and from the wealth effect due to the government’s use
of more output.

20 See Campbell (1994) and Problem 5.4.
21 In addition, Kimball (1991) shows that if we relax the assumption of a Cobb Douglas

production function, the elasticity of substitution between capital and labor has important
effects on the economy’s response to shocks.
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FIGURE 5.5 The effects of a 1 percent government-purchases shock on the
paths of capital and labor
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FIGURE 5.6 The effects of a 1 percent government-purchases shock on the
paths of output and consumption

As with technology, the persistence of movements in government pur-
chases has important effects on how the economy responds to shocks. If ρG

falls to 0.5, for example, aCG falls from −0.13 to −0.03, aLG falls from 0.15
to 0.03, and bKG increases from −0.004 to −0.020: because movements in
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FIGURE 5.7 The effects of a 1 percent government-purchases shock on the paths
of the wage and the interest rate

purchases are much shorter-lived, much more of the response takes the form
of reductions in capital holdings. These values imply that output rises by
about one-tenth of the increase in government purchases, that consumption
falls by about one-tenth of the increase, and that investment falls by about
four-fifths of the increase. In response to a 1 percent shock, for example,
output increases by just 0.02 percent in the period of the shock and then
falls below normal, with a low of −0.004 percent after 7 quarters.

5.8 Empirical Application: Calibrating a
Real-Business-Cycle Model

How should we judge how well a real-business-cycle model fits the data?
One common approach is calibration (Kydland and Prescott, 1982). The basic
idea of calibration is to choose parameter values on the basis of micro-
economic evidence and then to compare the model’s predictions concerning
the variances and covariances of various series with those in the data.

Calibration has two potential advantages over estimating models econo-
metrically. First, because parameter values are selected on the basis of mi-
croeconomic evidence, a large body of information beyond that usually em-
ployed can be brought to bear, and the models can therefore be held to a
higher standard. Second, the economic importance of a statistical rejection,
or lack of rejection, of a model is often hard to interpret. A model that fits
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the data well along every dimension except one unimportant one may be
overwhelmingly rejected statistically. Or a model may fail to be rejected
simply because the data are consistent with a wide range of possibilities.

To see how calibration works in practice, consider the baseline real-
business-cycle model of Prescott (1986) and Hansen (1985). This model
differs from the model we have been considering in two ways. First, govern-
ment is absent. Second, the trend component of technology is not assumed
to follow a simple linear path; instead, a smooth but nonlinear trend is re-
moved from the data before the model’s predictions and actual fluctuations
are compared.22

We consider the parameter values proposed by Hansen and Wright
(1992), which are similar to those we considered in the previous section
as well as those considered by Prescott and Hansen. Based on data on fac-
tor shares, the capital-output ratio, and the investment-output ratio, Hansen
and Wright set α = 0.36, δ = 2.5% per quarter, and ρ = 1% per quarter. Based
on the average division of discretionary time between work and nonwork
activities, they set b to 2. They choose the parameters of the process for
technology on the basis of the empirical behavior of the Solow residual,
Rt ≡ � lnYt − [α� ln Kt + (1 − α)� ln Lt ]. As described in Chapter 1, the
Solow residual is a measure of all influences on output growth other
than the contributions of capital and labor through their private marginal
products. Under the assumptions of real-business-cycle theory, the only such
other influence on output is technology, and so the Solow residual is a mea-
sure of technological change. Based on the behavior of the Solow residual,
Hansen and Wright set ρA = 0.95 and the standard deviation of the quar-
terly εA’s to 1.1 percent.23

Table 5.4 shows the model’s implications for some key features of fluc-
tuations. The figures in the first column are from actual U.S. data; those in
the second column are from the model. All of the numbers are based on the
deviation-from-trend components of the variables, with the trends found
using the nonlinear procedure employed by Prescott and Hansen.

The first line of the table reports the standard deviation of output. The
model produces output fluctuations that are only moderately smaller than
those observed in practice. This finding is the basis for Prescott’s (1986)
famous conclusion that aggregate fluctuations are not just consistent with
a competitive, neoclassical model, but are predicted by such a model. The
second and third lines of the table show that both in the United States and

22 The detrending procedure that is used is known as the Hodrick Prescott filter (Hodrick
and Prescott, 1997).

23 In addition, Prescott argues that, under the assumption that technology multiplies an
expression of form F (K ,L ), the absence of a strong trend in capital’s share suggests that F (•) is
approximately Cobb Douglas. Similarly, he argues on the basis of the lack of a trend in leisure
per person and of studies of substitution between consumption in different periods that (5.7)
provides a good approximation to the instantaneous utility function. Thus the choices of
functional forms are not arbitrary.
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TABLE 5.4 A calibrated real-business-cycle model
versus actual data

U.S. data Baseline real-business-cycle model

σY 1.92 1.30

σC/σY 0.45 0.31

σI/σY 2.78 3.15

σL/σY 0.96 0.49

Corr(L ,Y/L ) −0.14 0.93

Source: Hansen and Wright (1992).

in the model, consumption is considerably less volatile than output, and
investment is considerably more volatile.

The final two lines of the table show that the baseline model is less
successful in its predictions about the contributions of variations in labor
input and in output per unit of labor input to aggregate fluctuations. In the
U.S. economy, labor input is nearly as volatile as output; in the model it is
much less so. And in the United States, labor input and productivity are
essentially uncorrelated; in the model they move together closely.

Thus a simple calibration exercise can be used to identify a model’s major
successes and failures. In doing so, it suggests ways in which the model
might be modified to improve its fit with the data. For example, additional
sources of shocks would be likely to increase output fluctuations and to
reduce the correlation between movements in labor input and in produc-
tivity. Indeed, Hansen and Wright show that, for their suggested parameter
values, adding government-purchases shocks along the lines of the model
of this chapter lowers the correlation of L and Y/L from 0.93 to 0.49; the
change has little effect on the magnitude of output fluctuations, however.

Of course, calibration has disadvantages as well. As we will see over the
next two chapters, models of business cycles have moved away from the
simple, highly Walrasian models of this chapter. As a result, calibration ex-
ercises no longer rely on the original idea of using microeconomic evidence
to tie down essentially all the relevant parameters and functional forms:
given the models’ wide variety of features, they have some flexibility in
matching the data. As a result, we do not know how informative it is when
they match important moments of the data relatively well. Nor, because the
models are generally not tested against alternatives, do we know whether
there are other, perhaps completely different, models that can match the
moments just as well.

Further, given the state of economic knowledge, it is not clear that
matching the major moments of the data should be viewed as a desirable
feature of a model.24 Even the most complicated models of fluctuations are

24 The argument that follows is due to Matthew Shapiro.
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grossly simplified descriptions of reality. It would be remarkable if none
of the simplifications had quantitatively important effects on the models’
implications. But given this, it is hard to determine how informative the
fact that a model does or does not match aggregate data is about its overall
usefulness.

It would be a mistake to think that the only alternative to calibration is
formal estimation of fully specified models. Often, the alternative is to focus
more narrowly. Researchers frequently assess models by considering the
microeconomic evidence about the reasonableness of the models’ central
building blocks or by examining the models’ consistency with a handful of
“stylized facts” that the modelers view as crucial.

Unfortunately, there is little evidence concerning the relative merits of
different approaches to evaluating macroeconomic models. Researchers use
various mixes and types of calibration exercises, formal estimation, examina-
tion of the plausibility of the ingredients, and consideration of consistency
with specific facts. At this point, choices among these approaches seem to
be based more on researchers’ “tastes” than on a body of knowledge about
the strengths and weaknesses of the approaches. Trying to move beyond this
situation by developing evidence about the merits of different approaches
is an important and largely uncharted area of research.

5.9 Empirical Application: Money and Output

The dimension on which the real-business-cycle view of macroeconomic
fluctuations departs most fundamentally from traditional views concerns
the effects of monetary disturbances. A monetary shock, such as a change
in the money supply, does not change the economy’s technology, agents’
preferences, or the government’s purchases of goods and services; nor does
it provide news about any of those things. As a result, in models with com-
pletely flexible prices, including the RBC models of this chapter, its only
effect is to change nominal prices; all real quantities and relative prices
are unaffected. In traditional views of fluctuations, in contrast, monetary
changes have substantial real effects, and they are often viewed as impor-
tant sources of output movements. Moreover, as we will see in the next
two chapters, the same factors that can cause monetary disturbances to
have significant real effects have important consequences for the effects of
other disturbances.

This discussion suggests that a critical test of pure real-business-cycle
models is whether monetary disturbances have substantial real effects.
Partly for this reason, an enormous amount of research has been devoted
to trying to determine the effects of monetary changes.
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The St. Louis Equation

Since our goal is to test whether monetary changes have real effects, a seem-
ingly obvious place to start is to just regress output on money. Such regres-
sions have a long history. One of the earliest and most straightforward was
carried out by Leonall Andersen and Jerry Jordan of the Federal Reserve Bank
of St. Louis (Andersen and Jordan, 1968). For that reason, the regression of
output on money is known as the St. Louis equation.

Here we consider an example of the St. Louis equation. The left-hand-
side variable is the change in the log of real GDP. The main right-hand-side
variable is the change in the log of the money stock, as measured by M2;
since any effect of money on output may occur with a lag, the contempo-
raneous and four lagged values are included. The regression also includes
a constant and a time trend (to account for trends in output and money
growth). The data are quarterly, and the sample period is 1960Q2 2007Q4.
(The start date is determined by data availability. The end date is chosen
to omit the enormous financial and monetary changes associated with the
Great Recession and the unconventional policy actions the Federal Reserve
took in response.)

The results are

�lnYt = 0.0044
(0.0028)

− 0.05
(0.10)

�ln mt + 0.17
(0.12)

�ln mt −1 + 0.16
(0.12)

�ln mt −2

(5.55)+ 0.01
(0.12)

�ln mt−3 − 0.02
(0.10)

�ln mt −4 − 0.000004
(0.000012)

t,

R
2 = 0.048, D.W. = 1.49, s.e.e. = 0.008,

where the numbers in parentheses are standard errors. The sum of the coef-
ficients on the current and four lagged values of the money-growth variable
is 0.26, with a standard error of 0.10. Thus the estimates suggest that a
1 percent increase in the money stock is associated with an increase of
1

4
percent in output over the next year, and the null hypothesis of no asso-

ciation is rejected at high levels of significance.
Does this regression, then, provide important evidence in support of mon-

etary over real theories of fluctuations? The answer is no. There are several
basic problems with a regression like this one. First, causation may run from
output to money rather than from money to output. A simple story, formal-
ized by King and Plosser (1984), is that when firms plan to increase produc-
tion, they increase their money holdings because they will need to purchase
more intermediate inputs. Similarly, households may increase their money
holdings when they plan to increase their purchases. Aggregate measures
of the money stock, such as M2, are not set directly by the Federal Reserve
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but are determined by the interaction of the supply of high-powered money
with the behavior of the banking system and the public. Thus shifts in
money demand stemming from changes in firms’ and households’ produc-
tion plans can lead to changes in the money stock. As a result, we may see
changes in the money stock in advance of output movements even if the
changes in money are not causing the output movements.

The second and even more severe problem with the St. Louis equation
involves the determinants of monetary policy. Suppose the Federal Reserve
adjusts the money stock to try to offset other factors that influence aggregate
output. Then if monetary changes have real effects and the Federal Reserve’s
efforts to stabilize the economy are successful, we will observe fluctuations
in money without movements in output (Kareken and Solow, 1963). Thus,
just as we cannot conclude from the positive correlation between money
and output that money causes output, if we fail to observe such a correlation
we cannot conclude that money does not cause output.

A more prosaic difficulty with the St. Louis equation is that there have
been large shifts in the demand for money over this period. At least some
of the shifts are probably due to financial innovation and deregulation, but
their causes are not entirely understood. Models with sticky prices predict
that if the Federal Reserve does not adjust the money supply fully in re-
sponse to these disturbances, there will be a negative relationship between
money and output. A positive money demand shock, for example, will in-
crease the money stock but increase the interest rate and reduce output.
And even if the Federal Reserve accommodates the shifts, the fact that they
are so large may cause a few observations to have a disproportionate effect
on the results.

As a result of the money demand shifts, the estimated relationship be-
tween money and output is sensitive to such matters as the sample period
and the measure of money. For example, if equation (5.55) is estimated using
M1 in place of M2, or if it is estimated over a somewhat different sample
period, the results change considerably.

Because of these difficulties, regressions like (5.55) are of little value in
determining the effects of monetary changes on output.

Other Types of Evidence

A very different approach to testing whether monetary shocks have real
effects stems from the work of Friedman and Schwartz (1963). Friedman
and Schwartz undertake a careful historical analysis of the sources of move-
ments in the money stock in the United States from the end of the Civil
War to 1960. On the basis of this analysis, they argue that many of the
movements in money, especially the largest ones, were mainly the result
of developments in the monetary sector of the economy rather than the
response of the money stock to real developments. Friedman and Schwartz
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demonstrate that these monetary movements were followed by output
movements in the same direction. Thus, Friedman and Schwartz conclude,
unless the money-output relationship in these episodes is an extraordinary
fluke, it must reflect causation running from money to output.25

C. Romer and D. Romer (1989) provide additional evidence along the
same lines. They search the records of the Federal Reserve for the postwar
period for evidence of policy shifts designed to lower inflation that were not
motivated by developments on the real side of the economy. They identify
six such shifts, and find that all of them were followed by recessions. One ex-
ample is the Volcker disinflation, which we discussed briefly in Section 5.1.
In October 1979, shortly after Paul Volcker became chair of the Federal
Reserve, the Federal Reserve tightened monetary policy dramatically. The
change appears to have been motivated by a desire to reduce inflation, and
not by the presence of other forces that would have caused output to de-
cline in any event. Yet it was followed by one of the largest recessions in
postwar U.S. history.26

What Friedman and Schwartz and Romer and Romer are doing is search-
ing for natural experiments to determine the effects of monetary shocks
analogous to the natural experiments described in Section 4.4 for determin-
ing the effects of social infrastructure. For example, Friedman and Schwartz
argue that the death in 1928 of Benjamin Strong, the president of the
Federal Reserve Bank of New York, brought about a large monetary change
that was not caused by the behavior of output. Strong’s death, they argue,
left a power vacuum in the Federal Reserve System and therefore caused
monetary policy to be conducted very differently over the next several years
than it otherwise would have been.27

Natural experiments such as Strong’s death are unlikely to be as ideal as
genuine randomized experiments for determining the effects of monetary

25 See especially Chapter 13 of their book something that every macroeconomist should
read.

26 It is possible that similar studies of open economies would provide stronger evidence
concerning the importance of monetary forces. For example, shifts in monetary policy to
combat high rates of inflation in small, highly open economies appear to be associated with
large changes in real exchange rates, real interest rates, and real output. What we observe is
more complicated than anti-inflationary monetary policy being consistently followed by low
output, however. In particular, when the policy attempts to reduce inflation by targeting the
exchange rate, there is typically an output boom in the short run. Why this occurs is not
known. Likewise, the more general question of whether the evidence from inflation stabiliza-
tions in open economies provides strong evidence of monetary nonneutrality is unresolved.
Analyzing stabilizations is complicated by the fact that the policy shifts are often accompa-
nied by fiscal reforms and by large changes in uncertainty. See, for example, Sargent (1982),
Rebelo and Vegh (1995), and Calvo and Vegh (1999).

27 Velde (2009) identifies and analyzes a fascinating natural monetary experiment in
eighteenth-century France. The results provide strong evidence of incomplete price adjust-
ment and real effects of monetary changes even then.



Romer-3931312--That book January 11, 2018 10:47 224

224 Chapter 5 REAL-BUSINESS-CYCLE THEORY

changes. There is room for disagreement concerning whether any episodes
are sufficiently clear-cut to be viewed as independent monetary dis-
turbances, and if so, what set of episodes should be considered. But since
randomized experiments are not possible, the evidence provided by natural
experiments may be the best we can obtain.

A related approach is to use the evidence provided by specific mone-
tary interventions to investigate the impact of monetary changes on rel-
ative prices. For example, as we will discuss in Section 12.2, Cook and
Hahn (1989) confirm formally the common observation that Federal Re-
serve open-market operations are associated with changes in nominal inter-
est rates (see also Kuttner, 2001). Given the discrete nature of the open-
market operations and the specifics of how their timing is determined, it
is not plausible that they occur endogenously at times when interest rates
would have moved in any event. And the fact that monetary expansions
lower nominal rates strongly suggests that the changes in nominal rates
represent changes in real rates as well. For example, monetary expansions
lower nominal interest rates for terms as short as a day; it seems unlikely
that they reduce expected inflation over such horizons. Since changes in real
rates affect real behavior even in Walrasian models, this evidence strongly
suggests that monetary changes have real effects.

Similarly, the nominal exchange-rate regime appears to affect the behav-
ior of real exchange rates. Under a fixed exchange rate, the central bank ad-
justs the money supply to keep the nominal exchange rate constant; under
a floating exchange rate, it does not. There is strong evidence that not just
nominal but also real exchange rates are much less volatile under fixed than
floating exchange rates. In addition, when a central bank switches from peg-
ging the nominal exchange rate against one currency to pegging it against
another, the volatility of the two associated real exchange rates seems to
change sharply as well (Genberg, 1978, and Stockman, 1983). Since shifts
between exchange-rate regimes are usually discrete, explaining this behav-
ior of real exchange rates without appealing to real effects of monetary forces
appears to require positing sudden large changes in the real shocks affecting
economies. And again, all classes of theories predict that the behavior of real
exchange rates has real effects.

The most significant limitation of this evidence is that the importance of
these apparent effects of monetary changes on real interest rates and real ex-
change rates for quantities has not been determined. Baxter and Stockman
(1989), for example, do not find any clear difference in the behavior of
economic aggregates under floating and fixed exchange rates. Since real-
business-cycle theories attribute fairly large changes in quantities to rela-
tively modest movements in relative prices, however, a finding that the
price changes were not important would be puzzling from the perspec-
tive of many theories, not just ones predicting real effects of monetary
changes.
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More Sophisticated Statistical Evidence

The evidence involving natural experiments and monetary policy’s impact
on relative prices has caused the proposition that monetary disturbances
have real effects to gain broad support among macroeconomists. But these
kinds of evidence are of little use in determining the details of policy’s
effects. For example, because Friedman and Schwartz and Romer and Romer
identify only a few episodes, their evidence cannot be used to obtain precise
quantitative estimates of policy’s impact on output or to shed much light
on the exact timing of different variables’ responses to monetary changes.

The desire to obtain a more detailed picture of monetary policy’s effects
has motivated a large amount of work reexamining the statistical relation-
ship between monetary policy and the economy. Most of the work has been
done in the context of vector autoregressions, or VARs. In its simplest form, a
VAR is a system of equations where each variable in the system is regressed
on a set of its own lagged values and lagged values of each of the other
variables (for example, Sims, 1980; Hamilton, 1994, Chapter 11, provides
a general introduction to VARs). Early VARs put little or no structure on
the system. As a result, attempts to make inferences from them about the
effects of monetary policy suffered from the same problems of omitted vari-
ables, reverse causation, and money-demand shifts that doom the St. Louis
equation (Cooley and LeRoy, 1985).

Modern VARs improve on the early attempts in two ways. First, since
the Federal Reserve has generally let the money stock fluctuate in response
to money-demand shifts, the modern VARs choose measures of monetary
policy other than the money stock. The most common choice is the Federal
funds rate (Bernanke and Blinder, 1992). Second, and more important, they
recognize that drawing inferences about the economy from the data requires
a model. They therefore make assumptions about the conduct of policy and
its effects that allow the estimates of the VAR parameters to be mapped
into estimates of policy’s impact on macroeconomic variables. Important
contributions using such structural VARs in the context of monetary policy
include Sims (1992); Galí (1992); Christiano, Eichenbaum, and Evans (1996);
Bernanke and Mihov (1998); Cochrane (1998); Barth and Ramey (2001);
Hanson (2004); and Baumeister and Hamilton (2015). The results of these
studies are broadly consistent with the evidence discussed above. More
importantly, these studies provide a variety of evidence about lags in policy’s
effects, its impact on financial markets, and other issues.

Unfortunately, it is not clear that such VARs have solved the difficulties
with simpler money-output regressions (Rudebusch, 1998). In particular,
these papers have not found a compelling way of addressing the problem
that the Federal Reserve may be adjusting policy in response to information
it has about future economic developments that the VARs do not control
for. Consider, for example, the Federal Reserve’s interest-rate cuts in 2007.
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Since output had been growing rapidly for several years and unemploy-
ment was low (which is not a situation in which the Federal Reserve nor-
mally cuts interest rates), the typical VAR identifies the cuts as expansionary
monetary-policy shocks, and as therefore appropriate to use to investigate
policy’s effects. In fact, however, the Federal Reserve made the cuts because
it believed the declines in housing prices and disruptions to financial mar-
kets would lead to slower growth of aggregate demand; it lowered interest
rates only to try to offset these contractionary forces. Thus looking at the
behavior of the macroeconomy after the interest-rate cuts is not a good way
of determining the impact of monetary policy. As this example shows, mon-
etary policymaking is sufficiently complicated that it is extremely difficult
to control for the full set of factors that influence policy and that may also
directly influence the economy.

This discussion suggests that obtaining reliable estimates of the size and
timing of the effects of monetary changes will be very difficult: we will need
both the careful attention to the sources of changes in monetary policy or
of other monetary disturbances that characterizes the natural-experiments
literature, and the careful attention to statistical issues and estimation that
characterizes the VAR literature. C. Romer and D. Romer (2004) provide one
attempt in this direction. They find larger and faster impacts of monetary
policy on output and prices than conventional VARs, which is consistent
with the discussion above about likely biases in VARs. Other work in this
vein includes Coibion (2012), who works to reconcile the substantial dif-
ference between Romer and Romer’s estimates of the effects of monetary
shocks and those from the leading structural VARs, and Cloyne and Hürtgen
(2016), who apply Romer and Romer’s approach to the United Kingdom
and find results quite similar to theirs. However, work trying to marry the
natural-experiment and VAR approaches is still in its early stages.28

28 Another approach focuses on developments over very short intervals (such as 30 min-
utes) around the times of monetary-policy decisions. The idea behind this event-study method-
ology is that changes in interest rates and other variables over such intervals will almost en-
tirely reflect news about monetary policy. Attempts to implement this idea must confront
two important challenges, however. First, the information needed to compute unexpected
interest-rate changes is only available since 1989, and monetary-policy surprises over that
period have generally been small. As a result, directly estimating the behavior of macroeco-
nomic variables following the surprises gives very imprecise estimates; additional assump-
tions are needed to obtain estimates with enough precision to be useful. Second, as we will
see in Section 12.2, the Federal Reserve appears to have information about the economy
that private agents do not. As a result, a surprise change in monetary policy is not a pure
monetary-policy shock, but a combination of a policy shock and the revelation of new infor-
mation about economic conditions. Despite these complications, studies using this approach
generally support the evidence from the other approaches that monetary policy has sub-
stantial real effects. Important papers in this line of work include Kuttner (2001); Cochrane
and Piazzesi (2002); Rigobon and Sack (2004); Gertler and Karadi (2015); and Nakamura and
Steinsson (2017).
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5.10 Assessing the Baseline
Real-Business-Cycle Model

Difficulties

As described in Section 5.2, models like those we have been analyzing are
the simplest and most natural extensions of the Ramsey model to include
fluctuations. As a result, they are the natural baseline models of fluctua-
tions. It would therefore be gratifying and would simplify macroeconomics
greatly if they captured the key features of observed fluctuations. Unfortu-
nately, however, the evidence is overwhelming that they do not.

We met one major problem in the previous section: there is strong evi-
dence that monetary shocks have important real effects. This finding means
more than just that baseline real-business-cycle models omit one source of
output movements. As described in the next two chapters, the leading can-
didate explanations of real effects of monetary changes rest on incomplete
adjustment of nominal prices or wages. We will see that incomplete nominal
adjustment implies a new channel through which other disturbances, such
as changes in government purchases, have real effects. We will also see that
incomplete nominal adjustment is most likely to arise when labor, credit,
and goods markets depart significantly from the competitive assumptions of
pure real-business-cycle theory. Thus the existence of substantial monetary
nonneutrality suggests that there are significant problems with many of the
central features of the basic real-business-cycle model.

A second difficulty concerns the technology shocks. The model posits
technology shocks with a standard deviation of about 1 percent each quar-
ter. It seems likely that such large technological innovations would often be
readily apparent. Yet it is usually difficult to identify specific innovations
associated with the large quarter-to-quarter swings in the Solow residual.

More importantly, there is significant evidence that short-run variations
in the Solow residual reflect more than changes in the pace of technolog-
ical innovation. For example, Bernanke and Parkinson (1991) find that the
Solow residual moves just as much with output in the Great Depression
as it does in the postwar period, even though the Depression was almost
surely not caused by technological regress. Mankiw (1989) shows that the
Solow residual behaves similarly in the World War II boom for which tech-
nology shocks again appear an unlikely explanation as it does during other
periods. Hall (1988a) demonstrates that movements in the Solow residual
are correlated with the political party of the President, changes in military
purchases, and oil price movements; yet none of these variables seem likely
to affect technology significantly in the short run.29

29 As Hall explains, oil price movements should not affect productivity once oil’s role in
production is accounted for.
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These findings suggest that variations in the Solow residual may be a poor
measure of technology shocks. There are several reasons that a rise in output
stemming from a source other than a positive technology shock can cause
the measured Solow residual to rise. The leading possibilities are increasing
returns, increases in the intensity of capital and labor utilization, and the
reallocation of inputs toward more productive firms. The evidence suggests
that the variation in utilization is important and provides less support for
increasing returns. Less work has been done on reallocation.30

Technology shocks are central to the basic real-business-cycle model.
Thus if true technology shocks are considerably smaller than the variation in
the Solow residual suggests, the model’s ability to account for fluctuations
is much smaller than the calibration exercise of Section 5.8 implies.

A third problem with the model concerns the effects of properly identi-
fied technology shocks. A body of recent work attempts to estimate series of
true technological disturbances, for example by purging the simple Solow
residual of confounding influences due to such factors as variable utilization.
The papers then estimate the macroeconomic effects of those disturbances.
The general finding is that following a positive technology shock, labor input
falls rather than rises (see Shea, 1998; Galí and Rabanal, 2004; Francis and
Ramey, 2005; Basu, Fernald, and Kimball, 2006; and Fernald, 2007). Thus
in practice, the key source of fluctuations in baseline real-business-cycle
models appears to cause labor and output to move in opposite directions.
Moreover, this is exactly what one would expect in a sticky-price model
where output is determined by demand in the short run.

A fourth difficulty concerns the microeconomic foundations of the model.
As noted above, the evidence concerning the effects of monetary distur-
bances suggests important non-Walrasian features of the economy. More
importantly, there is strong direct evidence from the markets for goods, la-
bor, and credit that those markets depart from the assumptions underlying
the models of this chapter in ways that are potentially very relevant to ag-
gregate fluctuations. To give an obvious example, developments during the
financial crisis and the Great Recession appear to provide overwhelming ev-
idence that credit markets are not Walrasian, and that this can have major
consequences for the macroeconomy. To give a more prosaic example, we
will see in Section 7.6 that prices of goods are not perfectly flexible, but
often remain fixed for extended periods. A third example is provided by
studies of the microeconomics of labor supply. These studies generally find
that the intertemporal elasticity of substitution is low, casting doubt on a
critical mechanism behind changes in employment in real-business-cycle
models. They also often find that the prediction of the model that changes
in labor demand affect the quantity of labor supplied only through their
impact on wages is rejected by the data, suggesting that there is more to

30 Some important papers in this area are Basu (1995, 1996); Burnside, Eichenbaum, and
Rebelo (1995); Basu and Fernald (1997); and Bils and Klenow (1998).



Romer-3931312--That book January 11, 2018 10:47 229

5.10 Assessing the Baseline Real-Business-Cycle Model 229

employment fluctuations than the forces included in the model (see, for ex-
ample, MaCurdy, 1981, Altonji, 1986, and Ham and Reilly, 2002). Although
we would not want or expect the microeconomics of a successful macroe-
conomic model to be completely realistic, such systematic departures are
worrisome for real-business-cycle models.

Finally, Cogley and Nason (1995) and Rotemberg and Woodford (1996)
show that the dynamics of the basic real-business-cycle model do not look
at all like what one would think of as a business cycle. Cogley and Nason
show that the model, like the very simple case we solved analytically in
Section 5.5, has no significant propagation mechanisms: the dynamics of
output follow the dynamics of the shocks quite closely. That is, the model
produces realistic output dynamics only to the extent that it assumes them
in the driving processes. Rotemberg and Woodford, in contrast, show that
there are important predictable movements in output, consumption, and
hours in actual economies but not in the baseline real-business-cycle model.
In the data, for example, times when hours are unusually low or the ra-
tio of consumption to income is unusually high are typically followed by
above-normal output growth. Rotemberg and Woodford demonstrate that
predictable output movements in the basic real-business-cycle model are
much smaller than what we observe in the data, and have very different
characteristics.

“Real” Extensions

Because of these difficulties, there is broad agreement that the models of
this chapter do not provide a remotely accurate account of fluctuations.
Moreover, as we have discussed, there are important features of fluctuations
that appear impossible to understand without incorporating some type of
nominal rigidity or imperfection. Nonetheless, much work on fluctuations
is done in purely real models. One reason is to create building blocks for
more complete models. As we will see, incorporating nominal rigidity into
dynamic models of fluctuations is difficult. As a result, in considering some
new feature, it is often easier to start with models that lack nominal rigidity.
Another reason is that there may be features of fluctuations that can be
understood without appeal to nominal rigidity. Thus, although a complete
model will presumably incorporate nominal rigidity, we may be able to
gain insights in models without it. Here we briefly discuss some important
extensions on the real side of business-cycle research.

One extension of the models of this chapter that has attracted consid-
erable attention is the addition of indivisible labor. Changes in labor input
come not just from smooth changes in hours, but also from movements
into and out of employment. To investigate the implications of this fact,
Rogerson (1988) and Hansen (1985) consider the extreme case where � for
each individual has only two possible values, 0 (which corresponds to not
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being employed) and some positive value, �0 (which corresponds to being
employed). Rogerson and Hansen justify this assumption by arguing that
there are fixed costs of working.

This change in the model greatly increases the responsiveness of labor
input to shocks; this in turn increases both the size of output fluctuations
and the share of changes in labor input in those fluctuations. From the
results of the calibration exercise described in Section 5.8, we know that
these changes improve the fit of the model.

To see why assuming all-or-nothing employment increases fluctuations
in labor input, assume that once the number of workers employed is deter-
mined, individuals are divided between employment and unemployment
randomly. The number of workers employed in period t, denoted by Et ,
must satisfy Et�0 = Lt ; thus the probability that any given individual is
employed in period t is (Lt/�0)/Nt . Each individual’s expected utility from
leisure in period t is therefore

Lt/�0

Nt

b ln(1 − �0) + Nt − (Lt/�0)

Nt

b ln 1. (5.56)

This expression is linear in Lt : individuals are not averse to employment
fluctuations. In contrast, when all individuals work the same amount, utility
from leisure in period t is b ln[1 − (Lt/Nt)]. This expression has a negative
second derivative with respect to Lt : there is increasing marginal disutility of
working. As a result, Lt varies less in response to a given amount of variation
in wages in the conventional version of the model than in the indivisible-
labor version. Hansen and Wright (1992) report that introducing indivisible
labor into the Prescott model discussed in Section 5.8 raises the standard
deviation of output from 1.30 to 1.73 percent (versus 1.92 percent in the
data), and the ratio of the standard deviation of total hours to the standard
deviation of output from 0.49 to 0.76 (versus 0.96 in the data).31

Another important extension of real models of fluctuations is the inclu-
sion of multiple sectors and sector-specific shocks. Long and Plosser (1983)
develop a multisector model similar to the model of Section 5.5 and inves-
tigate its implications for the transmission of shocks among sectors. Lilien
(1982) proposes a distinct mechanism through which sectoral technology
or relative-demand shocks can cause employment fluctuations. The basic
idea is that if the reallocation of labor across sectors is time-consuming, em-
ployment falls more rapidly in the sectors suffering negative shocks than
it rises in the sectors facing favorable shocks. As a result, sector-specific
shocks cause temporary increases in unemployment. Lilien finds that a sim-
ple measure of the size of sector-specific disturbances appears to account

31 Because the instantaneous utility function, (5.7), is separable between consumption and
leisure, expected utility is maximized when employed and unemployed workers have the
same consumption. Thus the indivisible-labor model implies that the unemployed are better
off than the employed. See Problem 11.6 and Rogerson and Wright (1988).
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for a large fraction of the variation in aggregate employment. Subsequent
research, however, shows that Lilien’s original measure is flawed and that
his results are almost surely too strong. This work has not reached any firm
conclusions concerning the contribution of sectoral shocks to fluctuations
or to average unemployment, however.32

All the real-business-cycle models we have discussed so far are Walrasian:
there are no externalities, departures from perfect competition, or sources
of asymmetric information; as a result, the outcomes are Pareto efficient.
Indeed, the question of whether a Walrasian model could explain the central
features of macroeconomic fluctuations was a prime motivation behind the
first generation of RBC models. But it is also possible to consider purely real
models of fluctuations in economies that are not completely Walrasian.

One prominent strand of this type of analysis introduces distortionary
taxation and changes in tax rates into the models (Greenwood and Huffman,
1991; Baxter and King, 1993; Braun, 1994; McGrattan, 1994). A particularly
appealing case is proportional output taxation, so Tt = τtYt , where τt is the
tax rate in period t. Output taxation corresponds to equal tax rates on capital
and labor, which is a reasonable first approximation for many countries.
With output taxation, a change in 1−τ is, from the point of view of private
agents, just like a change in technology, A1−α : it changes the amount of
output they obtain from a given amount of capital and labor. Thus for a given
process for 1−τ, after-tax output behaves just as total output does in a model
without taxation in which A1−α follows that same process. This makes the
analysis of distortionary taxation straightforward (Campbell, 1994).

Since tax revenues are used to finance government purchases, it is natural
to analyze the effects of distortionary taxation and government purchases
together. Doing this can change our earlier analysis of the effects of gov-
ernment purchases significantly. Most importantly, predictable changes in
marginal tax rates create additional intertemporal-substitution effects that
can be quantitatively important. For example, in response to a temporary
increase in government purchases financed by a temporary increase in dis-
tortionary taxation, the tax-induced incentives for intertemporal substitu-
tion typically outweigh the other forces affecting output, so that aggregate
output falls rather than rises (Baxter and King, 1993).

These are only a few of the many extensions of real-business-cycle mod-
els. Numerous features, both Walrasian and non-Walrasian, ranging from
home production (Benhabib, Rogerson, and Wright, 1991; Greenwood and
Hercowitz, 1991) to uninsurable idiosyncratic income risk (Krusell and
Smith, 1998) have been incorporated into RBC models and analyzed in that
context.

32 See Abraham and Katz (1986); Murphy and Topel (1987a); Davis and Haltiwanger (1999);
Phelan and Trejos (2000); and Garín, Pries, and Sims (2017).
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Incorporating Nominal Rigidity into Models of Business Cycles

As we have stressed, finding channels through which nominal disturbances
have real effects appears essential to understanding some of the central fea-
tures of business cycles. The main focus of the next two chapters is therefore
on incorporating nominal rigidity into business-cycle modeling. Chapter 6
steps back from the complexities of this chapter and considers nominal
rigidity in isolation. Chapter 7 begins the process of putting things back
together by considering increasingly rich dynamic models of fluctuations
with nominal rigidity.

One drawback of this organization is that it may give a false sense of
disagreement about research on business cycles. It is wrong to think of
macroeconomics as divided into two camps, one favoring rich Walrasian
models along the lines of the real extensions of the models of this chapter,
the other favoring relatively simple models with nominal rigidity like many
of the models of the next two chapters. The almost universally shared ideal
is a fully specified quantitative model built up from microeconomic foun-
dations, and the almost universal consensus is that such a model will need
to be relatively complicated and will need to include an important role for
nominal rigidity.

In terms of how to make progress toward that objective, again there is
no sharp division into distinct camps with conflicting views. Instead, re-
searchers pursue a wide range of approaches. There are at least two dimen-
sions along which there is considerable heterogeneity in research strategies.
The first is the extent to which the “default” modeling choices are Walrasian.
Suppose, for example, one is interested in the business-cycle implications
of efficiency wages (which we will discuss in Chapter 11). If one needed to
model consumption decisions in analyzing that issue, one could let them be
made by infinitely lived households that face no borrowing constraints, or
one could take a shortcut (such as considering a static model or excluding
capital) that implies that consumption equals current income.

There is no clearly “right” answer concerning which approach is likely
to be more fruitful. The use of a Walrasian baseline imposes discipline: the
modeler is not free to make a long list of non-Walrasian assumptions that
generate the results he or she desires. It also makes clear what non-Walrasian
features are essential to the results. But it makes the models more compli-
cated, and thereby makes the sources of the results more difficult to discern.
And it may cause modelers to adopt assumptions that are not good approx-
imations for analyzing the questions at hand.

A second major dimension along which approaches vary is partial-
equilibrium versus general-equilibrium. Consider, for example, the issue we
will discuss in Part B of Chapter 6 of whether small costs of price adjustment
can cause substantial nominal rigidity. At one extreme, one could focus on a
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single firm’s response to a one-time monetary disturbance. At the other, one
could build a dynamic model where the money supply follows a stochastic
process and examine the resulting general equilibrium.

Again, there are strengths and weaknesses to both approaches. The focus
on general equilibrium guards against the possibility that the effect being
considered has implausible implications along some dimension the mod-
eler would not otherwise consider. But this comes at the cost of making
the analysis more complicated. As a result, the analysis must often take a
simpler approach to modeling the central issue of interest, and the greater
complexity again makes it harder to see the intuition for the results.

It is tempting to say that all these approaches are valuable, and that
macroeconomists should therefore pursue them all. There is clearly much
truth in this statement. For example, the proposition that both partial-
equilibrium and general-equilibrium models are valuable is unassailable. But
there are tradeoffs: simultaneously pursuing general-equilibrium and partial-
equilibrium analysis, and fully specified dynamic models and simple static
models, means that less attention can be paid to any one avenue. Thus saying
that all approaches have merit avoids the harder question of when different
approaches are more valuable and what mix is appropriate for analyzing a
particular issue. Unfortunately, as with the issue of calibration versus other
approaches to evaluating models’ empirical performance, we have little sys-
tematic evidence on this question. As a result, macroeconomists have little
choice but to make tentative judgments, based on the currently available
models and evidence, about what types of inquiry are most promising. And
they must remain open to the possibility that those judgments will need to
be revised.

Problems

5.1. Redo the calculations reported in Table 5.1, 5.2, or 5.3 for any country other than

the United States.

5.2. Redo the calculations reported in Table 5.3 for the following:

(a) Employees’ compensation as a share of national income.

(b) The labor force participation rate.

(c) The federal government budget deficit as a share of GDP.

(d) The Standard and Poor’s 500 composite stock price index.

(e) The difference in yields between Moody’s Baa and Aaa bonds.

(f) The difference in yields between 10-year and 3-month U.S. Treasury securities.

(g) The weighted average exchange rate of the U.S. dollar against major currencies.
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5.3. Let A0 denote the value of A in period 0, and let the behavior of ln A be given by

equations (5.8) (5.9).

(a) Express ln A1, ln A2, and ln A3 in terms of ln A0, εA1, εA2, εA3, A, and g .

(b) In light of the fact that the expectations of the εA’s are zero, what are the

expectations of ln A1, ln A2, and ln A3 given ln A0, A, and g?

5.4. Suppose the period-t utility function, ut , is ut = ln ct + b (1 − �t )
1−γ/(1 − γ ), b > 0,

γ > 0, rather than (5.7).

(a) Consider the one-period problem analogous to that investigated in (5.12)

(5.15). How, if at all, does labor supply depend on the wage?

(b) Consider the two-period problem analogous to that investigated in (5.16)

(5.21). How does the relative demand for leisure in the two periods depend on

the relative wage? How does it depend on the interest rate? Explain intuitively

why γ affects the responsiveness of labor supply to wages and the interest rate.

5.5. Consider the problem investigated in (5.16) (5.21).

(a) Show that an increase in both w1 and w2 that leaves w1/w2 unchanged does

not affect �1 or �2.

(b) Now assume that the household has initial wealth of amount Z > 0.

(i) Does (5.23) continue to hold? Why or why not?

(ii) Does the result in (a ) continue to hold? Why or why not?

5.6. Suppose an individual lives for two periods and has utility ln C1 + ln C2.

(a) Suppose the individual has labor income of Y1 in the first period of life and zero

in the second period. Second-period consumption is thus (1 + r ) (Y1 − C1); r ,

the rate of return, is potentially random.

(i) Find the first-order condition for the individual’s choice of C1.

(ii) Suppose r changes from being certain to being uncertain, without any

change in E [r ]. How, if at all, does C1 respond to this change?

(b) Suppose the individual has labor income of zero in the first period and Y2 in

the second. Second-period consumption is thus Y2 − (1 + r )C1.Y2 is certain;

again, r may be random.

(i) Find the first-order condition for the individual’s choice of C1.

(ii) Suppose r changes from being certain to being uncertain, without any

change in E [r ]. How, if at all, does C1 respond to this change?

5.7. (a) Use an argument analogous to that used to derive equation (5.23) to show

that household optimization requires b/(1 − �t) = e−ρ Et [wt(1 + rt +1)b/[
wt +1(1 − �t +1)]

]
.

(b) Show that this condition is implied by (5.23) and (5.26). (Note that [5.26] must

hold in every period.)
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5.8. A simplified real-business-cycle model with additive technology shocks.
(This follows Blanchard and Fischer, 1989, pp. 329 331.) Consider an economy

consisting of a constant population of infinitely lived individuals. The representa-

tive individual maximizes the expected value of
∑∞

t=0
u(Ct)/(1 + ρ)t , ρ > 0. The

instantaneous utility function, u(Ct), is u(Ct) = Ct − θC
2
t , θ > 0. Assume that C

is always in the range where u ′(C ) is positive.

Output is linear in capital, plus an additive disturbance: Yt = AKt + et . There

is no depreciation; thus Kt +1 = Kt + Yt − Ct , and the interest rate is A. Assume

A = ρ . Finally, the disturbance follows a first-order autoregressive process: et =
φet −1 + εt , where −1 < φ < 1 and where the εt ’s are mean-zero, i.i.d. shocks.

(a) Find the first-order condition (Euler equation) relating Ct and expectations

of Ct +1.

(b) Guess that consumption takes the form Ct = α+βKt +γ e t . Given this guess,

what is Kt +1 as a function of Kt and et ?

(c) What values must the parameters α, β , and γ have for the first-order condition

in part (a ) to be satisfied for all values of Kt and et ?

(d) What are the effects of a one-time shock to ε on the paths of Y , K, and C ?

5.9. A simplified real-business-cycle model with taste shocks. (This follows

Blanchard and Fischer, 1989, p. 361.) Consider the setup in Problem 5.8. Assume,

however, that the technological disturbances (the e ’s) are absent and that the

instantaneous utility function is u(Ct) = Ct − θ (Ct + νt)
2. The ν ’s are mean-zero,

i.i.d. shocks.

(a) Find the first-order condition (Euler equation) relating Ct and expectations

of Ct +1.

(b) Guess that consumption takes the form Ct = α +βKt +γ νt . Given this guess,

what is Kt +1 as a function of Kt and νt ?

(c) What values must the parameters α, β , and γ have for the first-order condition

in (a ) to be satisfied for all values of Kt and νt ?

(d) What are the effects of a one-time shock to ν on the paths of Y, K, and C ?

5.10. The balanced growth path of the model of Section 5.3. Consider the model

of Section 5.3 without any shocks. Let y∗, k∗, c∗, and G∗ denote the values of

Y/(AL), K/(AL), C/(AL), and G/(AL) on the balanced growth path; w∗ the value

of w/A; �∗ the value of L/N ; and r∗ the value of r .

(a) Use equations (5.1) (5.4), (5.23), and (5.26) and the fact that y∗, k∗, c∗, w∗,

�∗, and r∗ are constant on the balanced growth path to find six equations in

these six variables. (Hint: The fact that c in [5.23] is consumption per person,

C/N , and c∗ is the balanced-growth-path value of consumption per unit of

effective labor, C/(AL), implies that c = c∗�∗A on the balanced growth path.)

(b) Consider the parameter values assumed in Section 5.7. What are the implied

shares of consumption and investment in output on the balanced growth

path? What is the implied ratio of capital to annual output on the balanced

growth path?
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5.11. Solving a real-business-cycle model by finding the social optimum.33

Consider the model of Section 5.5. Assume for simplicity that n = g = A= N = 0.

Let V (K t , At), the value function, be the expected present value from the current

period forward of lifetime utility of the representative individual as a function of

the capital stock and technology.

(a) Explain intuitively why V (•) must satisfy

V (Kt , At) = max
Ct ,�t

{[ln Ct + b ln(1 − �t)] + e−ρ Et [V (Kt +1, At +1)]}.

This condition is known as the Bellman equation.

Given the log-linear structure of the model, let us guess that V (•) takes

the form V (Kt , At) = β0 + βK ln Kt + βA ln At , where the values of the β ’s are to

be determined. Substituting this conjectured form and the facts that Kt +1 =
Yt − Ct and Et [ln At +1] = ρA ln At into the Bellman equation yields

V (Kt , At) = max
Ct ,�t

{[ln Ct + b ln(1 − �t)] + e−ρ [β0 +βK ln(Yt − Ct) +βA ρA ln At ]}.

(b) Find the first-order condition for Ct . Show that it implies that Ct/Yt does not

depend on Kt or At .

(c) Find the first-order condition for �t . Use this condition and the result in part

(b ) to show that �t does not depend on Kt or At .

(d) Substitute the production function and the results in parts (b ) and (c ) for the

optimal Ct and �t into the equation above for V (•), and show that the resulting

expression has the form V (Kt , At) = β ′
0 + β ′

K ln Kt + β ′
A ln At .

(e) What must βK and βA be so that β ′
K = βK and β ′

A = βA?34

(f) What are the implied values of C/Y and �? Are they the same as those found

in Section 5.5 for the case of n = g = 0?

5.12. Suppose technology follows some process other than (5.8) (5.9). Do st = ŝ and

�t = �̂ for all t continue to solve the model of Section 5.5? Why or why not?

5.13. Consider the model of Section 5.5. Suppose, however, that the instantaneous

utility function, ut , is given by ut = ln ct +b (1−�t )
1−γ/(1−γ ), b > 0, γ > 0, rather

than by (5.7) (see Problem 5.4).

(a) Find the first-order condition analogous to equation (5.26) that relates current

leisure and consumption, given the wage.

(b) With this change in the model, is the saving rate (s) still constant?

(c) Is leisure per person (1 − � ) still constant?

5.14. (a) If the ~At ’s are uniformly 0 and if ln Yt evolves according to (5.39), what

path does ln Yt settle down to? (Hint: Note that we can rewrite [5.39] as ln Yt −
(n + g)t =Q + α [ln Yt −1 − (n + g )(t − 1)] + (1 − α) ~At , where Q ≡ α ln ŝ +
(1 − α)(A + ln �̂ + N ) − α (n + g ).)

33 This problem uses dynamic programming and the method of undetermined coefficients.
These two methods are explained in Section 8.7 and Section 5.6, respectively.

34 The calculation of β0 is tedious and is therefore omitted.
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(b) Let ~Yt denote the difference between ln Yt and the path found in (a ). With

this definition, derive (5.40).

5.15. The derivation of the log-linearized equation of motion for capital. Con-

sider the equation of motion for capital, Kt +1 = Kt +K α
t (At L t)

1−α −Ct − Gt − δKt .

(a) (i) Show that ∂ ln Kt +1/∂ ln Kt (holding At , Lt , Ct , and Gt fixed) equals

(1 + rt +1)(Kt/Kt +1).

(ii) Show that this implies that ∂ ln Kt +1/∂ ln Kt evaluated at the balanced

growth path is (1 + r∗)/en+g .35

(b) Show that

~Kt +1 � λ1
~Kt + λ2(

~At + ~Lt) + λ3
~Gt + (1 − λ1 − λ2 − λ3)

~Ct ,

where λ1 ≡ (1 + r∗)/e n +g , λ2 ≡ (1 − α)(r∗ + δ )/(αe n +g ), and λ3 ≡ −(r∗ + δ )

(G/Y )∗/(αe n+g ); and where (G/Y )∗ denotes the ratio of G to Y on the bal-

anced growth path without shocks. (Hints: Since the production function is

Cobb Douglas, Y ∗ = (r∗ + δ)K ∗/α. On the balanced growth path, Kt +1 =
e n+g K t , which implies that C ∗ = Y ∗ − G∗ − δK ∗ − (e n+g − 1)K ∗.)

(c) Use the result in (b ) and equations (5.43) (5.44) to derive (5.53), where bKK =
λ1 + λ2aLK + (1 − λ1 − λ2 − λ3)aCK, bKA = λ2(1 + aLA) + (1 − λ1 − λ2 − λ3)aCA,

and bKG = λ2aLG + λ3 + (1 − λ1 − λ2 − λ3)aCG.

5.16. Redo the regression reported in equation (5.55):

(a) Incorporating more recent data.

(b) Incorporating more recent data, and using M1 rather than M2.

(c) Including eight lags of the change in log money rather than four.

35 One could express r∗ in terms of the discount rate ρ . Campbell (1994) argues, however,
that it is easier to discuss the model’s implications in terms of r∗ than ρ .
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NOMINAL RIGIDITY

As we discussed at the end of the previous chapter, a major limitation of
real-business-cycle models is their omission of any role for monetary changes
in driving macroeconomic fluctuations. It is therefore important to extend
our analysis of fluctuations to incorporate a role for such changes.

For monetary disturbances to have real effects, there must be some type
of nominal rigidity or imperfection. Otherwise, even in a model that is highly
non-Walrasian, a monetary change results only in proportional changes in
all prices with no impact on real prices or quantities. By far the most com-
mon nominal imperfection in modern business-cycle models is some type
of barrier or limitation to the adjustment of nominal prices or wages. This
chapter therefore focuses on such barriers.

Introducing incomplete nominal price adjustment does more than just
add a channel through which monetary disturbances have real effects. As we
will see, for realistic cases just adding plausible barriers to price adjustment
to an otherwise Walrasian model is not enough to produce quantitatively
important effects of monetary changes. Thus introducing an important role
for nominal disturbances usually involves significant changes to the mi-
croeconomics of the model. In addition, nominal rigidity changes how dis-
turbances other than monetary shocks affect the economy. Thus it affects
our understanding of the effects of nonmonetary changes. Because nominal
rigidity has such strong effects and is so central to understanding important
features of fluctuations, almost all modern business-cycle models include
some form of nominal rigidity.

This chapter begins the process of adding nominal rigidity to business-
cycle models by considering the effects of nominal rigidity in relatively
simple models that are either static or consider only one-time shocks. In
Part A, nominal rigidity is taken as given. The goal is to understand the ef-
fects of nominal rigidity and to analyze the effects of various assumptions
about the specifics of the rigidity, such as whether it is prices or wages
that are sticky and the nature of inflation dynamics. Part B then turns to
the microeconomic foundations of nominal rigidity. The key question we
will consider there is how barriers to nominal adjustment which, as we will
see, are almost certainly small can lead to substantial aggregate nominal
rigidity.

238
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Part A Exogenous Nominal Rigidity

6.1 A Baseline Case: Fixed Prices

In this part of the chapter, we take nominal rigidity as given and investi-
gate its effects. We begin with the extreme case where nominal prices are
not just less than fully flexible, but completely fixed. Aside from this ex-
ogenously imposed assumption of price rigidity, the model is built up from
microeconomic foundations. But to focus on the effects of nominal rigidity,
the model is very stripped down. For example, there is no uncertainty, and
the shocks to technology and government purchases that are the focus of
much of Chapter 5 are entirely absent.

Assumptions

Time is discrete. Firms produce output using labor as the only input. Ag-
gregate output is therefore given by

Y = F (L ), F ′(•) > 0, F ′′(•) ≤ 0. (6.1)

Government and international trade are absent from the model. Together
with the assumption that there is no capital, this implies that aggregate
consumption and aggregate output are equal.

There is a fixed number of infinitely lived households that obtain utility
from consumption and from holding real money balances, and disutility
from working. For simplicity, we ignore population growth and normalize
the number of households to 1. The representative household’s objective
function is

U =
∞∑

t=0

β t [U (Ct) + �

(
Mt

Pt

)
− V (Lt)], 0 < β < 1. (6.2)

There is diminishing marginal utility of consumption and money holdings,
and increasing marginal disutility of working: U ′(•) > 0, U ′′(•) < 0, � ′(•) > 0,
� ′′(•) < 0, V ′(•) > 0, V ′′(•) > 0. We assume that U (•) and �(•) take our usual
constant-relative-risk-aversion forms:

U (Ct) = C
1−θ
t

1 − θ
, θ > 0, (6.3)

�

(
Mt

Pt

)
= (Mt/Pt)

1−χ

1 − χ
, χ > 0. (6.4)

The assumption that money is a direct source of utility is a shortcut.
In truth, individuals hold cash not because it provides utility directly, but
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because it allows them to purchase some goods more easily. One can think
of the contribution of Mt/Pt to the objective function as reflecting this
increased convenience rather than direct utility.1

There are two assets: money, which pays a nominal interest rate of zero,
and bonds, which pay an interest rate of i t . Let At denote the household’s
wealth at the start of period t. Its labor income is Wt Lt (where W is the
nominal wage), and its consumption expenditures are PtCt . The quantity of
bonds it holds from t to t + 1 is therefore At + Wt Lt − PtCt − Mt . Thus its
wealth evolves according to

At+1 = Mt + (At + Wt Lt − PtCt − Mt)(1 + i t). (6.5)

The household takes the paths of P , W, and i as given. It chooses the paths
of C and M to maximize its lifetime utility subject to its flow budget con-
straint and a no-Ponzi-game condition (see Section 2.2). Because we want
to allow for the possibility of nominal wage rigidity and of a labor market
that does not clear, for now we do not take a stand concerning whether the
household’s labor supply, L , is exogenous to the household or a choice vari-
able. Likewise, for now we make no assumption about how firms choose L .

The path of M is set by the central bank. Thus, although households
view the path of i as given and the path of M as something they choose,
in general equilibrium the path of M is exogenous and the path of i is
determined endogenously.

Household Behavior

In period t, the household’s choice variables are Ct and Mt (and as just
described, perhaps Lt). Consider the experiment we used in Sections 2.2 and
5.4 to find the Euler equation relating Ct and Ct+1. The household reduces
Ct by dC, and therefore increases its bond holdings by PtdC. It then uses
those bonds and the interest on them to increase Ct+1 by (1 + i t)PtdC/Pt+1.
Equivalently, it increases Ct+1 by (1 + rt)dC, where rt is the real interest

rate, defined by 1 + rt = (1 + i t)Pt/Pt+1.2 Analysis paralleling that in the
earlier chapters yields

C −θ
t = (1 + rt)βC −θ

t+1. (6.6)

Taking logs of both sides and solving for ln Ct gives us

ln Ct = ln Ct+1 − 1

θ
ln[(1 + rt)β]. (6.7)

1 Feenstra (1986) demonstrates formally that this money-in-the-utility-function formulation
and transactions benefits of money holdings are observationally equivalent. The classic model
of the transactions demand for money is the Baumol-Tobin model (Baumol, 1952; Tobin,
1956). See Problem 6.2.

2 If we define πt by 1 + πt = Pt+1/Pt , we have 1 + rt = (1 + i t )/(1 + πt ). For small values
of i t and πt , rt � i t − πt .
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To get this expression into a form that is more useful, we make two
changes. First, and most importantly, recall that the only use of output is
for consumption and that we have normalized the number of households
to 1. Thus in equilibrium, aggregate output, Y , and the consumption of the
representative household, C , must be equal. We therefore substitute Y for
C . Second, for small values of r , ln(1 + r ) � r . For simplicity, we treat this
relationship as exact. These changes give us:

ln Yt = a + ln Yt+1 − 1

θ
rt , (6.8)

where a ≡ −
(

1

θ

)
ln β . Equation (6.8) is known as the new Keynesian IS

curve.3

For our purposes, the most important feature of the new Keynesian IS
curve is that it implies an inverse relationship between rt and Yt . More elab-
orate analyses of the demand for goods have the same implication. For exam-
ple, we will see in Chapter 9 that increases in the real interest rate reduce
the amount of investment firms want to undertake. Thus adding capital to
the model would introduce another reason for a downward-sloping relation-
ship. Similarly, suppose we introduced international trade. A rise in the
country’s interest rate would generally increase demand for the country’s
assets, and so cause its exchange rate to appreciate. This in turn would re-
duce exports and increase imports.

The key difference between the new Keynesian IS curve and the tradi-
tional IS curve is the presence of Yt+1 on the right-hand side of the new
Keynesian IS curve. A simple version of the traditional IS curve is just

ln Yt = a − 1

θ
rt. (6.9)

Although expressions (6.8) and (6.9) look similar, the ideas underlying them
are very different. Equations like (6.9) are typically based on the idea that
an increase in the real interest rate reduces investment, and they can be
derived in models where consumption is completely unresponsive to the
real interest rate. In contrast, expression (6.8) is derived from a model where
investment is absent, and the response of consumption to the real interest
rate is central to the equation. Thus one should be careful in using intuition
that applies to the traditional IS curve to think about the new Keynesian IS
curve.4

3 The new Keynesian IS curve is derived by Kerr and King (1996) and McCallum and
Nelson (1999). Under uncertainty, with appropriate assumptions ln Yt+1 can be replaced with
Et [ln Yt+1] plus a constant.

4 A convenient way to remember the essential difference between the two versions of the
IS curve is to think of ‘‘IS ’’ as standing for ‘‘investment and saving’’ in the case of the traditional
IS curve (which is indeed the origin of the appellation ‘‘IS ’’), but for ‘‘intertemporal substitu-
tion’’ in the case of the new Keynesian IS curve. This observation is due to John Cochrane.
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Given that the key feature of (6.8) for the current discussion is the neg-
ative relation between output and the real interest rate, the distinction
between the two versions of the IS curve is not crucial to what follows. But
in other contexts, the presence of future output on the right-hand side of
(6.8) is extremely important. We will return to these issues in Sections 6.4
and 7.8.

To find the first-order condition for households’ money holdings, consider
a balanced-budget change in Mt/Pt and Ct . Specifically, suppose the house-
hold raises Mt/Pt by dm and lowers Ct by [i t/(1 + i t)]dm. The household’s
real bond holdings therefore fall by {1 − [i t/(1 + i t)]}dm, or [1/(1 + i t)]dm.
This change has no effect on the household’s wealth at the beginning of
period t +1. Thus if the household is optimizing, at the margin this change
must not affect utility.

The utility benefit of the change is � ′(Mt/Pt)dm, and the utility cost is
U ′(Ct)[i t/(1 + i t)]dm. The first-order condition for optimal money holdings
is therefore

� ′
(

Mt

Pt

)
= i t

1 + i t
U ′(Ct). (6.10)

Since U (•) and �(•) are given by (6.3) and (6.4) and since Ct = Yt , this condi-
tion implies

Mt

Pt

= Y
θ/χ

t

(
1 + i t

i t

)1/χ

. (6.11)

Thus money demand is increasing in output and decreasing in the nominal
interest rate.

The Effects of Shocks with Fixed Prices

We are now in a position to describe the effects of changes in the money
supply and of other disturbances. To see how price rigidity alters the behav-
ior of the economy, it is easiest to begin with the case where prices are com-
pletely fixed, both now and in the future. Thus in this section we assume

Pt = P for all t. (6.12)

This assumption allows us to depict the solutions to the two conditions
for household optimization, (6.8) and (6.11), graphically. With completely
rigid prices, the nominal and real interest rates are the same. Equation (6.8),
the new Keynesian IS curve, implies an inverse relationship between the
interest rate and output (for a given value of the expectation of next period’s
output). The set of combinations of the interest rate and output that satisfy
equation (6.11) for optimal money holdings (for a given level of the money
supply) is upward-sloping. The two curves are shown in Figure 6.1. They
are known as the IS and LM curves.
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LM
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Y

FIGURE 6.1 The IS-LM diagram

We know that in the absence of any type of nominal rigidity or imper-
fection, a change in the money supply leads to a proportional change in all
prices and wages, with no impact on real quantities. Thus the most impor-
tant experiment to consider in analyzing the effects of nominal rigidity is a
change in the money supply.

For concreteness, consider an increase in the money supply in period t
that is fully reversed the next period, so that future output is unaffected.
The increase shifts the LM curve down and does not affect the IS curve. As
a result, the interest rate falls and output rises. This is shown in Figure 6.2.
Thus we have a simple but crucial result: with nominal rigidity, monetary
disturbances have real effects.

Nominal rigidity also has implications for the effects of other disturbances.
Suppose, for example, we introduce government purchases to the model.
The Euler equation for households’ intertemporal optimization problem is
the same as before; thus equation (6.7) continues to describe consumption
demand. Now, however, the demand for goods comes from both households
and the government. An increase in government purchases that is tempo-
rary (so that future output is unaffected) shifts the IS curve to the right, and
so raises output and the real interest rate. Because of the nominal rigidity,
the intertemporal-substitution and wealth effects that are central to the ef-
fects of changes in government purchases in the real-business-cycle model
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FIGURE 6.2 The effects of a temporary increase in the money supply with
completely fixed prices

of Chapter 5 are irrelevant. Thus the transmission mechanism is now com-
pletely different: the government demands more goods and, because prices
are fixed, firms supply them at the fixed prices.

6.2 Price Rigidity, Wage Rigidity, and
Departures from Perfect Competition in
the Goods and Labor Markets

The discussion in the previous section of the effects of increases in demand
with rigid prices neglects an important question: Why do firms supply the
additional output? Although by assumption they do not have the option of
raising prices, they could just leave their output unchanged and choose not
to meet the additional demand.

There is one important case where this is exactly what they do. Suppose
the markets for goods and labor are perfectly competitive and are initially in
equilibrium. Thus workers’ wages equal their marginal disutility of supply-
ing labor, and firms’ prices equal their marginal cost. Workers are therefore
not willing to supply more labor unless the wage rises. But the marginal
product of labor declines as labor input rises, and so marginal cost rises. Thus
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firms are not willing to employ more labor unless the wage falls. The result
is that employment and output do not change when the money supply in-
creases. The rise in demand leads not to a rise in output, but to rationing in
the goods market.

This discussion tells us that for monetary expansion to have real effects,
nominal rigidity is not enough; there must also be some departure from
perfect competition in either the product market or the labor market. This
section therefore investigates various combinations of nominal price and
wage rigidity and imperfections in the goods and labor markets that could
cause nominal disturbances to have real effects.

In all the cases we will consider, incomplete nominal adjustment is as-
sumed rather than derived. Thus this section’s purpose is not to discuss
possible microeconomic foundations of nominal stickiness; that is the job of
Part B of this chapter. Instead, the goal is to examine the implications that
different assumptions concerning nominal wage and price rigidity and char-
acteristics of the labor and goods markets have for unemployment, firms’
pricing behavior, and the behavior of the real wage and the markup in re-
sponse to demand fluctuations.

We consider four sets of assumptions. The first two are valuable baselines.
Both, however, appear to fail as even remotely approximate descriptions of
actual economies. The other two are more complicated and potentially more
accurate. Together, the four cases illustrate the wide range of possibilities.

Case 1: Keynes’s Model

The supply side of the model in Keynes’s General Theory (1936) has two
key features. First, the nominal wage is completely unresponsive to current-
period developments (at least over some range):

W = W. (6.13)

(Throughout this section, we focus on the economy in a single period. Thus
we omit time subscripts for simplicity.) Second, for reasons that Keynes
did not specify explicitly, the wage that prevails in the absence of nominal
rigidity is above the level that equates supply and demand. Thus, implicitly,
the labor market has some non-Walrasian feature that causes the equilibrium
real wage to be above the market-clearing level.

Keynes’s assumptions concerning the goods market, in contrast, are con-
ventional. As in Section 6.1, output is given by Y = F (L ), with F ′(•) > 0
and F ′′(•) ≤ 0 (see equation [6.1]). Firms are competitive and their prices are
flexible, and so they hire labor up to the point where the marginal product
of labor equals the real wage:

F ′(L ) = W

P
. (6.14)
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FIGURE 6.3 The labor market with sticky wages, flexible prices, and a com-
petitive goods market

With these assumptions, an increase in demand raises output through its
impact on the real wage. When the money supply or some other determi-
nant of demand rises, goods prices rise, and so the real wage falls and em-
ployment rises. Because the real wage is initially above the market-clearing
level, workers are willing to supply the additional labor.

Figure 6.3 shows the situation in the labor market. The initial level of
employment is determined by labor demand and the prevailing real wage
(Point E in the diagram). Thus there is involuntary unemployment: some
workers would like to work at the prevailing wage but cannot. The amount
of unemployment is the difference between supply and demand at the pre-
vailing real wage (distance EA in the diagram).

Fluctuations in the demand for goods lead to movements of employment
and the real wage along the downward-sloping labor demand curve. Higher
demand, for example, raises the price level. Thus it leads to a lower real wage
and higher employment. This is shown as Point E′ in the diagram. This view
of the supply side of the economy therefore implies a countercyclical real
wage in response to aggregate demand shocks. This prediction has been
subject to extensive testing beginning shortly after the publication of the
General Theory. It has consistently failed to find support. As described in
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the next section, our current understanding suggests that real wages are
moderately procyclical.5

Case 2: Sticky Prices, Flexible Wages, and a Competitive
Labor Market

The view of supply in the General Theory assumes that the goods market is
competitive and goods prices are completely flexible, and that the source of
nominal stickiness is entirely in the labor market. This raises the question of
what occurs in the reverse case where the labor market is competitive and
wages are completely flexible, and where the source of incomplete nominal
adjustment is entirely in the goods market.

In the previous case, we assumed that in the absence of nominal rigidity,
the wage is above the market-clearing level. This assumption was neces-
sary for increases in demand to lead to higher employment. Likewise, when
the nominal rigidity is in the goods market, we assume that the flexible-
price equilibrium involves prices that exceed marginal costs. Without this
assumption, if the demand for goods rose, firms would turn customers away
rather than meet the additional demand at their fixed prices.

Models of nominal rigidity in the goods market almost always assume
that the reason prices normally exceed marginal costs is that firms have
market power, so that profit-maximizing prices are above marginal costs.
Under this assumption, at the flexible-price equilibrium, firms are better off
if they can sell more at the prevailing price. As a result, a rise in demand
with rigid prices leads to higher output.

When prices rather than wages are assumed rigid, the assumption from
Section 6.1 that P = P (equation [6.12]), which we dropped in Case 1, again
applies. Wages are flexible and the labor market is competitive. Thus work-
ers choose their labor supply to maximize utility taking the real wage as
given. From the utility function, (6.2) (6.4), the first-order condition for op-
timal labor supply is

C −θ W

P
= V ′(L ). (6.15)

In equilibrium, C = Y = F (L ). Thus (6.15) implies

W

P
= [F (L )]θ V ′(L ). (6.16)

5 In responding to early studies of the cyclical behavior of wages, Keynes (1939) largely
disavowed the specific formulation of the supply side of the economy in the General Theory,
saying that he had chosen it to keep the model as classical as possible and to simplify the
presentation. His 1939 view of supply is closer to Case 4, below.
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FIGURE 6.4 A competitive labor market when prices are sticky and wages
are flexible

The right-hand side of this expression is increasing in L . Thus (6.16) implic-
itly defines L as an increasing function of the real wage:

L = Ls

(
W

P

)
, Ls ′(•) > 0. (6.17)

Finally, firms meet demand at the prevailing price as long as it does not
exceed the level where marginal cost equals price.

With these assumptions, fluctuations in demand cause firms to change
employment and output at the fixed price level. Figure 6.4 shows the
model’s implications for the labor market. Firms’ demand for labor is de-
termined by their desire to meet the demand for their goods. Thus, as long
as the real wage is not so high that it is unprofitable to meet the full de-
mand, the labor demand curve is a vertical line in employment-wage space.
The term effective labor demand is used to describe a situation, such as this,
where the quantity of labor demanded depends on the amount of goods that
firms are able to sell.6 The real wage is determined by the intersection of
the effective labor demand curve and the labor supply curve (Point E). Thus
workers are on their labor supply curve, and there is no unemployment.

6 If the real wage is so high that it is unprofitable for firms to meet the demand for their
goods, the quantity of labor demanded is determined by the condition that the marginal prod-
uct equals the real wage. Thus this portion of the labor demand curve is downward-sloping.
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This model implies a procyclical real wage in the face of demand fluc-
tuations. A rise in demand, for example, leads to a rise in effective labor
demand, and thus to an increase in the real wage as workers move up their
labor supply curve (to Point E′ in the diagram). If labor supply is relatively
unresponsive to the real wage, the real wage varies greatly when demand
for goods changes.

Finally, this model implies a countercyclical markup (ratio of price to
marginal cost) in response to demand fluctuations. A rise in demand, for
example, leads to a rise in costs, both because the wage rises and because
the marginal product of labor declines as output rises. Prices, however, stay
fixed, and so the ratio of price to marginal cost falls.

Because markups are harder to measure than real wages, it is harder to
determine their cyclical behavior. Nonetheless, work in this area has largely
reached a consensus that markups are significantly countercyclical. See, for
example, Bils (1987); Warner and Barsky (1995); Chevalier and Scharfstein
(1996); Bils and Kahn (2000); Chevalier, Kashyap, and Rossi (2003); and Galí,
Gertler, and López-Salido (2007).7

The reason that incomplete nominal adjustment causes changes in the
demand for goods to affect output is quite different in this case than in the
previous one. A fall in demand, for example, lowers the amount that firms
are able to sell; thus they reduce their production. In the previous model,
in contrast, a fall in demand, by raising the real wage, reduces the amount
that firms want to sell.

This model of the supply side of the economy is important for three
reasons. First, it is the natural starting point for models in which nominal
stickiness involves prices rather than wages. Second, it shows that there
is no necessary connection between nominal rigidity and unemployment.
And third, it is easy to use; because of this, models like it often appear in
the theoretical literature.

Case 3: Sticky Prices, Flexible Wages, and Real Labor Market
Imperfections

Since fluctuations in output appear to be associated with fluctuations in
unemployment, it is natural to ask whether movements in the demand for
goods can lead to changes in unemployment when it is nominal prices that
adjust sluggishly. To see how this can occur, suppose that nominal wages are
still flexible, but that there is some non-Walrasian feature of the labor market
that causes the real wage to remain above the level that equates demand
and supply. Chapter 11 investigates characteristics of the labor market that
can cause this to occur and how the real wage may vary with the level

7 Nekarda and Ramey (2013), however, present evidence in support of procyclical markups.
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FIGURE 6.5 A non-Walrasian labor market when prices are sticky and nominal
wages are flexible

of aggregate economic activity in such situations. For now, let us simply
assume that firms have some ‘‘real-wage function.’’ Thus we write

W

P
= w(L ), w ′(•) ≥ 0. (6.18)

For concreteness, one can think of firms paying more than market-clearing
wages for efficiency-wage reasons (see Sections 11.1 11.2). As before, prices
are fixed at P , and output and employment are related by the production
function, Y = F (L ).

These assumptions, like the previous ones, imply that increases in de-
mand raise output up to the point where marginal cost equals the exoge-
nously given price level. Thus again changes in demand have real effects.
This case’s implications for the labor market are shown in Figure 6.5. Em-
ployment and the real wage are now determined by the intersection of the
effective labor demand curve and the real-wage function. In contrast to the
previous case, there is unemployment; the amount is given by distance EA
in the diagram. Fluctuations in labor demand lead to movements along the
real-wage function rather than along the labor supply curve. Thus the elas-
ticity of labor supply no longer determines how the real wage responds to
changes in the demand for goods. And if the real-wage function is flatter
than the labor supply curve, unemployment falls when demand rises.
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Case 4: Sticky Wages, Flexible Prices, and Imperfect
Competition

Just as Case 3 extends Case 2 by introducing real imperfections in the labor
market, the final case extends Case 1 by introducing real imperfections in
the goods market. Specifically, assume (as in Case 1) that the nominal wage
is rigid at W and that nominal prices are flexible, and continue to assume
that output and employment are related by the production function. Now,
however, assume that the goods market is imperfectly competitive. With
imperfect competition, price is a markup over marginal cost. Paralleling our
assumptions about the real wage in Case 3, we do not model the determi-
nants of the markup, but simply assume that there is a ‘‘markup function.’’
With these assumptions, price is given by

P = μ(L )
W

F ′(L )
; (6.19)

W/F ′(L ) is marginal cost and μ is the markup.
Equation (6.19) implies that the real wage, W/P , is given by F ′(L )/μ(L ).

Without any restriction on μ(L ), one cannot say how W/P varies with L .
If μ is constant, the real wage is countercyclical because of the diminishing
marginal product of labor, just as in Case 1. Since the nominal wage is fixed,
the price level must be higher when output is higher. And again as in Case 1,
there is unemployment.

If μ(L ) is sufficiently countercyclical that is, if the markup is sufficiently
lower in booms than in recoveries the real wage can be acyclical or pro-
cyclical even though the nominal rigidity is entirely in the labor market.
A particularly simple case occurs when μ(L ) is precisely as countercyclical
as F ′(L ). In this situation, the real wage is not affected by changes in L .
Since the nominal wage is unaffected by L by assumption, the price level
is unaffected as well. If μ(L ) is more countercyclical than F ′(L ), then P
must actually be lower when L is higher. In all these cases, employment
continues to be determined by effective labor demand.

Figure 6.6 shows this case’s implications for the labor market. The real
wage equals F ′(L )/μ(L ), which can be decreasing in L (Panel (a)), constant
(Panel (b)), or increasing (Panel (c)). The level of goods demand determines
where on the F ′(L )/μ(L ) locus the economy is. Unemployment again equals
the difference between labor supply and employment at the prevailing real
wage.

In short, different views about the sources of incomplete nominal ad-
justment and the characteristics of labor and goods markets have different
implications for unemployment, the real wage, and the markup. As a result,
Keynesian theories do not make strong predictions about the behavior of
these variables. For example, the fact that the real wage does not appear
to be countercyclical is perfectly consistent with the view that nominal
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FIGURE 6.6 The labor market with sticky wages, flexible prices, and an
imperfectly competitive goods market
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disturbances are a major source of aggregate fluctuations. The behavior of
these variables can be used, however, to test specific Keynesian models. The
absence of a countercyclical real wage, for example, appears to be strong
evidence against the view that fluctuations are driven by changes in goods
demand and that Keynes’s original model provides a good description of the
supply side of the economy.

6.3 Empirical Application: The Cyclical
Behavior of the Real Wage

Economists have been interested in the cyclical behavior of the real wage
ever since the appearance of Keynes’s General Theory. Early studies of this
issue examined aggregate data. The general conclusion of this literature is
that the real wage in the United States and other countries is approximately
acyclical or moderately procyclical (see, for example, Geary and Kennan,
1982).

The set of workers who make up the aggregate is not constant over
the business cycle, however. Since employment is more cyclical for lower-
skill, lower-wage workers, lower-skill workers constitute a larger fraction of
employed individuals in booms than in recessions. As a result, examining
aggregate data is likely to understate the extent of procyclical movements
in the typical individual’s real wage. To put it differently, the skill-adjusted
aggregate real wage is likely to be more procyclical than the unadjusted
aggregate real wage.

Because of this possibility, various authors have examined the cyclical
behavior of real wages using panel data. One of the most thorough and
careful attempts is that of Solon, Barsky, and Parker (1994). They employ U.S.
data from the Panel Study of Income Dynamics (commonly referred to as the
PSID) for the period 1967 1987. As Solon, Barsky, and Parker describe, the
aggregate real wage is unusually procyclical in this period. Specifically, they
report that in this period a rise in the unemployment rate of 1 percentage
point is associated with a fall in the aggregate real wage of 0.6 percent (with
a standard error of 0.17 percent).

Solon, Barsky, and Parker consider two approaches to addressing the
effects of cyclical changes in the skill mix of workers. The first is to consider
only individuals who are employed throughout their sample period and to
examine the cyclical behavior of the aggregate real wage for this group. The
second approach uses more observations. With this approach, Solon, Barsky,
and Parker in effect estimate a regression of the form

� ln wit = a ′Xit + b�ut + eit. (6.20)
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Here i indexes individuals and t years, w is the real wage, u is the unemploy-
ment rate, and X is a vector of control variables. They use all available obser-
vations; that is, observation it is included if individual i is employed in both
year t −1 and year t. The fact that the individual must be employed in both
years to be included is what addresses the possibility of composition bias.8

The results of the two approaches are quite similar: the real wage is
roughly twice as procyclical at the individual level as in the aggregate. A
fall in the unemployment rate of 1 percentage point is associated with a
rise in a typical worker’s real wage of about 1.2 percent. And with both
approaches, the estimates are highly statistically significant.

One concern is that these results might reflect not composition bias, but
differences between the workers in the PSID and the population as a whole.
To address this possibility, Solon, Barsky, and Parker construct an aggregate
real wage series for the PSID in the conventional way; that is, they compute
the real wage in a given year as the average real wage paid to individuals in
the PSID who are employed in that year. Since the set of workers used in
computing this wage varies from year to year, these estimates are subject
to composition bias. Thus, comparing the estimates of wage cyclicality for
this measure with those for a conventional aggregate wage measure shows
the importance of the PSID sample. And comparing the estimates from this
measure with the panel data estimates shows the importance of composition
bias.

When they perform this exercise, Solon, Barsky, and Parker find that the
cyclicality of the aggregate PSID real wage is virtually identical to that of the
conventional aggregate real wage. Thus the difference between the panel-
data estimates and the aggregate estimates reflects composition bias.

Solon, Barsky, and Parker are not the first authors to examine the cyclical
behavior of the real wage using panel data. Yet they report much greater
composition bias than earlier researchers. If we are to accept their conclu-
sions rather than those of the earlier studies, we need to understand why
they obtain different results.

Solon, Barsky, and Parker discuss this issue in the context of three ear-
lier studies: Blank (1990), Coleman (1984), and Bils (1985). Blank’s results
in fact indicated considerable composition bias. She was interested in other
issues, however, and so did not call attention to this finding. Coleman
focused on the fact that movements in an aggregate real wage series and
in a series purged of composition bias show essentially the same correla-
tion with movements in the unemployment rate. He failed to note that the

8 Because of the need to avoid composition bias, Solon, Barsky, and Parker do not use all
PSID workers with either approach. Thus it is possible that their procedures suffer from a
different type of composition bias. Suppose, for example, that wages conditional on being
employed are highly countercyclical for individuals who work only sporadically. Then by
excluding these workers, Solon, Barsky, and Parker are overstating the procyclicality of wages
for the typical individual. This possibility seems farfetched, however.
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magnitude of the movements in the corrected series is much larger. This
is an illustration of the general principle that we discussed in Section 3.6
that in empirical work, it is crucial to consider not just statistical measures
such as correlations and t-statistics, but also the economic magnitudes of
the estimates. Finally, Bils found that real wages at the individual level are
substantially procyclical. But he found that an aggregate real wage series for
his sample was nearly as procyclical, and thus he concluded that compo-
sition bias is not large. His sample, however, consisted only of young men.
Thus a finding that there is only a small amount of composition bias within
this fairly homogeneous group does not rule out the possibility that there
is substantial bias in the population as a whole.

Can we conclude from Solon, Barsky, and Parker’s findings that short-run
fluctuations in the quantity of labor represent movements along an upward-
sloping short-run labor supply curve? Solon, Barsky, and Parker argue that
we cannot, for two reasons. First, they find that explaining their results
in this way requires a labor supply elasticity in response to cyclical wage
variation of 1.0 to 1.4. They argue that microeconomic studies suggest that
this elasticity is implausibly high even in response to purely temporary
changes. More importantly, they point out that short-run wage movements
are far from purely temporary; this makes an explanation based on move-
ments along the labor supply function even more problematic. Second, as
described above, the aggregate real wage is unusually procyclical in Solon,
Barsky, and Parker’s sample period. If the same is true of individuals’ wages,
explaining employment movements on the basis of shifts along the labor
supply function in other periods is even more difficult.

Thus, Solon, Barsky, and Parker’s evidence does not eliminate the like-
lihood that non-Walrasian features of the labor market (or, possibly, shifts
in labor supply) are important to the comovement of the quantity of labor
and real wages. Nonetheless, it significantly changes our understanding of a
basic fact about short-run fluctuations, and therefore about what we should
demand of our models of macroeconomic fluctuations.

6.4 Toward a Usable Model with Exogenous
Nominal Rigidity

The models of Sections 6.1 and 6.2 are extremely stylized. They all assume
that nominal prices or wages are completely fixed, which is obviously not
remotely accurate. They also assume that the central bank fixes the money
supply. Although this assumption is not as patently counterfactual as the
assumption of complete nominal rigidity, it provides a poor description of
how modern central banks behave.

Our goal in Sections 6.1 and 6.2 was to address qualitative questions about
nominal rigidity, such as whether it causes monetary disturbances to have
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real effects and whether it implies a countercyclical real wage. The models
in those sections are not useful for addressing more practical questions,
however. This section therefore discusses how one can modify the models
to turn them into a potentially helpful framework for thinking about real-
world issues. We will begin with the supply side, and then turn to the
demand side.

A Permanent Output-Inflation Tradeoff?

To build a model we would want to use in practice, we need to relax the
assumption that nominal prices or wages never change. One natural way to
do this is to suppose that the level at which current prices or wages are fixed
is determined by what happened the previous period. Consider, for example,
our first model of supply; this is the model with fixed wages, flexible prices,
and a competitive goods market.9 Suppose, however, that rather than being
an exogenous parameter, W is proportional to the previous period’s price
level. That is, suppose that wages are adjusted to make up for the previous
period’s inflation:

Wt = APt −1, A > 0. (6.21)

Recall that in our first model of supply, employment is determined by
F ′(Lt) = Wt/Pt (equation [6.14]). Equation (6.21) for Wt therefore implies

F ′(Lt) = APt −1

Pt
(6.22)

= A

1 + πt

,

where πt is the inflation rate. Equation (6.22) implies a stable, upward-
sloping relationship between employment (and hence output) and inflation.
That is, it implies that there is a permanent output-inflation tradeoff: by ac-
cepting higher inflation, policymakers can permanently raise output. And
since higher output is associated with lower unemployment, it also implies
a permanent unemployment-inflation tradeoff.

In a famous paper, Phillips (1958) showed that there was in fact a strong
and relatively stable negative relationship between unemployment and wage
inflation in the United Kingdom over the previous century. Subsequent
researchers found a similar relationship between unemployment and price
inflation a relationship that became known as the Phillips curve. Thus
there appeared to be both theoretical and empirical support for a stable
unemployment-inflation tradeoff.

9 The other models of Section 6.2 could be modified in similar ways, and would have
similar implications.
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The Natural Rate

The case for this stable tradeoff was shattered in the late 1960s and early
1970s. On the theoretical side, the attack took the form of the natural-
rate hypothesis of Friedman (1968) and Phelps (1968). Friedman and Phelps
argued that the idea that nominal variables, such as the money supply or
inflation, could permanently affect real variables, such as output or unem-
ployment, was unreasonable. In the long run, they argued, the behavior of
real variables is determined by real forces.

In the specific case of the output-inflation or unemployment-inflation
tradeoff, Friedman’s and Phelps’s argument was that a shift by policymak-
ers to permanently expansionary policy would, sooner or later, change the
way that prices or wages are set. Consider again the example analyzed in
(6.21) (6.22). When policymakers adopt permanently more expansionary
policies, they permanently increase output and employment, and (with this
version of supply) they permanently reduce the real wage. Yet there is no
reason for workers and firms to settle on different levels of employment and
the real wage just because inflation is higher: if there are forces causing the
employment and real wage that prevail in the absence of inflation to be
an equilibrium, those same forces are present when there is inflation. Thus
wages will not always be adjusted mechanically for the previous period’s
inflation. Sooner or later, they will be set to account for the expansionary
policies that workers and firms know are going to be undertaken. Once this
occurs, employment, output, and the real wage will return to the levels that
prevailed at the original inflation rate.

In short, the natural-rate hypothesis states that there is some ‘‘normal’’ or
‘‘natural’’ rate of unemployment, and that monetary policy cannot keep un-
employment below this level indefinitely. The precise determinants of the
natural rate are unimportant. Friedman’s and Phelps’s argument was simply
that it was determined by real rather than nominal forces. In Friedman’s
famous definition (1968, p. 8):

‘‘The natural rate of unemployment’’. . . is the level that would be ground

out by the Walrasian system of general equilibrium equations, provided there

is embedded in them the actual structural characteristics of the labor and

commodity markets, including market imperfections, stochastic variability in

demands and supplies, the cost of gathering information about job vacancies

and labor availabilities, the costs of mobility, and so on.

The empirical downfall of the stable unemployment-inflation tradeoff is
illustrated by Figure 6.7, which shows the combinations of unemployment
and inflation in the United States during the heyday of belief in a stable
tradeoff and in the quarter-century that followed. The points for the 1960s
suggest a fairly stable downward-sloping relationship. The points over the
subsequent 25 years do not.
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FIGURE 6.7 Unemployment and inflation in the United States, 1961 1995

One source of the empirical failure of the Phillips curve is mundane: if
there are disturbances to supply rather than demand, then even the models
of the previous section imply that high inflation and high unemployment
can occur together. And there certainly are plausible candidates for sig-
nificant supply shocks in the 1970s. For example, there were tremendous
increases in oil prices in 1973 74 and 1978 79; such increases are likely to
cause firms to charge higher prices for a given level of wages. To give another
example, there were large influxes of new workers into the labor force dur-
ing this period; such influxes may increase unemployment for a given level
of wages.

Yet these supply shocks cannot explain all the failings of the Phillips
curve in the 1970s and 1980s. In 1981 and 1982, for example, there were
no identifiable large supply shocks, yet both inflation and unemployment
were much higher than they were at any time in the 1960s. The reason,
if Friedman and Phelps are right, is that the high inflation of the 1970s
changed how prices and wages were set.

Thus, the models of price and wage behavior that imply a stable relation-
ship between inflation and unemployment do not provide even a moder-
ately accurate description of the dynamics of inflation and the choices facing
policymakers. We must therefore go further if our models of the supply side
of the economy are to be used to address these issues.
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The Expectations-Augmented Phillips Curve

Our purpose at the moment is not to build models of pricing from microeco-
nomic foundations. Rather, our goal is to directly specify a model of pricing
that is realistic enough to have some practical use. The model in equations
(6.21) (6.22), with its implication of a permanent unemployment-inflation
tradeoff, does not meet that standard for most purposes.

Modern non-micro-founded formulations of pricing behavior generally
differ from the simple models in equations (6.21) (6.22) and in Section 6.2
in three ways. First, neither wages nor prices are assumed to be completely
unresponsive to the current state of the economy. Instead, higher output is
assumed to be associated with higher wages and prices. Second, the possi-
bility of supply shocks is allowed for. Third, and most important, adjustment
to past and expected future inflation is assumed to be more complicated
than the simple formulation in (6.21).

A typical modern non-micro-founded formulation of supply is

πt = π∗
t + λ(lnYt − lnYt) + εS

t , λ > 0. (6.23)

Here Y is the level of output that would prevail if prices were fully flexi-
ble. It is known as the natural rate of output, or potential or full-employment
output, or flexible-price output. The λ (ln Y − ln Y ) term implies that at any
time there is an upward-sloping relationship between inflation and output;
the relationship is log-linear for simplicity. Equation (6.23) takes no stand
concerning whether it is nominal prices or wages, or some combination of
the two, that are the source of the incomplete adjustment.10 The εS term
captures supply shocks.

The key difference between (6.23) and the earlier models of supply is the
π∗ term. Tautologically, π∗ is what inflation would be if output is equal to
its natural rate and there are no supply shocks. π∗ is known as core or un-
derlying inflation. Equation (6.23) is referred to as the expectations-augmented
Phillips curve although, as we will see shortly, modern formulations do not
necessarily interpret π∗ as expected inflation.

One simple model of π∗ is that it equals the previous period’s actual
inflation:

π∗
t = πt−1. (6.24)

10 Equation (6.23) can be combined with Case 2 or 3 of Section 6.2 by assuming that
the nominal wage is completely flexible and using the assumption in (6.23) in place of the
assumption that P equals P . Similarly, one can assume that wage inflation is given by an
expression analogous to (6.23) and use that assumption in place of the assumption that the
wage is completely unresponsive to current-period developments in Case 1 or 4. This implies
somewhat more complicated behavior of price inflation, however.
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With this assumption, there is a tradeoff between output and the change
in inflation, but no permanent tradeoff between output and inflation. For
inflation to be held steady at any level, output must equal the natural rate.
And any level of inflation is sustainable. But for inflation to fall, there must
be a period when output is below the natural rate. The formulation in
(6.23) (6.24) is known as the accelerationist Phillips curve.11

This model is much more successful than models with a permanent
output-inflation tradeoff at fitting the macroeconomic history of the United
States over the past quarter-century. Consider, for example, the behavior of
unemployment and inflation from 1980 to 1995. The model attributes the
combination of high inflation and high unemployment in the early 1980s
to contractionary shifts in demand with inflation starting from a high level.
The high unemployment was associated with falls in inflation (and with
larger falls when unemployment was higher), just as the model predicts.
Once unemployment fell below the 6 to 7 percent range in the mid-1980s,
inflation began to creep up. When unemployment returned to this range at
the end of the decade, inflation held steady. Inflation again declined when
unemployment rose above 7 percent in 1992, and it again held steady when
unemployment fell below 7 percent in 1993 and 1994. All these movements
are consistent with the model.

Although the model of core inflation in (6.24) is often useful, it has impor-
tant limitations. For example, if we interpret a period as being fairly short
(such as a quarter), core inflation is likely to take more than one period to
respond fully to changes in actual inflation. In this case, it is reasonable to
replace the right-hand side of (6.24) with a weighted average of inflation
over the previous several periods.

Perhaps the most important drawback of the model of supply in (6.23)
(6.24) is that it assumes that the behavior of core inflation is independent of
the economic environment. For example, if the formulation in (6.24) always
held, there would be a permanent tradeoff between output and the change
in inflation. That is, equations (6.23) and (6.24) imply that if policymakers
are willing to accept ever-increasing inflation, they can push output perma-
nently above its natural rate. But the same arguments that Friedman and
Phelps make against a permanent output-inflation tradeoff imply that if poli-
cymakers attempt to pursue this strategy, workers and firms will eventually
stop following (6.23) (6.24) and will adjust their behavior to account for the
increases in inflation they know are going to occur; as a result, output will
return to its natural rate.

11 The standard rule of thumb is that for each percentage point that the unemployment
rate exceeds the natural rate, inflation falls by one-half percentage point per year. And, as we
saw in Section 5.1, for each percentage point that u exceeds u , Y is roughly 2 percent less
than Y . Thus if each period corresponds to a year, λ in equation (6.23) is about

1

4
.
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In his original presentation of the natural-rate hypothesis, Friedman dis-
cussed another, more realistic, example of how the behavior of core inflation
may depend on the environment: how rapidly core inflation adjusts to
changes in inflation is likely to depend on how long-lasting actual move-
ments in inflation typically are. If this is right, then in a situation like the
one that Phillips studied, where there are many transitory movements in in-
flation, core inflation will vary little; the data will therefore suggest a stable
relationship between output and inflation. But in a setting like the United
States in the 1970s and 1980s, where there are sustained periods of high
and of low inflation, core inflation will vary more, and thus there will be no
consistent link between output and the level of inflation.

Carrying these criticisms of (6.23) (6.24) to their logical extreme would
suggest that we replace core inflation in (6.23) with expected inflation:

πt = π e
t + λ(ln Yt − ln Yt) + εS

t , (6.25)

where π e
t is expected inflation. This formulation captures the ideas in the

previous examples. For example, (6.25) implies that unless expectations are
grossly irrational, no policy can permanently raise output above its natural
rate, since that requires that workers’ and firms’ forecasts of inflation are
always too low. Similarly, since expectations of future inflation respond less
to current inflation when movements in inflation tend to be shorter-lived,
(6.25) is consistent with Friedman’s example of how the output-inflation
relationship is likely to vary with the behavior of actual inflation.

Nonetheless, practical modern formulations of pricing behavior generally
do not use the model of supply in (6.25). The central reason is that, as we will
see in Section 6.9, if one assumes that price- and wage-setters are rational in
forming their expectations, then (6.25) has strong implications implications
that do not appear to be supported by the data. Alternatively, if one assumes
that workers and firms do not form their expectations rationally, one is
resting the theory on irrationality.

A natural compromise between the models of core inflation in (6.24)
and in (6.25) is to assume that core inflation is a weighted average of past
inflation and expected inflation. With this assumption, we have a hybrid
Phillips curve:

πt = φπ e
t + (1 − φ)πt −1 + λ(ln Yt − ln Yt) + εS

t , 0 ≤ φ ≤ 1. (6.26)

As long as φ is strictly less than 1, there is some inertia in wage and price
inflation. That is, there is some link between past and future inflation beyond
effects operating through expectations. We will return to this issue in the
next chapter. There we will encounter specifications for inflation behavior
firmly grounded in microeconomic assumptions, including a purely forward-
looking one the new Keynesian Phillips curve.
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Aggregate Demand, Aggregate Supply, and the AS-AD
Diagram

Our simple formulation of the demand side of the economy in Section 6.1
had two elements: the new Keynesian IS curve, ln Yt = a+E [ln Yt+1]−(rt/θ )

(equation [6.8]), and the LM curve, Mt/Pt = Y
θ/χ

t [(1 + i t)/i t ]
1/χ (equation

[6.11]). Coupled with the assumption that Mt was set exogenously by the
central bank, these equations led to the IS-LM diagram in (Y, r ) space
(Figure 6.1).

Unfortunately, however, both curves are problematic in practical appli-
cations. Consider first the LM curve. There are two major difficulties. One
is that the model becomes much more complicated once we relax Sec-
tion 6.1’s assumption that prices are permanently fixed; changes in either
Pt or π e

t shift the LM curve in (Y , r ) space. The other is that modern central
banks largely ignore the money supply in determining policy.

An approach that avoids these difficulties is to assume that the central
bank conducts policy in terms of a rule for the interest rate (Taylor, 1993;
Bryant, Hooper, and Mann, 1993). We will discuss such interest-rate rules
extensively in our examination of monetary policy in Chapter 12. For now,
however, we simply assume that the central bank conducts policy so as to
make the real interest rate an increasing function of the gap between actual
and potential output and of inflation:

rt = r (ln Yt − ln Yt ,πt), r1(•) > 0, r2(•) > 0. (6.27)

The way the central bank carries out this policy is by adjusting the money
supply to make equation (6.27) hold. That is, it sets the money supply at
t so that the money market equilibrium condition, which we can write as

Mt/Pt = Y
θ/χ

t [(1 + rt + π e
t )/(rt + π e

t )]1/χ , yields the value of rt that satisfies
(6.27). For most purposes, however, we can neglect the money market and
work directly with (6.27).

The central bank’s interest-rate rule, (6.27), directly implies an upward-
sloping relationship between Yt and rt (for a given value of πt). This rela-
tionship is known as the MP curve. The assumption that the central bank
follows an interest-rate rule causes it to take the place of the LM curve.

Now consider the new Keynesian IS curve, (6.8). The qualitative ideas
that it captures are appealing and useful: increases in the real interest rate
reduce current demand for goods, and increases in expected future income
raise current demand. At the same time, as we will see in Chapter 8, the ev-
idence does not support the assumption underlying the curve that house-
holds optimize fully over long horizons subject only to a lifetime budget
constraint. In addition, we will see in Section 7.8 that equation (6.8) can
lead to very unrealistic macroeconomic predictions.

Thus, while the new Keynesian IS curve remains a common benchmark,
there are reasons to consider alternatives. One possibility is to drop the
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expected income term altogether and work with the traditional IS curve,
(6.9). But the assumption that current demand is completely unresponsive
to expectations of future income is at least as problematic as the assumption
that it moves one-for-one with those expectations. An obvious compromise
is to assume a coefficient on future income that is positive but less than 1:

ln Yt = α + φE [ln Yt+1] − 1

θ
rt , 0 < φ < 1. (6.28)

Equation (6.28) is analogous to the hybrid Phillips curve of equation (6.26); it
is therefore known as the hybrid or discounted IS curve (McKay, Nakamura,
and Steinsson, 2016; Gabaix, 2017).

Unfortunately, however, the hybrid IS curve also has disadvantages: the
microeconomic assumptions that give rise to it are artificial, and it has the
strong implication that the response of current demand to news about in-
come n periods in the future declines exponentially in n. A different com-
promise between the new Keynesian and traditional IS curves is to assume
that some fraction of households are full intertemporal optimizers, while
the remainder simply consume their current income, perhaps because they
are liquidity constrained or because they follow a rule of thumb (for exam-
ple, Campbell and Mankiw, 1989; Galí, López-Salido, and Vallés, 2007). This
assumption does not lead to a closed-form expression for the IS relationship.
But because it is based on a simple and appealing story, it is often used in
larger-scale microeconomically founded macroeconomic models.

When the demand side of the economy is described by an MP curve and
any of these various IS curves, the two curves determine output and the
real interest rate for a given value of inflation. They are shown in Figure 6.8.
The determination of output and inflation can then be described by two
curves in output-inflation space, an upward-sloping aggregate supply (AS )
curve and a downward-sloping aggregate demand (AD) curve. The AS curve
follows directly from (6.23), πt = π∗

t + λ(ln Yt − ln Yt) + εS
t . The AD curve

comes from the IS and MP curves. To see this, consider a rise in inflation.
Since π does not enter any of the versions of the IS equation, the IS curve
in Figure 6.8 is unaffected. But since the monetary-policy rule, r = r (ln Y −
ln Y , π ), is increasing in π, the rise in inflation increases the real interest rate
the central bank sets at a given level of output. That is, the MP curve shifts
up. As a result, r rises and Y falls. Thus the level of output at the intersection
of the IS and MP curves is a decreasing function of inflation. The AS and AD
curves are shown in Figure 6.9.

Some Useful Cases

As we have discussed, the setup we have been considering comes in various
forms: there are different versions of the IS curve and more than one way of
modeling core inflation. Different versions of the model need to be analyzed
in different ways. Here we consider two specific versions.
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A version that is extremely tractable assumes that core inflation, π∗
t , is

given by lagged inflation, πt −1, as in (6.24), and that the IS curve is the
traditional one where expected future output does not enter, (6.9). In this
case, there is no need to make assumptions about the functional forms of
the relationships; shocks to any of the equations can be considered without
making assumptions about the processes followed by the shocks; and the
analysis can be done graphically. For these reasons, this approach is often
useful and is the standard approach in undergraduate teaching.

As noted above, however, the complete absence of expected future in-
come from the traditional IS curve is an extreme assumption: if households
are able to optimize intertemporally at all, expectations of future income
affect demand today. If we combine an IS curve with a forward-looking el-
ement with an AS curve with a backward-looking one, however, analyzing
the model is much more complicated. Thus to provide a sense of the im-
plications of incorporating a forward-looking element in the IS curve, here
we consider only a specific, simplified version of the model.12 First, we
assume the IS curve takes the new Keynesian form, so the coefficient on
expected future income is 1. Second, we assume the monetary-policy rule
depends only on output and not on inflation; this assumption eliminates the
backward-looking element of output behavior. Third, we assume the only
shocks are to the IS curve, and that the shocks follow a first-order autoregres-
sive process. And finally, we make several minor assumptions to simplify the
notation and presentation: ln Yt is zero for all t, the MP equation is linear,
the constant terms in the MP and IS equations are zero, and yt denotes ln Yt .

These assumptions give us the system:

πt = πt−1 + λyt , λ > 0, (6.29)

rt = byt , b > 0, (6.30)

yt = Et [yt +1] − 1

θ
rt + u

IS
t , θ > 0, (6.31)

u
IS
t = ρISu

IS
t−1 + e

IS
t , −1 < ρIS < 1, (6.32)

where eIS is white noise. Equation (6.29) is the AS curve, (6.30) is the MP
curve, (6.31) is the IS curve, and (6.32) describes the behavior of the IS
shocks.

We can combine (6.30) and (6.31) and use straightforward algebra to solve

for yt in terms of u
IS
t and Et [yt+1]:

yt = θ

θ + b
Et [yt+1] + θ

θ + b
u

IS
t

(6.33)
≡ φEt [yt+1] + φu

IS
t ,

where φ ≡ θ/(θ + b). Note that our assumptions imply 0 < φ < 1.

12 Section 7.8 develops a micro-founded version of a model with an IS relationship, an AS
relationship, and an interest-rate rule that is purely forward-looking.
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Equation (6.33) poses a challenge: it expresses y in terms of not just the

disturbance, u
IS
t , but the expectation of the future value of an endogenous

variable, Et [yt+1]. Thus it is not immediately clear how to trace out the
effect of a shock. To address this problem, note that (6.33) holds in all future
periods:

yt+ j = φEt+ j [yt+ j+1] + φu
IS
t+ j for j = 1, 2, 3, . . . (6.34)

Taking expectations of both sides of (6.34) as of time t implies

Et [yt+ j ] = φEt [yt+ j+1] + φρ
j
IS u

IS
t . (6.35)

Equation (6.35) uses the fact that Et [Et +j [yt +j +1] ] is simply Et [yt +j +1];
otherwise agents would be expecting to revise their estimate of yt +j +1

either up or down, which would imply that their original estimate was not
rational. The fact that the current expectation of a future expectation of a
variable equals the current expectation of the variable is known as the law
of iterated projections.

We can now iterate (6.33) forward. That is, we first express Et [yt +1] in

terms of Et [yt+2] and Et [u
IS
t+1]; we then express Et [yt+2] in terms of Et [yt+3]

and Et [u
IS
t+2]; and so on. Doing this gives us:

yt = φu
IS
t + φ

(
φEt [yt+2] + φρI Su

IS
t

)
= φu

IS
t + φ2ρIS u

IS
t + φ2

(
φEt [yt+3] + φρ

2
IS u

IS
t

)
= · · · (6.36)

= (
φ + φ2ρIS + φ3ρ

2
IS + · · · )uIS

t + lim
n→∞

φn Et [yt+n ]

= φ

1 − φρIS

u
IS
t + lim

n→∞
φn Et [yt+n ].

If we assume that limn →∞ φn Et [yt +n ] converges to zero (an issue that we
will return to in a moment) and substitute back in for φ, we obtain

yt = θ

θ + b − θρIS

u
IS
t . (6.37)

This expression shows how various forces influence how shocks to de-
mand affect output. For example, a more aggressive monetary-policy re-
sponse to output movements (that is, a higher value of b) dampens the
effects of shocks to the IS curve.

Observe that in the absence of the forward-looking aspect of the IS curve

(that is, if the IS equation is just yt =− (1/θ )rt + u
IS
t ), output is [θ/(θ +

b)]u
IS
t . Equation (6.37) shows that accounting for forward-looking behavior

raises the coefficient on u
IS
t as long as ρIS > 0. That is, forward-looking con-

sumption behavior magnifies the effects of persistent shocks to demand.
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Equation (6.37) for output and the AS equation, (6.29), imply that infla-
tion is given by

πt = πt−1 + θλ

θ + b − θρIS

u
IS
t . (6.38)

Because there is no feedback from inflation to the real interest rate, there
is no force acting to stabilize inflation. Indeed, if the shocks to the IS curve
are positively serially correlated, the change in inflation is positively serially
correlated.

The solution for yt in (6.36) includes the term limn →∞ φ n Et [yt +n ], which
thus far we have been assuming converges to zero. Since φ is less than one,
this term could fail to converge only if Et [yt +n ] diverged. That is, agents
would have to expect y to diverge, which cannot happen. Thus assuming
limn →∞ φn Et [yt +n ] = 0 is appropriate.

One other aspect of this example is worth noting. Suppose φ > 1 but
φρIS < 1. φ > 1 could arise if the central bank followed the perverse policy
of cutting the real interest rate in response to increases in output (so that
b was negative). With φρIS < 1, the sum in equation (6.36) still converges,
and so that expression is still correct. And if (6.37) holds, limn →∞ φn Et [yt +n ]
equals limn →∞ φnρn

IS[θ/(θ + b − θρIS)]u
IS
t , which is zero. That is, although one

might expect φ > 1 to generate instability, the conventional solution to the
model still carries over to this case as long as φρIS < 1.

Interestingly, however, this is now no longer the only solution. If φ ex-
ceeds one, then limn →∞ φ n Et [yt +n ] can differ from zero without Et [yt +n ]
diverging. As a result, there can be spontaneous, self-fulfilling changes in the
path of output. To see this, suppose that u

IS
t = 0 for all t and that initially

yt = 0 for all t. Now suppose that in some period, which we will call period
0, y rises by some amount X not because of a change in tastes, govern-
ment purchases, or some other external influence (that is, not because of a
nonzero realization of u

IS
0 ), but simply because a change in agents’ beliefs

about the equilibrium path of the economy. If agents’ expectation of yt is
X/φt for t ≥ 0, they will act in ways that make their expectations correct.
That is, this change can be self-fulfilling.

When the economy has multiple equilibria in this way, the solution
without spontaneous, self-fulfilling output movements is known as the fun-
damental solution. Solutions with self-fulfilling output movements are known
as sunspot solutions. Although here the assumption that leads to the possi-
bility of a sunspot solution is contrived, there are many models where this
possibility arises naturally. We will therefore return to the general issue of
self-fulfilling equilibria in Section 6.8, and to sunspot solutions in a model
similar in spirit to this one in Section 12.5.13

13 For more on the model of this section, see Problems 6.8 6.9. For more on the solutions
of linear models with expectations of future variables, see Blanchard and Kahn (1980).
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Part B Microeconomic Foundations of
Incomplete Nominal Adjustment

Some type of incomplete nominal adjustment appears essential to under-
standing why monetary changes have real effects. This part of the chap-
ter therefore examines the question of what might give rise to incomplete
nominal adjustment.

The fact that what is needed is a nominal imperfection has an important
implication. Individuals care mainly about real prices and quantities: real
wages, hours of work, real consumption levels, and the like. Nominal mag-
nitudes matter to them only in ways that are minor and easily overcome.
Prices and wages are quoted in nominal terms, but it costs little to change
(or index) them. Individuals are not fully informed about the aggregate price
level, but they can obtain accurate information at little cost. Debt contracts
are usually specified in nominal terms, but they too could be indexed with
little difficulty. And individuals hold modest amounts of currency, which is
denominated in nominal terms, but they can change their holdings easily.
There is no way in which nominal magnitudes are of great direct importance
to individuals.

This discussion suggests that nominal frictions that are small at the
microeconomic level somehow have a large effect on the macroeconomy.
Much of the research on the microeconomic foundations of nominal rigidity
is devoted to addressing the questions of whether this can plausibly be the
case and of what conditions are needed for this to be true.14

Most of this part of the chapter addresses these questions for a specific
view about the nominal imperfection. In particular, we focus on a static
model where firms face a menu cost of price adjustment a small fixed cost
of changing a nominal price. (The standard example is the cost incurred
by a restaurant in printing new menus hence the name.) The goal is to
characterize the microeconomic conditions that cause menu costs to lead
to significant nominal stickiness in response to a one-time monetary shock.
Section 6.9 considers the case where the nominal imperfection is instead
lack of complete information about the aggregate price level and briefly
discusses other possible sources of incomplete nominal adjustment. We will
see that the same fundamental issues that arise with menu costs also arise
with other nominal imperfections.

Our goal in this chapter is not to try to construct an even remotely
realistic macroeconomic model. For that reason, the models we will consider
are very simple. The next chapter will begin to make the models more
realistic and useful in practical applications.

14 The seminal papers are Mankiw (1985) and Akerlof and Yellen (1985). See also
Rotemberg (1982).
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6.5 A Model of Imperfect Competition and
Price-Setting

Before turning to menu costs and the effects of monetary shocks, we first
examine an economy of imperfectly competitive price-setters with com-
plete price flexibility. There are two reasons for analyzing this model. First,
as we will see, imperfect competition alone has interesting macroeconomic
consequences. Second, the models in the rest of the chapter are concerned
with the causes and effects of barriers to price adjustment. To address these
issues, we will need a model that shows us what prices firms would choose
in the absence of barriers to adjustment and what happens when prices
depart from those levels.

Assumptions

There is a continuum of differentiated goods indexed by i ∈ [0,1]. Each good
is produced by a single firm with monopoly rights to the production of the
good. Firm i ’s production function is just

Yi = L i , (6.39)

where L i is the amount of labor it hires and Yi is its output. Firms hire
labor in a perfectly competitive labor market and sell output in imperfectly
competitive goods markets. In this section, firms can set their prices freely.
They are owned by the households, and so any profits they earn accrue to
the households. As in the model of Section 6.1, we normalize the number
of households to 1.

The utility of the representative household depends positively on its con-
sumption and negatively on the amount of labor it supplies. It takes the form

U = C − 1

γ
L γ , γ > 1. (6.40)

Crucially, C is not the household’s total consumption of all goods. If it were,
goods would be perfect substitutes for one another, and so firms would not
have market power. Instead, it is an index of the household’s consumption
of the individual goods. It takes the constant-elasticity-of-substitution form

C =
[∫ 1

i=0

C
(η−1)/η
i d i

]η/(η−1)

, η > 1. (6.41)

This formulation, which parallels the production function in the Romer
model of endogenous technological change in Section 3.5, is due to Dixit
and Stiglitz (1977). Note that it has the convenient feature that if all the
Ci ’s are equal, C equals the common level of the Ci ’s. The assumption
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that η > 1 implies that the elasticity of demand for each good is greater
than 1, and thus that profit-maximizing prices are not infinite.

As in the model in Section 6.1, investment, government purchases, and
international trade are absent from the model. We will therefore use C as
our measure of output in this economy:

Y ≡ C . (6.42)

Households choose their labor supply and their purchases of the con-
sumption goods to maximize their utility, taking as given the wage, prices
of goods, and profits from firms. Firms choose their prices and the amounts
of labor to hire to maximize profits, taking the wage and the demand curves
for their goods as given.

Finally, to be able to analyze the effects of monetary changes and other
shifts in aggregate demand, we need to add an aggregate demand side to
the model. We do this in the simplest possible way by assuming

Y = M

P
. (6.43)

There are various interpretations of (6.43). The simplest, and most appro-
priate for our purposes, is that it is just a shortcut approach to modeling
aggregate demand. Equation (6.43) implies an inverse relationship between
the price level and output, which is the essential feature of aggregate de-
mand. Since our focus is on the supply side of the economy, there is little
point in modeling aggregate demand more fully. Under this interpretation,
M should be thought of as a generic variable affecting aggregate demand
rather than as money.

It is also possible to derive (6.43) from more complete models. We could
introduce real money balances to the utility function along the lines of
Section 6.1. With an appropriate specification, this gives rise to (6.43).
Rotemberg (1987) derives (6.43) from a cash-in-advance constraint. Finally,
Woodford (2003) observes that (6.43) arises if the central bank conducts
monetary policy to achieve a target level of nominal GDP.

Under the money-in-the-utility function and cash-in-advance-constraint
interpretations of (6.43), it is natural to think of M as literally money. In this
case the right-hand side should be modified to MV/P , where V captures
aggregate demand disturbances other than shifts in money supply. Under
Woodford’s interpretation, in contrast, M is the central bank's target level
of nominal GDP.

Household Behavior

In analyzing households’ behavior, it is easiest to start by considering how
they allocate their consumption spending among the different goods. Con-
sider a household that spends S . The Lagrangian for its utility-maximization
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problem is

L =
[∫ 1

i=0

C
(η−1)/η
i d i

]η/(η−1)

+ λ

[
S −

∫ 1

i=0

Pi Ci di

]
. (6.44)

The first-order condition for Ci is

η

η − 1

[∫ 1

j=0

C
(η−1)/η
j d j

]1/(η−1)
η − 1

η
C

−1/η

i = λPi . (6.45)

The only terms in (6.45) that depend on i are C
−1/η

i and Pi . Thus, Ci must
take the form

Ci = AP
−η
i . (6.46)

To find A in terms of the variables the household takes as given, substitute
(6.46) into the budget constraint,

∫ 1
i=0 Pi Ci di = S , and then solve for A.

This yields

A = S∫ 1
j=0 P

1−η

j d j
. (6.47)

Substituting this result into expression (6.46) for the Ci ’s and then into the
definition of C in (6.41) gives us

C =

⎡
⎢⎣∫ 1

i=0

⎛
⎝ S∫ 1

j=0 P
1−η

j d j
P

−η
i

⎞
⎠

(η−1)/η

di

⎤
⎥⎦

η/(η−1)

= S∫ 1
j=0 P

1−η

j d j

(∫ 1

i=0

P
1−η

i d i

)η/(η−1)

(6.48)

= S(∫ 1
i=0 P

1−η

i d i
)1/(1−η )

.

Equation (6.48) tells us that when households allocate their spending ac-

ross goods optimally, the cost of obtaining one unit of C is
(∫ 1

i=0 P
1−η

i di
)1/(1−η)

.

That is, the price index corresponding to the utility function (6.41) is

P =
(∫ 1

i=0

P
1−η

i d i

)1/(1−η )

. (6.49)

Note that the index has the attractive feature that if all the Pi ’s are equal,
the index equals the common level of the Pi ’s.
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Finally, expressions (6.46), (6.47), and (6.49) imply

Ci =
(

Pi

P

)−η S

P
(6.50)

=
(

Pi

P

)−η

C .

Thus the elasticity of demand for each individual good is η.
The household’s only other choice variable is its labor supply. Its spending

equals WL + R, where W is the wage and R is its profit income, and so its
consumption is (WL + R)/P . Its problem for choosing L is therefore

max
L

WL + R

P
− 1

γ
L γ . (6.51)

The first-order condition for L is

W

P
− L γ−1 = 0, (6.52)

which implies

L =
(

W

P

)1/(γ−1)

. (6.53)

Thus labor supply is an increasing function of the real wage, with an elas-
ticity of 1/(γ − 1).

Since all households are the same and we have normalized the number of
households to one, equation (6.53) describes not just L for a representative
household, but the aggregate value of L .

Firm Behavior

The real profits of the monopolistic producer of good i are its real revenues
minus its real costs:

Ri

P
= Pi

P
Yi − W

P
Li . (6.54)

The production function, (6.39), implies L i = Yi , and the demand function,
(6.50), implies Yi = (Pi /P )−ηY . (Recall that Y = C and that the amount
of good i produced must equal the amount consumed.) Substituting these
expressions into (6.54) implies

Ri

P
=

(
Pi

P

)1−η

Y − W

P

(
Pi

P

)−η

Y. (6.55)
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The first-order condition for Pi /P is

(1 − η)

(
Pi

P

)−η

Y + η
W

P

(
Pi

P

)−η −1

Y = 0. (6.56)

To solve this expression for Pi /P , divide both sides by Y and by (Pi /P )−η .
Solving for Pi /P then yields

Pi

P
= η

η − 1

W

P
. (6.57)

That is, we get the standard result that a producer with market power
sets price as a markup over marginal cost, with the size of the markup
determined by the elasticity of demand.

Equilibrium

Because the model is symmetric, its equilibrium is also symmetric. As de-
scribed above, all households supply the same amount of labor and have
the same demand curves. Similarly, the fact that all firms face the same de-
mand curve and the same real wage implies that they all charge the same
amount and produce the same amount. And since the production of each
good is the same, the measure of aggregate output, Y , is just this common
level of output. Finally, since the production function is one-for-one, this
in turn equals the common level of labor supply. That is, in equilibrium
Y = C = L .

We can use (6.52) or (6.53) to express the real wage as a function of
output:

W

P
= Y γ−1. (6.58)

Substituting this expression into the price equation, (6.57), yields an ex-
pression for each producer’s desired relative price as a function of aggregate
output:

P ∗
i

P
= η

η − 1
Y γ−1. (6.59)

For future reference, it is useful to write this expression in logarithms:

p∗
i − p = ln

η

η − 1
+ (γ − 1)y

≡ c + φy,

(6.60)

where lowercase letters denote the logs of the corresponding uppercase
variables.
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We know that each producer charges the same price, and that the price
index, P , equals this common price. Equilibrium therefore requires that
each producer, taking P as given, sets his or her own price equal to P ;
that is, each producer’s desired relative price must equal 1. From (6.59), this
condition is [η/(η − 1)]Y γ−1 = 1, or

Y =
(

η − 1

η

)1/(γ−1)

. (6.61)

This is the equilibrium level of output.
Finally, we can use the aggregate demand equation, Y = M/P , to find the

equilibrium price level:

P = M

Y
(6.62)

= M(
η − 1

η

)1/(γ−1)
.

Implications

When producers have market power, they produce less than the socially
optimal amount. To see this, note that in a symmetric allocation each indi-
vidual supplies some amount L of labor, and production of each good and
each individual’s consumption equal that L . Thus the problem of finding the
best symmetric allocation reduces to choosing L to maximize L − (1/γ )L

γ
.

The solution is simply L = 1. As (6.61) shows, equilibrium output is less
than this. Intuitively, the fact that producers face downward-sloping de-
mand curves means that the marginal revenue product of labor is less than
its marginal product. As a result, the real wage is less than the marginal prod-
uct of labor: from (6.57) (and the fact that each Pi equals P in equilibrium),
the real wage is (η−1)/η ; the marginal product of labor, in contrast, is 1. This
reduces the quantity of labor supplied, and thus causes equilibrium output
to be less than optimal. From (6.61), equilibrium output is [(η − 1)/η ]1/(γ−1).
Thus the gap between the equilibrium and optimal levels of output is
greater when producers have more market power (that is, when η is lower)
and when labor supply is more responsive to the real wage (that is, when
γ is lower).

The fact that equilibrium output is inefficiently low under imperfect
competition has important implications for fluctuations. To begin with,
it implies that recessions and booms have asymmetric effects on welfare
(Mankiw, 1985). In practice, periods when output is unusually high are
viewed as good times, and periods when output is unusually low are viewed
as bad times. But think about an economy where fluctuations arise from
incomplete nominal adjustment in the face of monetary shocks. If the
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equilibrium in the absence of shocks is optimal, both times of high output
and times of low output are departures from the optimum, and thus both
are undesirable. But if equilibrium output is less than optimal, a boom brings
output closer to the social optimum, whereas a recession pushes it farther
away.

In addition, the gap between equilibrium and optimal output implies
that pricing decisions have externalities. Suppose the economy is initially
in equilibrium, and consider the effects of a marginal reduction in all prices.
M/P rises, and so aggregate output rises. This potentially affects welfare
through two channels. First, the real wage increases (see [6.58]). Since house-
holds employ the same amount of labor in their capacity as owners of the
firms as they supply to the labor market, at the margin this increase does
not affect welfare. Second, because aggregate output increases, the demand
curve for each good, Y(Pi/P )−η , shifts out. Since firms are selling at prices
that exceed marginal costs, this change raises profits, and so increases house-
holds’ welfare. Thus under imperfect competition, pricing decisions have ex-
ternalities, and those externalities operate through the overall demand for
goods. This externality is often referred to as an aggregate demand externality
(Blanchard and Kiyotaki, 1987).

The final implication of this analysis is that imperfect competition alone
does not imply monetary nonneutrality. A change in the money stock leads
to proportional changes in the nominal wage and all nominal prices; output
and the real wage are unchanged (see [6.61] and [6.62]).

Finally, since a pricing equation of the form (6.60) is important in later
sections, it is worth noting that the basic idea captured by the equation is
much more general than the specific model of price-setters’ desired prices
we are considering here. Equation (6.60) states that p∗

i − p takes the form
c + φy. That is, it states that a price-setter’s optimal relative price is increas-
ing in aggregate output. In the particular model we are considering, this
arises from increases in the prevailing real wage when output rises. But in
a more general setting, it can also arise from increases in the costs of other
inputs, from diminishing returns, or from costs of adjusting output.

The fact that price-setters’ desired real prices are increasing in aggregate
output is necessary for the flexible-price equilibrium to be stable. To see
this, note that we can use the fact that y = m − p to rewrite (6.60) as

p∗
i = c + (1 − φ)p + φm. (6.63)

If φ is negative, an increase in the price level raises each price-setter’s de-
sired price more than one-for-one. This means that if p is above the level
that causes individuals to charge a relative price of 1, each individual wants
to charge more than the prevailing price level; and if p is below its equilib-
rium value, each individual wants to charge less than the prevailing price
level. Thus if φ is negative, the flexible-price equilibrium is unstable. We
will return to this issue in Section 6.8.
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6.6 Are Small Frictions Enough?

General Considerations

Consider an economy, such as that of the previous section, consisting of
many price-setting firms. Assume that it is initially at its flexible-price equi-
librium. That is, each firm’s price is such that if aggregate demand is at its
expected level, marginal revenue equals marginal cost. After prices are set,
aggregate demand is determined; at this point each firm can change its price
by paying a menu cost. For simplicity, prices are assumed to be set afresh
at the start of each period. This means that we can consider a single period
in isolation. It also means that if a firm pays the menu cost, it sets its price
to the new profit-maximizing level.

We want to know when firms change their prices in response to a depar-
ture of aggregate demand from its expected level. For concreteness, suppose
that demand is less than expected. Since the economy is large, each firm
takes other firms’ actions as given. Constant nominal prices are thus an equi-
librium if, when all other firms hold their prices fixed, the maximum gain
to a representative firm from changing its price is less than the menu cost
of price adjustment.15

To see the general issue involved, consider the marginal revenue marginal
cost diagram in Figure 6.10. The economy begins in equilibrium; thus the
representative firm is producing at the point where marginal cost equals
marginal revenue (Point A in the diagram). A fall in aggregate demand with
other prices unchanged reduces aggregate output, and thus shifts the de-
mand curve that the firm faces to the left at a given price, demand for the
firm’s product is lower. Thus the marginal revenue curve shifts in. If the firm
does not change its price, its output is determined by demand at the existing
price (Point B). At this level of output, marginal revenue exceeds marginal
cost, and so the firm has some incentive to lower its price and raise out-
put.16 If the firm changes its price, it produces at the point where marginal
cost and marginal revenue are equal (Point C). The area of the shaded trian-
gle in the diagram shows the additional profits to be gained from reducing
price and increasing quantity produced. For the firm to be willing to hold
its price fixed, the area of the triangle must be small.

The diagram reveals a crucial point: the firm’s incentive to reduce its
price may be small even if it is harmed greatly by the fall in demand. The
firm would prefer to face the original, higher demand curve, but of course

15 The condition for price adjustment by all firms to be an equilibrium is not simply the
reverse of this. As a result, there can be cases when both price adjustment and unchanged
prices are equilibria. See Problem 6.11.

16 The fall in aggregate output is likely to reduce the prevailing wage, and therefore to
shift the marginal cost curve down. For simplicity, this effect is not shown in the figure.
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FIGURE 6.10 A representative firm’s incentive to change its price in response to
a fall in aggregate output

it can only choose a point on the new demand curve. This is an example of
the aggregate demand externality described above: the representative firm
is harmed by other firms’ failure to cut their prices in the face of the fall in
the money supply, just as it is harmed in the model of the previous section
by a decision by all firms to raise their prices. As a result, the firm may
find that the gain from reducing its price is small even if the shift in its
demand curve is large. Thus there is no contradiction between the view
that recessions have large costs and the hypothesis that they are caused by
falls in aggregate demand and small barriers to price adjustment.

It is not possible, however, to proceed further using a purely diagram-
matic analysis. To answer the question of whether the firm’s incentive to
change its price is likely to be more or less than the menu cost for plausible
cases, we must turn to a specific model and find the incentive for price
adjustment for reasonable parameter values.

A Quantitative Example

Consider the model of imperfect competition in Section 6.5. Firm i ’s real
profits equal the quantity sold, Y (Pi /P )−η , times price minus cost, (Pi /P ) −
(W/P ) (see [6.54]). In addition, labor-market equilibrium requires that the
real wage equals Y 1/ν , where ν ≡ 1/(γ − 1) is the elasticity of labor supply
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(see [6.58]). Thus the firm’s profits are

π i = Y

(
Pi

P

)−η( Pi

P
− Y 1/ν

)

= M

P

(
Pi

P

)1−η

−
(

M

P

)(1+ν)/ν( Pi

P

)−η

,

(6.64)

where the second line uses the fact that Y = M/P . We know that the profit-
maximizing real price in the absence of the menu cost is η/(η − 1) times
marginal cost, or [η/(η − 1)](M/P )1/ν (see [6.59]). It follows that the equi-
librium when prices are flexible occurs when [η/(η − 1)](M/P )1/ν = 1, or
M/P = [(η − 1)/η]ν (see [6.61]).

We want to find the condition for unchanged nominal prices to be a
Nash equilibrium in the face of a departure of M from its expected value.
That is, we want to find the condition under which, if all other firms do
not adjust their prices, a representative firm does not want to pay the menu
cost and adjust its own price. This condition is πADJ−πFIXED < Z , where πADJ

is the representative firm’s profits if it adjusts its price to the new profit-
maximizing level and other firms do not, πFIXED is its profits if no prices
change, and Z is the menu cost. Thus we need to find these two profit levels.

Initially all firms are charging the same price, and by assumption, other
firms do not change their prices. Thus if firm i does not adjust its price, we
have Pi = P . Substituting this into (6.64) yields

πFIXED = M

P
−

(
M

P

)(1+ν)/ν

. (6.65)

If the firm does adjust its price, it sets it to the profit-maximizing value,
[η/(η − 1)](M/P )1/ν . Substituting this into (6.64) yields

πADJ = M

P

(
η

η − 1

)1−η(
M

P

)(1−η)/ν

−
(

M

P

)(1+ν)/ν
(

η

η − 1

)−η(
M

P

)−η/ν

(6.66)

= 1

η − 1

(
η

η − 1

)−η(
M

P

)(1+ν−η)/ν

.

It is straightforward to check that πADJ and πFIXED are equal when M/P
equals its flexible-price equilibrium value, and that otherwise πADJ is greater
than πFIXED.

To find the firm’s incentive to change its price, we need values for η and
ν . Since labor supply appears relatively inelastic, consider ν = 0.1. Suppose
also that η = 5, which implies that price is 1.25 times marginal cost. These
parameter values imply that the flexible-price level of output is Y EQ =
[(η − 1)/η]ν � 0.978. Now consider a firm’s incentive to adjust its price in
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response to a 3 percent fall in M with other prices unchanged. Substituting
ν = 0.1, η = 5, and Y = 0.97Y EQ into (6.65) and (6.66) yields πADJ − πFIXED �
0.253.

Since Y EQ is about 1, this calculation implies that the representative
firm’s incentive to pay the menu cost in response to a 3 percent change in
output is about a quarter of revenue. No plausible cost of price adjustment
can prevent firms from changing their prices in the face of this incentive.
Thus, in this setting firms adjust their prices in the face of all but the smallest
shocks, and money is virtually neutral.17

The source of the difficulty lies in the labor market. The labor mar-
ket clears, and labor supply is relatively inelastic. Thus, as in Case 2 of
Section 6.2, the real wage falls considerably when aggregate output falls.
Producers’ costs are therefore very low, and so they have a strong incentive
to cut their prices and raise output. But this means that unchanged nominal
prices cannot be an equilibrium.18

6.7 Real Rigidity

General Considerations

Consider again a firm that is deciding whether to change its price in the
face of a fall in aggregate demand with other prices held fixed. Figure 6.11
shows the firm’s profits as a function of its price. The fall in aggregate output
affects this function in two ways. First, it shifts the profit function vertically.
The fact that the demand for the firm’s good falls tends to shift the function
down. The fact that the real wage falls, on the other hand, tends to shift the
function up. In the case shown in the figure, the net effect is a downward
shift. As we discussed above, the firm cannot undo this change. Second,
the firm’s profit-maximizing price is less than before.19 This the firm can do

17 Although πADJ − π FIXED is sensitive to the values of ν and η, there are no remotely
reasonable values that imply that the incentive for price adjustment is small. Consider, for
example, η = 3 (implying a markup of 50 percent) and ν = 1

3
. Even with these extreme

values, the incentive to pay the menu cost is 0.8 percent of the flexible-price level of revenue
for a 3 percent fall in output, and 2.4 percent for a 5 percent fall. Even though these incentives
are much smaller than those in the baseline calculation, they are still surely larger than the
barriers to price adjustment for most firms.

18 It is not possible to avoid the problem by assuming that the cost of adjustment applies
to wages rather than prices, in the spirit of Case 1 of Section 6.2. With this assumption, the
incentive to cut prices would indeed be low. But the incentive to cut wages would be high:
firms (which could greatly reduce their labor costs) and workers (who could greatly increase
their hours of work) would bid wages down.

19 This corresponds to the assumption that the profit-maximizing relative price is
increasing in aggregate output; that is, it corresponds to the assumption that φ > 0 in the
pricing equation, (6.60). As described in Section 6.5, this condition is needed for the equilib-
rium with flexible prices to be stable.
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FIGURE 6.11 The impact of a fall in aggregate output on the representative firm’s
profits as a function of its price

something about. If the firm does not pay the menu cost, its price remains
the same, and so it is not charging the new profit-maximizing price. If the
firm pays the menu cost, on the other hand, it can go to the peak of the
new profit function.

The firm’s incentive to adjust its price is thus given by the distance AB in
the diagram. This distance depends on two factors: the difference between
the old and new profit-maximizing prices, and the curvature of the profit
function. We consider each in turn.

Since other firms’ prices are unchanged, a change in the firm’s nominal
price is also a change in its real price. In addition, the fact that others’ prices
are unchanged means that the shift in aggregate demand changes aggre-
gate output. Thus the difference between the firm’s new and old profit-
maximizing prices (distance CD in the figure) is determined by how the
profit-maximizing real price depends on aggregate output: when the firm’s
profit-maximizing price is less responsive to aggregate output (holding the
curvature of the profit function fixed), its incentive to adjust its price is
smaller.

A smaller responsiveness of profit-maximizing real prices to aggregate
output is referred to as greater real rigidity (Ball and D. Romer, 1990). In
terms of equation (6.60) (p∗

i − p = c +φy), greater real rigidity corresponds
to a lower value of φ. Real rigidity alone does not cause monetary distur-
bances to have real effects: if prices can adjust fully, money is neutral regard-
less of the degree of real rigidity. But real rigidity magnifies the effects of
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nominal rigidity: the greater the degree of real rigidity, the larger the range
of prices for which nonadjustment of prices is an equilibrium.

The curvature of the profit function determines the cost of a given de-
parture of price from the profit-maximizing level. When profits are less sen-
sitive to departures from the optimum, the incentive for price adjustment
is smaller (for a given degree of real rigidity), and so the range of shocks
for which nonadjustment is an equilibrium is larger. Thus, in general terms,
what is needed for small costs of price adjustment to generate substantial
nominal rigidity is some combination of real rigidity and of insensitivity of
the profit function.

Seen in terms of real rigidity and insensitivity of the profit function, it is
easy to see why the incentive for price adjustment in our baseline calcula-
tion is so large: there is immense ‘‘real flexibility’’ rather than real rigidity.
Since the profit-maximizing real price is [η/(η − 1)]Y 1/ν , its elasticity with
respect to output is 1/ν . If the elasticity of labor supply, ν , is small, the elas-
ticity of (Pi /P )∗ with respect to Y is large. A value of ν of 0.1, for example,
implies an elasticity of (Pi /P )∗ with respect to Y of 10.

An analogy may help to make clear how the combination of menu costs
with either real rigidity or insensitivity of the profit function (or both) can
lead to considerable nominal stickiness: monetary disturbances may have
real effects for the same reasons that the switch to daylight saving time
does.20 The resetting of clocks is a purely nominal change it simply alters
the labels assigned to different times of day. But the change is associated
with changes in real schedules that is, the times of various activities relative
to the sun. And there is no doubt that the switch to daylight saving time is
the cause of the changes in real schedules.

If there were literally no cost to changing nominal schedules and commu-
nicating this information to others, daylight saving time would just cause
everyone to do this and would have no effect on real schedules. Thus for
daylight saving time to change real schedules, there must be some cost to
changing nominal schedules. These costs are analogous to the menu costs
of changing prices; and like the menu costs, they do not appear to be large.
The reason that these small costs cause the switch to have real effects is that
individuals and businesses are generally much more concerned about their
schedules relative to one another’s than about their schedules relative to
the sun. Thus, given that others do not change their scheduled hours, each
individual does not wish to incur the cost of changing his or hers. This is
analogous to the effects of real rigidity in the price-setting case. Finally, the
less concerned that individuals are about precisely what their schedules are,
the less willing they are to incur the cost of changing them; this is analogous
to the insensitivity of the profit function in the price-setting case.

20 This analogy is originally due to Friedman (1953, p. 173), in the context of exchange
rates.
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Specific Sources of Real Rigidity

A great deal of research on macroeconomic fluctuations is concerned with
factors that can give rise to real rigidity or to insensitivity of the profit
function. This work is done in various ways. For example, one can focus
on the partial-equilibrium question of how some feature of financial, goods,
or labor markets affects either a firm’s incentive to adjust its real price in
response to a change in aggregate output or the sensitivity of its profits to
departures from the optimum. Or one can add the candidate feature to a
calibrated dynamic stochastic general equilibrium model that includes bar-
riers to nominal adjustment, like those we will meet at the end of the next
chapter, and ask how the addition affects such properties of the model as
the variance of output, the covariance of money growth and output growth,
and the real effects of a monetary disturbance. Or one need not focus on
monetary disturbances and nominal imperfections at all. As we will see in
the next section, most forces that make the real economy more responsive
to monetary shocks when there are nominal frictions make it more respon-
sive to other types of shocks. As a result, many analyses of specific sources
of real rigidity and insensitivity focus on their general implications for the
effects of shocks, or on their implications for some type of shock other than
monetary shocks.

Here we will take the approach of considering a single firm’s incentive
to adjust its price in response to a change in aggregate output when other
firms do not change their prices. To do this, consider again the marginal
revenue marginal cost framework of Figure 6.10. When the fall in marginal
cost as a result of the fall in aggregate output is smaller, the firm’s incentive
to cut its price and increase its output is smaller; thus nominal rigidity is
more likely to be an equilibrium. This can occur in two ways. First, a smaller
downward shift of the marginal cost curve in response to a fall in aggregate
output implies a smaller decline in the firm’s profit-maximizing price that
is, it corresponds to greater real rigidity.21 Second, a flatter marginal cost
curve implies both greater insensitivity of the profit function and greater
real rigidity.

Similarly, when the fall in marginal revenue in response to a decline in
aggregate output is larger, the gap between marginal revenue and marginal
cost at the representative firm’s initial price is smaller, and so the incentive
for price adjustment is smaller. Specifically, a larger leftward shift of the
marginal revenue curve corresponds to increased real rigidity, and so re-
duces the incentive for price adjustment. In addition, a steeper marginal
revenue curve (for a given leftward shift) also increases the degree of real
rigidity, and so again acts to reduce the incentive for adjustment.

21 Recall that for simplicity the marginal cost curve was not shown as shifting in
Figure 6.10 (see n. 16). There is no reason to expect it to stay fixed in general, however.
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Since there are many potential determinants of the cyclical behavior of
marginal cost and marginal revenue, the hypothesis that small frictions in
price adjustment result in considerable nominal rigidity is not tied to any
specific view of the structure of the economy. On the cost side, researchers
have identified various factors that may make costs less procyclical than in
our baseline case. A factor that has been the subject of considerable research
is capital-market imperfections that raise the cost of finance in recessions.
This can occur through reductions in cash flow (Bernanke and Gertler, 1989)
or declines in asset values (Kiyotaki and Moore, 1997). Another factor that
may be quantitatively important is input-output linkages that cause firms
to face constant costs for their inputs when prices are sticky (Basu, 1995).
Thick-market externalities and other external economies of scale, by making
it easier to purchase inputs and sell products in times of high economic
activity, may also dampen the procyclicality of costs.

On the revenue side, any factor that makes firms’ desired markups coun-
tercyclical increases real rigidity. Typically, when the desired markup is
more countercyclical, the marginal revenue curve shifts down more in a
recession. One specific factor that might make this occur is the combina-
tion of long-term relationships between customers and firms and capital-
market imperfections. With long-term relationships, some of the increased
revenues from cutting prices and thereby attracting new customers come
in the future. And with capital-market imperfections, firms may face short-
term financing difficulties in recessions that lower the present value to
them of these future revenues (see, for example, Greenwald, Stiglitz, and
Weiss, 1984, and Chevalier and Scharfstein, 1996). Another possibility is
that thick-market effects make it easier for firms to disseminate information
and for consumers to acquire it when aggregate output is high, and thus
make demand more elastic (Warner and Barsky, 1995). Three other factors
that tend to make desired markups lower when output is higher are shifts
in the composition of demand toward goods with more elastic demand,
increased competition as a result of entry, and the fact that higher sales
increase the incentive for firms to deviate from patterns of implicit collu-
sion by cutting their prices (Rotemberg and Woodford, 1999a, Section 4.2).
Finally, an example of a factor on the revenue side that affects real rigid-
ity by making the marginal revenue curve steeper (rather than by causing
it to shift more in response to movements in aggregate output) is imper-
fect information that makes existing customers more responsive to price in-
creases than prospective new customers are to price decreases (for example,
Kimball, 1995).22

22 As described in Section 6.2, markups appear to be at least moderately countercyclical.
If this occurs because firms’ desired markups are countercyclical, then there are real rigidities
on the revenue side. But this is not the case if, as argued by Sbordone (2002), markups are
countercyclical only because barriers to nominal price adjustment cause firms not to adjust
their prices in the face of procyclical fluctuations in marginal cost.
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Although the view of fluctuations we have been considering does not
depend on any specific view about the sources of real rigidity and insensi-
tivity of the profit function, the labor market is almost certainly crucial. In
the example in the previous section, the combination of relatively inelastic
labor supply and a clearing labor market causes the real wage to fall sharply
when output falls. As a result, firms have very large incentives to cut their
prices and then hire large amounts of labor at the lower real wage to meet
the resulting increase in the quantity of their goods demanded. These in-
centives for price adjustment will almost surely swamp the effects of any
complications in the goods and credit markets.

One feature of the labor market that has an important effect on the degree
of real rigidity is the extent of labor mobility. As we will discuss in more
detail in Chapter 11, the enormous heterogeneity of workers and jobs means
that there is not simply a prevailing wage at which firms can hire as much
labor as they want. Instead, there are significant search and matching frictions
that generate important barriers to short-run labor mobility.

Reduced labor mobility affects both the slope of firms’ marginal cost
curve and how it shifts in response to changes in aggregate output: it makes
the marginal cost curve steeper (because incomplete mobility causes the
real wage a firm faces to rise as it hires more labor), and causes it to respond
less to aggregate output (because conditions in the economy as a whole
have smaller effects on the availability of labor to an individual firm). The
overall effect is to increase the degree of real rigidity. When the output of all
firms falls together, labor mobility is unimportant to the level of marginal
cost. But the steepening of the marginal cost curve from lower mobility
reduces the amount an individual firm wants to cut its price and increase
its production relative to others’.

Even relatively high barriers to labor mobility, however, are unlikely to
be enough. Thus the view that small costs of nominal adjustment have
large effects almost surely requires that the cost of labor not fall nearly as
dramatically as it would if labor supply is relatively inelastic and workers
are on their labor supply curves.

At a general level, real wages might not be highly procyclical for two
reasons. First, short-run aggregate labor supply could be relatively elastic
(as a result of intertemporal substitution, for example). But as described in
Sections 5.10 and 6.3, this view of the labor market has had limited empirical
success.

Second, imperfections in the labor market, such as those that are the
subject of Chapter 11, can cause workers to be off their labor supply curves
over at least part of the business cycle. The models presented there (includ-
ing more complicated models of search and matching frictions) break the
link between the elasticity of labor supply and the response of the cost of
labor to demand disturbances. Indeed, Chapter 11 presents several models
that imply relatively acyclical wages (or relatively acyclical costs of labor to
firms) despite inelastic labor supply. If imperfections like these cause real
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wages to respond little to demand disturbances, they greatly reduce firms’
incentive to change their prices in response to these demand shifts.23

A Second Quantitative Example

To see the potential importance of labor-market imperfections, consider the
following variation (from Ball and Romer, 1990) on our example of firms’
incentives to change prices in response to a monetary disturbance. Suppose
that for some reason firms pay wages above the market-clearing level, and
that the elasticity of the real wage with respect to aggregate output is β :

W

P
= AYβ. (6.67)

Thus, as in Case 3 of Section 6.2, the cyclical behavior of the real wage is
determined by a ‘‘real-wage function’’ rather than by the elasticity of labor
supply.

With the remainder of the model as before, firm i ’s profits are given by
(6.55) with the real wage equal to AYβ rather than Y 1/ν . It follows that

πi = M

P

(
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P

)1−η

− A

(
M

P

)1+β(
Pi

P

)−η

(6.68)

(compare [6.64]). The profit-maximizing real price is again η/(η − 1) times
the real wage; thus it is [η/(η − 1)]AYβ . It follows that equilibrium output
under flexible prices is [(η − 1)/(η A)]1/β . Assume that A and β are such that
labor supply at the flexible-price equilibrium exceeds the amount of labor
employed by firms.24

Now consider the representative firm’s incentive to change its price in
the face of a decline in aggregate demand, again assuming that other firms do
not change their prices. If the firm does not change its price, then Pi /P = 1,
and so (6.68) implies

πFIXED = M

P
− A

(
M

P

)1+β

. (6.69)

23 In addition, the possibility of substantial real rigidities in the labor market suggests
that small barriers to nominal adjustment may cause nominal disturbances to have sub-
stantial real effects through stickiness of nominal wages rather than of nominal prices. If
wages display substantial real rigidity, a demand-driven expansion leads only to small in-
creases in optimal real wages. As a result, just as small frictions in nominal price adjustment
can lead to substantial nominal price rigidity, so small frictions in nominal wage adjustment
can lead to substantial nominal wage rigidity.

24 When prices are flexible, each firm sets its relative price to [η/(η−1)](W/P ). Thus the real
wage at the flexible-price equilibrium must be (η − 1)/η , and so labor supply is [(η − 1)/η ]ν .
Thus the condition that labor supply exceeds demand at the flexible-price equilibrium is
[(η − 1)/η ]ν > [(η − 1)/(ηA)]1/β .
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If the firm changes its price, it charges a real price of [η/(η − 1)]AYβ . Substi-
tuting this expression into (6.68) yields

πADJ = M
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(6.70)

If β , the parameter that governs the cyclical behavior of the real wage,
is small, the effect of this change in the model on the incentive for price
adjustment is dramatic. Suppose, for example, that β = 0.1, that η = 5 as
before, and that A = 0.806 (so that the flexible-price level of Y is 0.928,
or about 95 percent of its level with ν = 0.1 and a clearing labor market).
Substituting these parameter values into (6.69) and (6.70) implies that if the
money stock falls by 3 percent and firms do not adjust their prices, the repre-
sentative firm’s gain from changing its price is approximately 0.0000168, or
about 0.0018 percent of the revenue it gets at the flexible-price equilibrium.
Even if M falls by 5 percent and β = 0.25 (and A is changed to 0.815, so
that the flexible-price level of Y continues to be 0.928), the incentive for
price adjustment is only 0.03 percent of the firm’s flexible-price revenue.

This example shows how real rigidity and small barriers to nominal price
adjustment can produce a large amount of nominal rigidity. But the exam-
ple almost surely involves an unrealistic degree of real rigidity in the labor
market: the example assumes that the elasticity of the real wage with re-
spect to output is only 0.1, while the evidence discussed in Section 6.3
suggests that the true elasticity is considerably higher. A more realistic ac-
count would probably involve less real rigidity in the labor market, but
would include the presence of other forces dampening fluctuations in costs
and making desired markups countercyclical.

6.8 Coordination-Failure Models and Real
Non-Walrasian Theories

Coordination-Failure Models

Our analysis suggests that real rigidities play an important role in fluctu-
ations. As desired real prices become less responsive to aggregate output
(that is, as φ falls), the degree to which nominal frictions lead nominal
disturbances to have real effects increases. Throughout, however, we have
assumed that desired real prices are increasing in aggregate output (that is,
that φ > 0). An obvious question is what happens if real rigidities are so
strong that desired real prices are decreasing in output (φ < 0).
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FIGURE 6.12 A reaction function that implies a unique equilibrium

When producers reduce their relative prices, their relative output rises.
Thus if they want to cut their relative prices when aggregate output rises,
their desired output is rising more than one-for-one with aggregate output.
This immediately raises the possibility that there could be more than one
equilibrium level of output when prices are flexible.

Cooper and John (1988) present a framework for analyzing the possi-
bility of multiple equilibria in aggregate activity under flexible prices in
a framework that is considerably more general than the particular model
we have been considering. The economy consists of many identical agents.
Each agent chooses the value of some variable, which we call output for
concreteness, taking others’ choices as given. Let Ui = V (yi ,y) be agent i ’s
payoff when he or she chooses output yi and all others choose y. (We will
consider only symmetric equilibria; thus we do not need to specify what
happens when others’ choices are heterogeneous.) Let y∗

i (y) denote the rep-
resentative agent’s optimal choice of yi given y. Assume that V (•) is suffi-
ciently well behaved that y∗

i (y) is uniquely defined for any y, continuous,
and always between 0 and some upper bound y. y∗

i (y) is referred to as the
reaction function.

Equilibrium occurs when y∗
i (y) = y. In such a situation, if each agent be-

lieves that other agents will produce y, each agent in fact chooses to
produce y.

Figure 6.12 shows an economy without multiple equilibria. The figure
plots the reaction function, y∗

i (y). Equilibrium occurs when the reaction
function crosses the 45-degree line. Since there is only one crossing, the
equilibrium is unique.
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FIGURE 6.13 A reaction function that implies multiple equilibria

Figure 6.13 shows a case with multiple equilibria. Since y∗
i (y) is bounded

between 0 and y, it must begin above the 45-degree line and end up below.
And since it is continuous, it must cross the 45-degree line an odd number
of times (if we ignore the possibility of tangencies). The figure shows a case
with three crossings and thus three equilibrium levels of output. Under
plausible assumptions, the equilibrium at Point B is unstable. If, for exam-
ple, agents expect output to be slightly above the level at B, they produce
slightly more than they expect others to produce. With natural assump-
tions about dynamics, this causes the economy to move away from B. The
equilibria at A and C, however, are stable.

With multiple equilibria, fundamentals do not fully determine outcomes.
If agents expect the economy to be at A, it ends up there; if they expect it to
be at C, it ends up there instead. Thus animal spirits, self-fulfilling prophecies,
and sunspots can affect aggregate outcomes.25

It is plausible that V (yi ,y) is increasing in y that is, that a typical in-
dividual is better off when aggregate output is higher. In the model of
Section 6.5, for example, higher aggregate output shifts the demand curve
that the representative firm faces outward, and thus increases the real price

25 A sunspot equilibrium occurs when some variable that has no inherent effect on the
economy matters because agents believe that it does. Any model with multiple equilibria
has the potential for sunspots: if agents believe that the economy will be at one equilibrium
when the extraneous variable takes on a high value and at another when it takes on a low
value, they behave in ways that validate this belief. For more on these issues, see Woodford
(1990) and Benhabib and Farmer (1999).
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the firm obtains for a given level of its output. If V (yi ,y) is increasing in y,
equilibria with higher output involve higher welfare. To see this, consider
two equilibrium levels of output, y1 and y2, with y2 > y1. Since V (yi ,y) is
increasing in y, V (y1,y2) is greater than V (y1,y1). And since y2 is an equi-
librium, yi = y2 maximizes V (yi ,y) given y= y2, and so V (y2,y2) exceeds
V (y1,y2). Thus the representative agent is better off at the higher-output
equilibrium.

Models with multiple, Pareto-ranked equilibria are known as coordination-
failure models. The possibility of coordination failure implies that the econ-
omy can get stuck in an underemployment equilibrium. That is, output can
be inefficiently low just because everyone believes that it will be. In such a
situation, there is no force tending to restore output to normal. As a result,
there may be scope for government policies that coordinate expectations
on a high-output equilibrium. For example, a temporary stimulus might
permanently move the economy to a better equilibrium.

One weakness of models with multiple equilibria is that they are inher-
ently incomplete: they fail to tell us what outcomes will be as a function
of underlying conditions. Work by Morris and Shin (1998, 2000) addresses
this limitation by introducing heterogeneous information about fundamen-
tals. Under plausible assumptions, adding heterogeneous information to
coordination-failure models makes each agent’s action a unique function
of his or her information, and so eliminates the indeterminacy. At the same
time, when the heterogeneity is small, the modified models have the fea-
ture that small changes in fundamentals (or in beliefs about fundamentals,
or in beliefs about others’ beliefs about fundamentals, and so on) can lead
to very large changes in outcomes and welfare. Thus the basic message
of coordination-failure models carries over to this more realistic and more
complete case.

As noted above, there is a close connection between multiple equilib-
ria and real rigidity. The existence of multiple equilibria requires that over
some range, increases in aggregate output cause the representative producer
to want to lower its price and thus increase its output relative to others’.
That is, coordination failure requires that real rigidity be very strong over
some range. One implication of this observation is that since there are many
potential sources of real rigidity, there are many potential sources of coor-
dination failure. Thus there are many possible models that fit Cooper and
John’s general framework.

Empirical Application: Experimental Evidence on
Coordination-Failure Games

Coordination-failure models have more than one Nash equilibrium. Tradi-
tional game theory predicts that such economies will arrive at one of their
equilibria, but does not predict which one. Various theories of equilibrium
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refinements make predictions about which equilibrium will be reached (as
do the extensions to heterogeneous information mentioned above). For ex-
ample, a common view is that Pareto-superior equilibria are focal, and that
economies where there is the potential for coordination failure therefore
attain the best possible equilibrium. There are other possibilities as well.
For example, it may be that each agent is unsure about what rule others
are using to choose among the possible outcomes, and that as a result such
economies do not reach any of their equilibria.

One approach to testing theories that has been pursued extensively in
recent years is the use of laboratory experiments. Such experiments have the
advantage that they allow researchers to control the economic environment
precisely. They have the disadvantages, however, that they are often not
feasible and that behavior may be different in the laboratory than in similar
situations in practice.

An example of this approach in the context of coordination-failure models
is the test of the game proposed by Bryant (1983) that is conducted by Van
Huyck, Battalio, and Beil (1990). In Bryant’s game, each of N agents chooses
an effort level over the range [0, e ]. The payoff to agent i is

Ui = α min[e1, e 2, . . . , eN ] − βei , α > β > 0. (6.71)

The best Nash equilibrium is for every agent to choose the maximum effort
level, e ; this gives each agent a payoff of (α − β )e . But any common effort
level in [0, e ] is also a Nash equilibrium: if every agent other than agent i
sets his or her effort to some level ê , i also wants to choose effort of ê . Since
each agent’s payoff is increasing in the common effort level, Bryant’s game
is a coordination-failure model with a continuum of equilibria.

Van Huyck, Battalio, and Beil consider a version of Bryant’s game with
effort restricted to the integers 1 through 7, α = $0.20, β = $0.10, and N
between 14 and 16.26 They report several main results. The first concerns
the first time a group plays the game; since Bryant’s model is not one of
repeated play, this situation may correspond most closely to the model. Van
Huyck, Battalio, and Beil find that in the first play, the players do not reach
any of the equilibria. The most common levels of effort are 5 and 7, but there
is a great deal of dispersion. Thus, no deterministic theory of equilibrium
selection successfully describes behavior.

Second, repeated play of the game results in rapid movement toward low
effort. Among five of the seven experimental groups, the minimum effort in
the first period is more than 1. But in all seven groups, by the fourth play the
minimum level of effort reaches 1 and remains there in every subsequent
round. Thus there is strong coordination failure.

26 In addition, they add a constant of $0.60 to the payoff function so that no one can lose
money.
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Third, the game fails to converge to any equilibrium. Each group played
the game 10 times, for a total of 70 trials. Yet in none of the 70 trials do all
the players choose the same effort. Even in the last several trials, which are
preceded in every group by a string of trials where the minimum effort is 1,
more than a quarter of players choose effort greater than 1.

Finally, even modifying the payoff function to induce ‘‘coordination suc-
cesses’’ does not prevent reversion to inefficient outcomes. After the initial
10 trials, each group played 5 trials with the parameter β in (6.71) set to
zero. With β = 0, there is no cost to higher effort. As a result, most groups
converge to the Pareto-efficient outcome of ei = 7 for all players. But when
β is changed back to $0.10, there is a rapid return to the situation where
most players choose the minimum effort.

Van Huyck, Battalio, and Beil’s results suggest that predictions from de-
ductive theories of behavior should be treated with caution: even though
Bryant’s game is fairly simple, actual behavior does not correspond well
with the predictions of any standard theory. The results also suggest that
coordination-failure models can give rise to complicated behavior and
dynamics.

Real Non-Walrasian Theories

Substantial real rigidity, even if it is not strong enough to cause multi-
ple equilibria, can make the equilibrium highly sensitive to disturbances.
Consider the case where the reaction function is upward-sloping with a
slope slightly less than 1. As shown in Figure 6.14, this leads to a unique
equilibrium. Now let x be some variable that shifts the reaction function;
thus we now write the reaction function as yi = y∗

i (y,x). The equilibrium
level of y for a given x, denoted ŷ(x), is defined by the condition y∗

i (ŷ(x),x) =
ŷ(x). Differentiating this condition with respect to x yields

∂y∗
i

∂y
ŷ ′(x) + ∂y∗

i

∂x
= ŷ′(x), (6.72)

or

ŷ′(x) = 1

1 − (∂y∗
i /∂y)

∂y∗
i

∂x
. (6.73)

Equation (6.73) shows that when the reaction function slopes up, there is
a ‘‘multiplier’’ that magnifies the effect of the shift of the reaction function
at a given level of y, ∂y∗

i /∂x. In terms of the diagram, the impact on the
equilibrium level of y is larger than the upward shift of the reaction function.
The closer the slope is to 1, the larger is the multiplier.
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FIGURE 6.14 A reaction function that implies a unique but fragile equilibrium

In a situation like this, any factor that affects the reaction function has a
large impact on overall economic activity. In the terminology of Summers
(1988), the equilibrium is fragile. Thus it is possible that there is substantial
real rigidity but that fluctuations are driven by real rather than nominal
shocks. When there is substantial real rigidity, technology shocks, credit-
market disruptions, changes in government spending and tax rates, shifts
in uncertainty about future policies, and other real disturbances can all be
important sources of output movements. Since, as we have seen, there is
unlikely to be substantial real rigidity in a Walrasian model, we refer to
theories of fluctuations based on real rigidities and real disturbances as real
non-Walrasian theories. Just as there are many candidate real rigidities, there
are many possible theories of this type.

This discussion suggests that whether there are multiple flexible-
price equilibria or merely a unique but fragile equilibrium is not crucial
to fluctuations. Suppose first that (as we have been assuming throughout
this section) there are no barriers to nominal adjustment. If there are multi-
ple equilibria, fluctuations can occur without any disturbances at all as the
economy moves among the different equilibria. With a unique but fragile
equilibrium, on the other hand, fluctuations can occur in response to small
disturbances as the equilibrium is greatly affected by the shocks.

The situation is similar with small barriers to price adjustment. Strong real
rigidity (plus appropriate insensitivity of the profit function) causes firms’
incentives to adjust their prices in response to a nominal disturbance to be
small; whether the real rigidity is strong enough to create multiple equilibria
when prices are flexible is not important.
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6.9 The Lucas Imperfect-Information Model

The nominal imperfection we have focused on so far is a cost of changing
nominal prices. Long before the modern work on menu costs, however,
Lucas (1972) and Phelps (1970) suggested a different nominal imperfection:
perhaps producers do not observe the aggregate price level perfectly.

If a producer does not know the price level, then it does not know
whether a change in the price of its good reflects a change in the good’s
relative price or a change in the aggregate price level. A change in the rela-
tive price alters the optimal amount to produce. A change in the aggregate
price level, on the other hand, leaves optimal production unchanged.

When the price of the producer’s good increases, there is some chance
that the increase reflects a rise in the price level, and some chance that
it reflects a rise in the good’s relative price. The rational response for the
producer is to attribute part of the change to an increase in the price level
and part to an increase in the relative price, and therefore to increase output
somewhat. When the aggregate price level rises, all producers see increases
in the prices of their goods. Thus, not knowing that the increases reflect
a rise in the price level, they raise their output. As a result, an increase in
aggregate demand that is not publicly observed leads to some combination
of a rise in the overall price level and a rise in overall output.

This section develops these ideas in a variation of the model of Section 6.5.
To allow for the possibility of unobserved movements in the overall price
level and in relative prices, we assume that the money supply (or some
other aggregate-demand variable) and the demands for individual goods
are subject to random shocks that are not observed by producers. We also
make two smaller changes to the earlier model. First, producers behave
competitively rather than imperfectly competitively; that is, they ignore the
impact of their output choices on the prices of their goods. We make this as-
sumption both because it keeps the model closer to Lucas’s original model
and because it is easier to talk about producers making inferences from
the prices of their goods than from the positions of their demand curves.
Nothing substantive hinges on this assumption, however. Second, there is
no economy-wide labor market; each firm is owned by a particular house-
hold that produces the firm’s output using its own labor. If firms hired la-
bor in a competitive labor market, their observation of the prevailing wage
would allow them to deduce the aggregate price level. Assuming away an
economy-wide labor market eliminates this possibility.

The Model

As in the model of Section 6.5, each household maximizes C − (1/γ )L γ ,
where C is its consumption and L is its labor supply. Each good is pro-
duced by a single household using only its own labor. For simplicity, we
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will refer to the household that produces good i as household i. Household
i ’s objective function is therefore

Ui = Ci − 1

γ
L

γ
i

(6.74)

= Pi

P
Yi − 1

γ
Y

γ
i ,

where Ci is its consumption index. The second line of (6.74) uses the pro-
duction function, Yi = L i , and the fact that Ci equals the household’s rev-
enues from selling its good, Pi Yi , divided by the price index, P .

The producers take prices as given. Thus if producer i knew Pi and P ,
the first-order condition for its utility-maximizing choice of Yi would be

Pi

P
− Y

γ−1
i = 0, (6.75)

or

Yi =
(

Pi

P

)1/(γ−1)

. (6.76)

Letting lowercase letters denote logarithms of the corresponding uppercase
variables, we can rewrite this as

yi = 1

γ − 1
(pi − p). (6.77)

The model allows for both changes in the money supply (or aggregate
demand) and the demands for individual goods. Specifically, the demand for
good i is given by

yi = y + zi − η (pi − p), η > 0, (6.78)

where zi is the good-specific demand shock. We assume that the aggregate
demand equation (6.43), y = m − p, holds as before. Thus (6.78) becomes

yi = (m − p) + zi − η (pi − p). (6.79)

Note that aside from the presence of the zi term, this is the same as the
demand curve in the model in Section 6.5, equation (6.50).

With heterogeneous demands arising from taste shocks, the price index
corresponding to individuals’ utility function takes a somewhat more com-
plicated form than the previous price index, (6.49). For simplicity, we there-
fore define the log price index, p, to be just the average log price:

p ≡ pi . (6.80)

Similarly, we define

y ≡ yi . (6.81)
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Using the more theoretically appropriate definitions of p and y would have
no effects on the messages of the model.

The model’s key assumption is that the producer cannot observe zi and
m. Instead, it can only observe the price of its good, pi . We can write pi as

pi = p + (pi − p)

≡ p + ri ,
(6.82)

where ri ≡ pi − p is the relative price of good i . Thus, in logs, the variable
that the producer observes the price of its good equals the sum of the
aggregate price level and the good’s relative price.

The producer would like to base its production decision on ri alone (see
[6.77]). The producer does not observe ri , but must estimate it given the
observation of pi .

27 At this point, Lucas makes two simplifying assumptions.
First, he assumes that the producer finds the expectation of ri given pi , and
then produces as much as it would if this estimate were certain. Thus (6.77)
becomes

yi = 1

γ − 1
E [ri |pi ]. (6.83)

As Problem 6.15 shows, this certainty-equivalence behavior is not identical
to maximizing expected utility: in general, the utility-maximizing choice
of yi depends not just on the household’s point estimate of ri , but also on
its uncertainty. Like the assumption that p = pi , however, the assumption
that households use certainty equivalence simplifies the analysis and has no
effect on the central messages of the model.

Second, Lucas assumes that the monetary shock (m) and the shocks to the
demands for the individual goods (the zi ’s) are normally distributed. m has a
mean of E [m ] and a variance of Vm . The zi ’s have a mean of 0 and a variance
of Vz, and are independent of m. We will see that these assumptions imply
that p and ri are normal and independent.

Finally, one assumption of the model is so commonplace that we passed
over it without comment: in assuming that the producer chooses how much
to produce based on the mathematical expectation of ri , E [ri |pi ], we implic-
itly assumed that the producer finds expectations rationally. That is, the ex-
pectation of ri is assumed to be the true expectation of ri given pi and given
the actual joint distribution of the two variables. Today, this assumption of
rational expectations seems no more peculiar than the assumption that indi-
viduals maximize utility. But when Lucas introduced rational expectations

27 Recall that the firm is owned by a single household. If the household knew others’ prices
as a result of making purchases, it could deduce p, and hence ri . This can be ruled out in
several ways. One approach is to assume that the household consists of two individuals, a
‘‘producer’’ and a ‘‘shopper,’’ and that communication between them is limited. In his original
model, Lucas avoids the problem by assuming an overlapping-generations structure where
individuals produce in the first period of their lives and make purchases in the second.
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into macroeconomics, it was highly controversial. As we will see, it is one
source but not the only one of the strong implications of his model.

The Lucas Supply Curve

We will solve the model by tentatively assuming that p and ri are normal
and independent, and then verifying that the equilibrium does indeed have
this property.

Since pi equals p + ri , the assumption that p and ri are normal and
independent implies that pi is also normal; its mean is the sum of the means
of p and ri , and its variance is the sum of their variances. An important
result in statistics is that when two variables are jointly normally distributed
(as with ri and pi here), the expectation of one is a linear function of the
observation of the other. In this particular case, where pi equals ri plus an
independent variable, the expectation takes the specific form

E [ri |pi ] = E [ri ] + Vr

Vr + Vp

(pi − E [pi ])

(6.84)

= Vr

Vr + Vp

(pi − E [pi ]),

where Vr and Vp are the variances of p and ri , and where the second line
uses the fact that the symmetry of the model implies that the mean of each
relative price is zero.

Equation (6.84) is intuitive. First, it implies that if pi equals its mean,
the expectation of ri equals its mean (which is 0). Second, it states that the
expectation of ri exceeds its mean if pi exceeds its mean, and is less than
its mean if pi is less than its mean. Third, it tells us that the fraction of the
departure of pi from its mean that is estimated to be due to the departure of
ri from its mean is Vr/(Vr + Vp); this is the fraction of the overall variance
of pi (which is Vr + Vp) that is due to the variance of ri (which is Vr ). If,
for example, Vp is 0, all the variation in pi is due to ri , and so E [ri |pi ] is
pi − E [p]. If Vr and Vp are equal, half of the variance in pi is due to ri , and so
E [ri |pi ] = (pi − E [p])/2. And so on.

This conditional-expectations problem is referred to as signal extraction.
The variable that the individual observes, pi , equals the signal, ri , plus noise,
p. Equation (6.84) shows how the individual can best extract an estimate of
the signal from the observation of pi . The ratio of Vr to Vp is referred to as
the signal-to-noise ratio.

Recall that the producer’s output is given by yi = [1/(γ − 1)]E [ri |pi ]
(equation [6.83]). Substituting (6.84) into this expression yields

yi = 1

γ − 1

Vr

Vr + Vp

(pi − E [p])

≡ b(pi − E [p]).

(6.85)



Romer-3931312--That book January 11, 2018 10:49 297

6.9 The Lucas Imperfect-Information Model 297

Averaging (6.85) across producers (and using the definitions of y and p)
gives us an expression for overall output:

y = b (p − E [p]). (6.86)

Equation (6.86) is the Lucas supply curve. It states that the departure of
output from its normal level (which is zero in the model) is an increasing
function of the surprise in the price level.

The Lucas supply curve is essentially the same as the expectations-
augmented Phillips curve of Section 6.4 with core inflation replaced by
expected inflation (see equation [6.25]). Both state that if we neglect distur-
bances to supply, output is above normal only to the extent that inflation
(and hence the price level) is greater than expected. Thus the Lucas model
provides microeconomic foundations for this view of aggregate supply.

Equilibrium

Combining the Lucas supply curve with the aggregate demand equation,
y = m −p, and solving for p and y yields

p = 1

1 + b
m + b

1 + b
E [p], (6.87)

y = b

1 + b
m − b

1 + b
E [p]. (6.88)

We can use (6.87) to find E [p]. Ex post, after m is determined, the two sides
of (6.87) are equal. Thus it must be that ex ante, before m is determined,
the expectations of the two sides are equal. Taking the expectations of both
sides of (6.87), we obtain

E [p] = 1

1 + b
E [m ] + b

1 + b
E [p]. (6.89)

Solving for E [p] yields

E [p] = E [m ]. (6.90)

Using (6.90) and the fact that m = E [m ] + (m − E [m ]), we can rewrite
(6.87) and (6.88) as

p = E [m ] + 1

1 + b
(m − E [m ]), (6.91)

y = b

1 + b
(m − E [m ]). (6.92)
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Equations (6.91) and (6.92) show the key implications of the model: the
component of aggregate demand that is observed, E [m], affects only prices,
but the component that is not observed, m − E [m], has real effects. Consider,
for concreteness, an unobserved increase in m that is, a higher realization of
m given its distribution. This increase in the money supply raises aggregate
demand, and thus produces an outward shift in the demand curve for each
good. Since the increase is not observed, each supplier’s best guess is that
some portion of the rise in the demand for his or her product reflects a
relative price shock. Thus producers increase their output.

The effects of an observed increase in m are very different. Specifically,
consider the effects of an upward shift in the entire distribution of m , with
the realization of m − E [m] held fixed. In this case, each supplier attributes
the rise in the demand for his or her product to money, and thus does not
change his or her output. Of course, the taste shocks cause variations in
relative prices and in output across goods (just as they do in the case of an
unobserved shock), but on average real output does not rise. Thus observed
changes in aggregate demand affect only prices.

To complete the model, we must express b in terms of underlying pa-
rameters rather than in terms of the variances of p and ri . Recall that b =
[1/(γ−1)][Vr/(Vr+Vp )] (see [6.85]). Equation (6.91) implies Vp = Vm/(1+b)2.
The demand curve, (6.78), and the supply curve, (6.86), can be used to find
Vr , the variance of pi − p. Specifically, we can substitute y = b (p − E [p])
into (6.78) to obtain yi = b(p − E [p]) + zi − η(pi − p), and we can rewrite
(6.85) as yi = b(pi − p)+b(p− E [p]). Solving these two equations for pi − p
then yields pi − p = zi /(η + b). Thus Vr = Vz/(η + b)2.

Substituting the expressions for Vp and Vr into the definition of b (see
[6.85]) yields

b = 1

γ − 1

⎡
⎣ Vz

Vz + (η + b)2

(1 + b)2
Vm

⎤
⎦ . (6.93)

Equation (6.93) implicitly defines b in terms of Vz, Vm , and γ , and thus com-
pletes the model. It is straightforward to show that b is increasing in Vz and
decreasing in Vm . In the special case of η = 1, we can obtain a closed-form
expression for b:

b = 1

γ − 1

Vz

Vz + Vm

. (6.94)

Finally, note that the results that p = E [m] + [1/(1 + b)](m − E [m]) and
ri = zi /(η + b) imply that p and ri are linear functions of m and zi . Since m
and zi are independent, p and ri are independent. And since linear func-
tions of normal variables are normal, p and ri are normal. This confirms the
assumptions made above about these variables.
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The Phillips Curve and the Lucas Critique

Lucas’s model implies that unexpectedly high realizations of aggregate de-
mand lead to both higher output and higher-than-expected prices. As a re-
sult, for reasonable specifications of the behavior of aggregate demand, the
model implies a positive association between output and inflation. Suppose,
for example, that m is a random walk with drift:

mt = mt −1 + c + ut , (6.95)

where u is white noise. This specification implies that the expectation of
mt is mt −1 + c and that the unobserved component of mt is ut . Thus, from
(6.91) and (6.92),

pt = mt −1 + c + 1

1 + b
ut , (6.96)

yt = b

1 + b
ut. (6.97)

Equation (6.96) implies that pt−1 = mt−2 + c + [ut−1/(1 + b)]. The rate of
inflation (measured as the change in the log of the price level) is thus

πt = (mt−1 − mt−2) + 1

1 + b
ut − 1

1 + b
ut−1

= c + b

1 + b
ut−1 + 1

1 + b
ut.

(6.98)

Note that ut appears in both (6.97) and (6.98) with a positive sign, and
that ut and ut −1 are uncorrelated. These facts imply that output and inflation
are positively correlated. Intuitively, high unexpected money growth leads,
through the Lucas supply curve, to increases in both prices and output.
The model therefore implies a positive relationship between output and
inflation a Phillips curve.

Crucially, however, although there is a statistical output-inflation rela-
tionship in the model, there is no exploitable tradeoff between output and
inflation. Suppose policymakers decide to raise average money growth (for
example, by raising c in equation [6.95]). If the change is not publicly known,
there is an interval when unobserved money growth is typically positive,
and output is therefore usually above normal. Once individuals determine
that the change has occurred, however, unobserved money growth is again
on average zero, and so average real output is unchanged. And if the in-
crease in average money growth is known, expected money growth jumps
immediately and there is not even a brief interval of high output. The idea
that the statistical relationship between output and inflation may change
if policymakers attempt to take advantage of it is not just a theoretical
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curiosity: as we saw in Section 6.4, when average inflation rose in the
late 1960s and early 1970s, the traditional output-inflation relationship
collapsed.

The central idea underlying this analysis is of wider relevance. Expec-
tations are likely to be important to many relationships among aggregate
variables, and changes in policy are likely to affect those expectations. As a
result, shifts in policy can change aggregate relationships. In short, if policy-
makers attempt to take advantage of statistical relationships, effects operat-
ing through expectations may cause the relationships to break down. This
is the famous Lucas critique (Lucas, 1976).

Stabilization Policy

The result that only unobserved aggregate demand shocks have real effects
has a strong implication: monetary policy can stabilize output only if policy-
makers have information that is not available to private agents. Any portion
of policy that is a response to publicly available information such as the
unemployment rate or the index of leading indicators is irrelevant to the
real economy (Sargent and Wallace, 1975; Barro, 1976).

To see this, let aggregate demand, m, equal m∗ + v, where m∗ is a pol-
icy variable and v a disturbance outside the government’s control. If the
government does not pursue activist policy but simply keeps m∗ constant
(or growing at a steady rate), the unobserved shock to aggregate demand
in some period is the realization of v less the expectation of v given the
information available to private agents. If m∗ is instead a function of public
information, individuals can deduce m∗, and so the situation is unchanged.
Thus systematic policy rules cannot stabilize output.

If the government observes variables correlated with v that are not
known to the public, it can use this information to stabilize output: it can
change m∗ to offset the movements in v that it expects on the basis of
its private information. But this is not an appealing defense of stabilization
policy, for two reasons. First, a central element of conventional stabiliza-
tion policy involves reactions to general, publicly available information that
the economy is in a boom or a recession. Second, if superior information
is the basis for potential stabilization, there is a much easier way for the
government to accomplish that stabilization than following a complex
policy rule: it can simply announce the information that the public does
not have.

Discussion

The Lucas model is surely not a complete account of the effects of aggre-
gate demand shifts. For example, as described in Section 5.9, there is strong
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evidence that publicly announced changes in monetary policy affect real
interest rates and real exchange rates, contrary to the model’s predictions.
The more important question, however, is whether the model accounts for
important elements of the effects of aggregate demand. Two major objec-
tions have been raised in this regard.

The first difficulty is that the employment fluctuations in the Lucas
model, like those in real-business-cycle models, arise from changes in labor
supply in response to changes in the perceived benefits of working. Thus to
generate substantial employment fluctuations, the model requires a signif-
icant short-run elasticity of labor supply. But, as described in Section 5.10,
there is little evidence of such a high elasticity.

The second difficulty concerns the assumption of imperfect information.
In modern economies, high-quality information about changes in prices is
released with only brief lags. Thus, other than in times of hyperinflation,
individuals can estimate aggregate price movements with considerable ac-
curacy at little cost. In light of this, it is difficult to see how they can be sig-
nificantly confused between relative and aggregate price level movements.

In fact, however, neither of the apparently critical assumptions a high
short-run elasticity of labor supply and the difficulty of finding timely in-
formation about the price level is essential to Lucas’s central results. Sup-
pose that price-setters choose not to acquire current information about the
price level, and that the behavior of the economy is therefore described
by the Lucas model. In such a situation, price-setters’ incentive to obtain
information about the price level, and to adjust their pricing and output
decisions accordingly, is determined by the same considerations that deter-
mine their incentive to adjust their nominal prices in menu-cost models.
As we have seen, there are many possible mechanisms other than highly
elastic labor supply that can cause this incentive to be small. Thus nei-
ther unavailability of information about the price level nor elastic labor
supply is essential to the mechanism identified by Lucas. One important
friction in nominal adjustment may therefore be a small inconvenience or
cost of obtaining information about the price level (or of adjusting one’s
pricing decisions in light of that information). We will return to this point
in Section 7.7.

Another Candidate Nominal Imperfection: Nominal Frictions
in Debt Markets

Not all potential nominal frictions involve incomplete adjustment of nomi-
nal prices and wages, as they do in menu-cost models and the Lucas model.
One line of research examines the consequences of the fact that debt con-
tracts are often not indexed; that is, loan agreements and bonds generally
specify streams of nominal payments the borrower must make to the lender.
Nominal disturbances therefore cause redistributions. A negative nominal
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shock, for example, increases borrowers’ real debt burdens. If capital markets
are perfect, such redistributions do not have any important real effects; in-
vestments continue to be made if the risk-adjusted expected payoffs exceed
the costs, regardless of whether the funds for the projects can be supplied
by the entrepreneurs or have to be raised in capital markets.

But actual capital markets are not perfect. As we will discuss in Sec-
tion 10.2, asymmetric information between lenders and borrowers, coupled
with risk aversion or limited liability, generally makes the first-best outcome
unattainable. The presence of risk aversion or limited liability means that
the borrowers usually do not bear the full cost of very bad outcomes of
their investment projects. But if borrowers are partially insured against bad
outcomes, they have an incentive to take advantage of the asymmetric in-
formation between themselves and lenders by borrowing only if they know
their projects are risky (adverse selection) or by taking risks on the projects
they undertake (moral hazard). These difficulties create agency costs in the
financing of investment. As a result, there is generally less investment, and
less efficient investment, when it is financed externally than when it is
funded by the entrepreneurs’ own funds.

In such settings, redistributions matter: transferring wealth from entre-
preneurs to lenders makes the entrepreneurs more dependent on external fi-
nance, and thus reduces investment. Thus if debt contracts are not indexed,
nominal disturbances are likely to have real effects. Indeed, price and wage
flexibility can increase the distributional effects of nominal shocks, and thus
potentially increase their real effects. This channel for real effects of nominal
shocks is known as debt-deflation.28

This view of the nature of nominal imperfections must confront the same
issues that face theories based on frictions in nominal price adjustment.
For example, when a decline in the money stock redistributes wealth from
firms to lenders because of nonindexation of debt contracts, firms’ marginal
cost curves shift up. For reasonable cases, this upward shift is not large. If
marginal cost falls greatly when aggregate output falls (because real wages
decline sharply, for example) and marginal revenue does not, the modest
increase in costs caused by the fall in the money stock leads to only a small
decline in aggregate output. If marginal cost changes little and marginal
revenue is very responsive to aggregate output, on the other hand, the small
change in costs leads to large changes in output. Thus the same kinds of
forces needed to cause small barriers to price adjustment to lead to large
fluctuations in aggregate output are also needed for small costs to indexing
debt contracts to have this effect.

At first glance, the recent financial and economic crisis, where devel-
opments in financial markets were central, seems to provide strong evi-
dence of the importance of nominal imperfections in debt contracts. But this

28 The term is due to Irving Fisher (1933).
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inference would be mistaken. Recent events provide strong evidence that
debt and financial markets affect the real economy. The bankruptcies, rises
in risk spreads, drying up of credit flows, and other credit-market disrup-
tions appear to have had enormous effects on output and employment. But
essentially none of this operated through debt-deflation. Inflation did not
change sharply over the course of the crisis. Thus it appears that outcomes
would have been little different if financial contracts had been written in
real rather than nominal terms.

We must therefore look elsewhere to understand both the reasons for
the crisis and the reasons that financial disruptions are so destructive to the
real economy. We will return to these issues in Chapter 10.29

Problems

6.1. Describe how, if at all, each of the following developments affects the curves in

Figure 6.1:

(a) The coefficient of relative risk aversion, θ , rises.

(b) The curvature of �(•), χ, falls.

(c) We modify the utility function, (6.2), to be
∑

t
β t [U (Ct) + B�(Mt/Pt) −V (Lt)],

B > 0, and B falls.

6.2. The Baumol-Tobin model. (Baumol, 1952; Tobin, 1956.) Consider a consumer

with a steady flow of real purchases of amount αY , 0 < α ≤ 1, that are made with

money. The consumer chooses how often to convert bonds, which pay a constant

interest rate of i , into money, which pays no interest. If the consumer chooses

an interval of τ , his or her money holdings decline linearly from αYPτ after each

conversion to zero at the moment of the next conversion (here P is the price

level, which is assumed constant). Each conversion has a fixed real cost of C . The

consumer’s problem is to choose τ to minimize the average cost per unit time of

conversions and foregone interest.

(a) Find the optimal value of τ .

(b) What are the consumer’s average real money holdings? Are they decreasing in

i and increasing in Y ? What is the elasticity of average money holdings with

respect to i ? With respect to Y ?

29 Another line of work on nominal imperfections investigates the consequences of the
fact that at any given time, not all agents are adjusting their holdings of high-powered money.
Thus when the monetary authority changes the quantity of high-powered money, it cannot
achieve a proportional change in everyone’s holdings. As a result, a change in the money stock
generally affects real money balances even if all prices and wages are perfectly flexible. Under
appropriate conditions (such as an impact of real balances on consumption), this change in real
balances affects the real interest rate. And if the real interest rate affects aggregate supply, the
result is that aggregate output changes. See, for example, Christiano, Eichenbaum, and Evans
(1997) and Williamson (2008).
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6.3. The multiplier-accelerator. (Samuelson, 1939.) Consider the following model of

income determination. (1) Consumption depends on the previous period’s income:

Ct = a + bYt−1. (2) The desired capital stock (or inventory stock) is proportional

to the previous period’s output: K ∗
t = cYt−1. (3) Investment equals the difference

between the desired capital stock and the stock inherited from the previous period:

It = K ∗
t − Kt−1 = K ∗

t − cYt−2. (4) Government purchases are constant: Gt = G . (5)

Yt = Ct + I t + Gt .

(a) Express Yt in terms of Yt−1, Yt−2, and the parameters of the model.

(b) Suppose b = 0.9 and c = 0.5. Suppose there is a one-time disturbance to gov-

ernment purchases; specifically, suppose that G is equal to G + 1 in period t

and is equal to G in all other periods. How does this shock affect output over

time?

6.4. The analysis of Case 1 in Section 6.2 assumes that employment is determined by

labor demand. Under perfect competition, however, employment at a given real

wage will equal the minimum of demand and supply; this is known as the short-side

rule. Draw diagrams showing the situation in the labor market when employment

is determined by the short-side rule if:

(a) P is at the level that generates the maximum possible output.

(b) P is above the level that generates the maximum possible output.

6.5. Productivity growth, the Phillips curve, and the natural rate. (Braun, 1984;

Ball and Moffitt, 2001.) Let gt be growth of output per worker in period t, πt infla-

tion, and πW
t wage inflation. Suppose that initially g is constant and equal to gL and

that unemployment is at the level that causes inflation to be constant. g then rises

permanently to gH > gL . Describe the path of ut that would keep price inflation

constant for each of the following assumptions about the behavior of price and

wage inflation. Assume φ > 0 in all cases.

(a) (The price-price Phillips curve.) πt = πt−1 − φ(ut − u), πw
t = πt + gt .

(b) (The wage-wage Phillips curve.) πw
t = πw

t−1 − φ(ut − u), πt = πw
t − gt .

(c) (The pure wage-price Phillips curve.) πw
t = πt−1 − φ(ut − u), πt = πw

t − gt .

(d) (The wage-price Phillips curve with an adjustment for normal productivity

growth.) πw
t = πt−1 + ĝt −φ(ut −u), ĝt = ρ ĝt−1 + (1−ρ)gt , πt = πw

t − gt . Assume

that 0 < ρ < 1 and that initially ĝ = gL .

6.6. The central bank’s ability to control the real interest rate. Suppose the

economy is described by two equations. The first is the IS equation, which for

simplicity we assume takes the traditional form, Yt = −rt/θ . The second is the

money-market equilibrium condition, which we can write as m −p = L (r + π e ,Y ),

Lr +π e < 0, LY > 0, where m and p denote ln M and ln P .

(a) Suppose P = P and π e = 0. Find an expression for dr/dm. Does an increase in

the money supply lower the real interest rate?

(b) Suppose prices respond partially to increases in money. Specifically, assume

that dp/dm is exogenous, with 0 < dp/dm < 1. Continue to assume π e = 0.

Find an expression for dr/dm. Does an increase in the money supply lower the
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real interest rate? Does achieving a given change in r require a change in m

smaller, larger, or the same size as in part (a )?

(c) Suppose increases in money also affect expected inflation. Specifically, assume

that dπ e/dm is exogenous, with dπ e/dm > 0. Continue to assume 0<dp/dm<1.

Find an expression for dr/dm. Does an increase in the money supply lower

the real interest rate? Does achieving a given change in r require a change in

m smaller, larger, or the same size as in part (b)?

(d) Suppose there is complete and instantaneous price adjustment: dp/dm = 1,

dπe/dm = 0. Find an expression for dr/dm. Does an increase in the money

supply lower the real interest rate?

6.7. The liquidity trap. Consider the following model. The dynamics of inflation

are given by the continuous-time version of (6.23) (6.24): π (t ) = λ[y(t ) − y(t )],

λ > 0. The IS curve takes the traditional form, y(t ) = −[i (t ) − π (t )]/θ , θ > 0.

The central bank sets the interest rate according to (6.27), but subject to the

constraint that the nominal interest rate cannot be negative: i (t ) = max[0,π (t ) +
r (y(t ) − y(t ), π (t ))]. For simplicity, normalize y(t ) = 0 for all t.

(a) Sketch the aggregate demand curve for this model that is, the set of points

in (y, π) space that satisfy the IS equation and the rule above for the interest

rate.

(b) Let ( ~y, ~π ) denote the point on the aggregate demand curve where π +
r (y, π ) = 0. Sketch the paths of y and π over time if:

(i) ~y > 0, π (0) > ~π , and y(0) < 0.

(ii) ~y < 0 and π (0) > ~π .

(iii) ~y > 0, π (0) < ~π , and y(0) < 0.30

6.8. Consider the model in equations (6.29) (6.32). Suppose, however, there are shocks

to the MP equation but not the IS equation. Thus rt = byt +u
MP
t , u

MP
t = ρMPu

MP

t−1+
e

MP
t (where −1 < ρMP < 1 and eMP is white noise), and yt = Et yt+1 − (rt/θ ). Find

the expression analogous to (6.37).

6.9. (a) Consider the model in equations (6.29) (6.32). Solve the model using the

method of undetermined coefficients. That is, conjecture that the solution
takes the form yt = Au

IS
t , and find the value that A must take for the equations

of the model to hold. (Hint: The fact that yt = Au
IS
t for all t implies Et yt+1 =

AEtu
IS

t+1.)

(b) Now modify the MP equation to be rt = byt + cπt . Conjecture that the

solution takes the form yt = Au
IS
t + Bπt−1, πt = Cu

IS
t + Dπt−1. Find (but do

not solve) four equations that A, B , C , and D must satisfy for the equations of

the model to hold.

6.10. Consider the model in equations (6.29) (6.32). Suppose, however, that the Et [yt+1]

term in (6.31) is multiplied by a coefficient ω, 0 < ω < 1, as in the hybrid IS curve,

(6.28). What are the resulting expressions analogous to (6.37) and (6.38)?

30 See Section 12.7 for more on the zero lower bound on the nominal interest rate.
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6.11. Multiple equilibria with menu costs. (Ball and D. Romer, 1991.) Consider

an economy consisting of many imperfectly competitive firms. The profits that

a firm loses relative to what it obtains with pi = p∗ are K(pi − p∗)2, K > 0. As

usual, p∗ = p + φy and y = m − p. Each firm faces a fixed cost Z of changing its

nominal price.

Initially m is 0 and the economy is at its flexible-price equilibrium, which is

y = 0 and p = m = 0. Now suppose m changes to m′.

(a) Suppose that fraction f of firms change their prices. Since the firms that

change their prices charge p∗ and the firms that do not charge 0, this implies

p = f p∗. Use this fact to find p , y, and p∗ as functions of m ′ and f .

(b) Plot a firm’s incentive to adjust its price, K(0 − p∗)2 = Kp∗2
, as a function

of f . Be sure to distinguish the cases φ< 1 and φ > 1.

(c) A firm adjusts its price if the benefit exceeds Z , does not adjust if the benefit

is less than Z , and is indifferent if the benefit is exactly Z . Given this, can

there be a situation where both adjustment by all firms and adjustment by

no firms are equilibria? Can there be a situation where neither adjustment by

all firms nor adjustment by no firms is an equilibrium?

6.12. Consider an economy consisting of many imperfectly competitive, price-

setting firms. The profits of the representative firm, firm i , depend on aggre-

gate output, y, and the firm’s real price, ri : πi = π (y,ri ), where π22 < 0 (subscripts

denote partial derivatives). Let r∗(y) denote the profit-maximizing price as a func-

tion of y ; note that r∗(y) is characterized by π2(y,r∗(y)) = 0.

Assume that output is at some level y0, and that firm i ’s real price is r∗(y0).

Now suppose there is a change in the money supply, and suppose that other firms

do not change their prices and that aggregate output therefore changes to some

new level, y1.

(a) Explain why firm i ’s incentive to adjust its price is given by G = π (y1,

r ∗(y1)) − π (y1,r
∗(y0)).

(b) Use a second-order Taylor approximation of this expression in y1 around y1 =
y0 to show that G � −π22(y0,r

∗(y0))[r
∗′

(y0)]
2(y1 − y0)

2/2.

(c) What component of this expression corresponds to the degree of real rigid-

ity? What component corresponds to the degree of insensitivity of the profit

function?

6.13. Indexation. (This problem follows Ball, 1988.) Suppose production at firm i

is given by Yi = SLα
i , where S is a supply shock and 0 < α ≤ 1. Thus in logs,

yi = s + α�i . Prices are flexible; thus (setting the constant term to 0 for simplic-

ity), pi = wi + (1 − α)�i − s. Aggregating the output and price equations yields

y= s + α� and p = w + (1−α)�−s. Wages are partially indexed to prices: w = θp,

where 0 ≤ θ ≤ 1. Finally, aggregate demand is given by y = m − p. s and m are

independent, mean-zero random variables with variances Vs and Vm .

(a) What are p, y, �, and w as functions of m and s and the parameters α and θ ?

How does indexation affect the response of employment to monetary shocks?

How does it affect the response to supply shocks?

(b) What value of θ minimizes the variance of employment?
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(c) Suppose the demand for a single firm’s output is yi = y−η(pi − p). Suppose all

firms other than firm i index their wages by w = θp as before, but that firm i

indexes its wage by wi = θi p. Firm i continues to set its price as pi = wi +
(1 − α)�i − s. The production function and the pricing equation then imply

that yi = y − φ(wi − w), where φ ≡ αη/[α + (1 − α)η].

(i) What is employment at firm i , �i , as a function of m , s, α, η , θ , and θi ?

(ii) What value of θi minimizes the variance of �i ?

(iii) Find the Nash equilibrium value of θ. That is, find the value of θ such that

if aggregate indexation is given by θ, the representative firm minimizes

the variance of �i by setting θi = θ. Compare this value with the value

found in part (b).

6.14. Thick-market effects and coordination failure. (This follows Diamond,

1982.)31 Consider an island consisting of N people and many palm trees. Each

person is in one of two states, not carrying a coconut and looking for palm trees

(state P ) or carrying a coconut and looking for other people with coconuts (state

C ). If a person without a coconut finds a palm tree, he or she can climb the tree

and pick a coconut; this has a cost (in utility units) of c . If a person with a coconut

meets another person with a coconut, they trade and eat each other’s coconuts;

this yields u units of utility for each of them. (People cannot eat coconuts that

they have picked themselves.)

A person looking for coconuts finds palm trees at rate b per unit time. A person

carrying a coconut finds trading partners at rate aL per unit time, where L is the

total number of people carrying coconuts. a and b are exogenous.

Individuals’ discount rate is r. Focus on steady states; that is, assume that L is

constant.

(a) Explain why, if everyone in state P climbs a palm tree whenever he or she

finds one, then rVP = b(VC − VP − c), where VP and VC are the values of

being in the two states.

(b) Find the analogous expression for VC .

(c) Solve for VC − VP , VC , and VP in terms of r , b, c , u , a , and L .

(d) What is L , still assuming that anyone in state P climbs a palm tree whenever

he or she finds one? Assume for simplicity that aN = 2b.

(e) For what values of c is it a steady-state equilibrium for anyone in state

P to climb a palm tree whenever he or she finds one? (Continue to assume

aN = 2b .)

(f) For what values of c is it a steady-state equilibrium for no one who finds a tree

to climb it? Are there values of c for which there is more than one steady-state

equilibrium? If there are multiple equilibria, does one involve higher welfare

than the other? Explain intuitively.

6.15. Consider the problem facing an individual in the Lucas model when Pi /P is un-

known. The individual chooses L i to maximize the expectation of Ui ; Ui contin-

ues to be given by equation (6.74).

31 The solution to this problem requires dynamic programming (see Section 11.4).
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(a) Find the first-order condition for Yi , and rearrange it to obtain an expression

for Yi in terms of E [Pi /P ]. Take logs of this expression to obtain an expression

for yi .

(b) How does the amount of labor the individual supplies if he or she follows

the certainty-equivalence rule in (6.83) compare with the optimal amount

derived in part (a)? (Hint: How does E [ ln (Pi /P )] compare with ln(E [Pi /P ])?)

(c) Suppose that (as in the Lucas model) ln(Pi /P ) = E [ ln(Pi /P ) |Pi ] + ui , where

ui is normal with a mean of 0 and a variance that is independent of Pi .

Show that this implies that ln{E [(Pi /P ) |Pi ]} = E [ln(Pi /P ) |Pi ] + C , where

C is a constant whose value is independent of Pi . (Hint: Note that Pi /P =
exp{E [ln(Pi /P ) |Pi ]}exp(ui ), and show that this implies that the yi that max-

imizes expected utility differs from the certainty-equivalence rule in (6.83)

only by a constant.)

6.16. Observational equivalence. (Sargent, 1976.) Suppose that the money supply

is determined by mt = c ′zt−1 + et , where c and z are vectors and et is an i.i.d.

disturbance uncorrelated with zt−1. et is unpredictable and unobservable. Thus

the expected component of mt is c ′zt−1, and the unexpected component is et .

In setting the money supply, the Federal Reserve responds only to variables that

matter for real activity; that is, the variables in z directly affect y.

Now consider the following two models: (i) Only unexpected money matters,

so yt = a ′zt−1 + bet + vt ; (ii) all money matters, so yt = α′zt−1 + βmt + νt . In each

specification, the disturbance is i.i.d. and uncorrelated with zt−1 and et .

(a) Is it possible to distinguish between these two theories? That is, given a candi-

date set of parameter values under, say, model (i ), are there parameter values

under model (ii) that have the same predictions? Explain.

(b) Suppose that the Federal Reserve also responds to some variables that do

not directly affect output; that is, suppose mt = c ′zt−1 + γ ′wt−1 + et and

that models (i) and (ii) are as before (with their distubances now uncorrelated

with wt −1 as well as with zt−1 and et). In this case, is it possible to distinguish

between the two theories? Explain.

6.17. Consider an economy consisting of some firms with flexible prices and some

with rigid prices. Let p f denote the price set by a representative flexible-price

firm and pr the price set by a representative rigid-price firm. Flexible-price firms

set their prices after m is known; rigid-price firms set their prices before m is

known. Thus flexible-price firms set p f = p∗
i = (1 − φ )p + φm, and rigid-price

firms set pr = Ep∗
i = (1 − φ )Ep + φ Em , where E denotes the expectation of a

variable as of when the rigid-price firms set their prices.

Assume that fraction q of firms have rigid prices, so that p = qpr+ (1 − q )p f.

(a) Find p f in terms of pr , m, and the parameters of the model (φ and q ).

(b) Find pr in terms of Em and the parameters of the model.

(c) (i) Do anticipated changes in m (that is, changes that are expected as of

when rigid-price firms set their prices) affect y? Why or why not?

(ii) Do unanticipated changes in m affect y? Why or why not?
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Chapter 7
DYNAMIC STOCHASTIC
GENERAL-EQUILIBRIUM

MODELS OF FLUCTUATIONS

Our analysis of macroeconomic fluctuations in the previous two chapters
has developed two very incomplete pieces. In Chapter 5, we considered a
full intertemporal macroeconomic model built from microeconomic founda-
tions with explicit assumptions about the behavior of the underlying shocks.
The model generated quantitative predictions about fluctuations, and is
therefore an example of a quantitative dynamic stochastic general-equilibrium,
or DSGE, model. The problem is that, as we saw in Section 5.10, the model
appears to be an empirical failure. For example, it rests on large aggregate
technology shocks for which there is little evidence; its predictions about
the effects of technology shocks and about business-cycle dynamics appear
to be far from what we observe; and it implies that monetary disturbances
do not have real effects.

To address the real effects of monetary shocks, Chapter 6 introduced nom-
inal rigidity. It established that barriers to price adjustment and other nomi-
nal frictions can cause monetary changes to have real effects, analyzed some
of the determinants of the magnitude of those effects, and showed how nom-
inal rigidity has important implications for the impacts of other disturbances.
But it did so at the cost of abandoning most of the richness of the model of
Chapter 5. Its models are largely static models with one-time shocks; and to
the extent their focus is on quantitative predictions at all, it is only on ad-
dressing broad questions, notably whether plausibly small barriers to price
adjustment can lead to plausibly large effects of monetary disturbances.

Researchers’ ultimate goal is to build a model of fluctuations that com-
bines the strengths of the models of the previous two chapters. This chapter
starts down that path. But we will not reach that goal. The fundamental
problem is that there is no agreement about what such a model should look
like. As we will see near the end of the chapter, the closest thing we have
to a consensus starting point for a micro founded DSGE model with nom-
inal rigidity has core implications that appear to be grossly counterfactual.
There are two possible ways to address this problem. One is to modify the

309
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baseline model. But a vast array of modifications and extensions have been
proposed, the extended models are often quite complicated, and there is
a wide range of views about which modifications are most useful for un-
derstanding macroeconomic fluctuations. The other possibility is to find a
different baseline. But that is just a research idea, not a concrete proposal for
a model.

Because of these challenges, this chapter moves us only partway toward
constructing a realistic DSGE model of fluctuations. The bulk of the chap-
ter extends the analysis of the microeconomic foundations of incomplete
nominal flexibility to dynamic settings. This material vividly illustrates the
lack of consensus about how best to build a realistic dynamic model of
fluctuations: counting generously, we will consider seven distinct models
of dynamic price adjustment. As we will see, the models often have sharply
different implications for the macroeconomic consequences of microeco-
nomic frictions in price adjustment. This analysis shows the main issues in
moving to dynamic models of price-setting and illustrates the list of ingredi-
ents to choose from, but it does not identify a specific ‘‘best practice’’ model.

The main nominal friction we considered in Chapter 6 was a fixed cost
of changing prices, or menu cost. In considering dynamic models of price
adjustment, it is therefore tempting to assume that the only nominal im-
perfection is that firms must pay a fixed cost each time they change their
price. There are two reasons not to make this the only case we consider,
however. First, it is complicated: analyzing models of dynamic optimiza-
tion with fixed adjustment costs is technically challenging and only rarely
leads to closed-form solutions. Second, the vision of price-setters constantly
monitoring their prices and standing ready to change them at any moment
subject only to an unchanging fixed cost may be missing something impor-
tant. Many prices are reviewed on a predetermined schedule and are only
rarely changed at other times. For example, many wages are reviewed annu-
ally; some union contracts specify wages over a three-year period; and many
companies issue catalogues with prices that are in effect for six months or
a year. Thus price changes are not purely state dependent (that is, triggered
by developments within the economy, regardless of the time over which
the developments have occurred); they are partly time dependent (that is,
triggered by the passage of time).

Because time-dependent models are easier, we will start with them. Sec-
tion 7.1 presents a common framework for all the models of this part of
the chapter. Sections 7.2 through 7.4 then consider three baseline models
of time-dependent price adjustment: the Fischer, or Fischer-Phelps-Taylor,
model (Fischer, 1977; Phelps and Taylor, 1977); the Taylor model (Taylor,
1979); and the Calvo model (Calvo, 1983). All three models posit that prices
(or wages) are set by multiperiod contracts or commitments. In each pe-
riod, the contracts governing some fraction of prices expire and must be
renewed; expiration is determined by the passage of time, not economic
developments. The central result of the models is that multiperiod contracts
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lead to gradual adjustment of the price level to nominal disturbances. As a
result, aggregate demand disturbances have persistent real effects.

The Taylor and Calvo models differ from the Fischer model in one im-
portant respect. The Fischer model assumes that prices are predetermined
but not fixed. That is, when a multiperiod contract sets prices for several
periods, it can specify a different price for each period. In the Taylor and
Calvo models, in contrast, prices are fixed: a contract must specify the same
price each period it is in effect.

The difference between the Taylor and Calvo models is smaller. In the
Taylor model, opportunities to change prices arrive deterministically, and
each price is in effect for the same number of periods. In the Calvo model, op-
portunities to change prices arrive randomly, and so the number of
periods a price is in effect is stochastic. In keeping with the assumption
of time-dependence rather than state-dependence, the stochastic process
governing price changes operates independently of other factors affecting
the economy. The qualitative implications of the Calvo model are the same
as those of the Taylor model. Its appeal is that it yields simpler inflation
dynamics than the Taylor model, and so is easier to embed in larger models.

Section 7.5 then turns to two baseline models of state-dependent price
adjustment, the Caplin-Spulber and Danziger-Golosov-Lucas models (Caplin
and Spulber, 1987; Danziger, 1999; Golosov and Lucas, 2007). In both, the
only barrier to price adjustment is a constant fixed cost. There are two
differences between the models. First, money growth is always positive
in the Caplin-Spulber model, while the version of the Danziger-Golosov-
Lucas model we will consider assumes no trend money growth. Second, the
Caplin-Spulber model assumes no firm-specific shocks, while the Danziger-
Golosov-Lucas model includes them. Both models deliver strong results
about the effects of monetary disturbances, but for very different reasons.

After Section 7.6 examines some empirical evidence, Section 7.7 con-
siders two more models of dynamic price adjustment: the Calvo-with-
indexation model and the Mankiw Reis model (Mankiw and Reis, 2002;
Christiano, Eichenbaum, and Evans, 2005). These models are more compli-
cated than the models of the earlier sections, but appear to have more hope
of fitting key facts about inflation dynamics.

The final sections begin to consider how dynamic models of price adjust-
ment can be embedded in models of the business cycle. Section 7.8 presents
a complete DSGE model with nominal rigidity the canonical three-equation
new Keynesian model of Clarida, Galí, and Gertler (2000). Unfortunately, as
we will see, the model is much closer to the baseline real-business-cycle
model than to our ultimate objective. Like the baseline RBC model, it is el-
egant and tractable. But also like the baseline RBC model, the evidence for
its key ingredients is weak, and we will see in Section 7.9 that together the
ingredients make predictions about the macroeconomy that appear to be
almost embarrassingly incorrect. Section 7.10 therefore discusses elements
of other DSGE models with monetary non-neutrality. Because of the models’
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complexity and the lack of agreement about their key ingredients, however,
it stops short of analyzing other fully specified models.

7.1 Building Blocks of Dynamic New
Keynesian Models

Overview

We will analyze the various models of dynamic price adjustment in a com-
mon framework. The framework draws heavily on the model of exogenous
nominal rigidity in Section 6.1 and the model of imperfect competition in
Section 6.5.

Time is discrete. Each period, imperfectly competitive firms produce
output using labor as their only input. As in Section 6.5, the production
function is one-for-one; thus aggregate output and aggregate labor input
are equal. The model omits government purchases and international trade;
thus, as in the models of Chapter 6, aggregate consumption and aggregate
output are equal. Households maximize utility, taking the paths of the real
wage and the real interest rate as given. Firms, which are owned by the
households, maximize the present discounted value of their profits, subject
to constraints on their price-setting (which vary across the models we will
consider). Finally, a central bank determines the path of the real interest
rate through its conduct of monetary policy.

Households

There is a fixed number of infinitely lived households that obtain utility from
consumption and disutility from working. The representative household’s
objective function is

∞∑
t =0

β t [U (Ct) − V (Lt)], 0 < β < 1. (7.1)

As in Section 6.5, C is a consumption index that is a constant-elasticity-of-
substitution combination of the household’s consumption of the individual
goods, with elasticity of substitution η > 1. We make our usual assumptions
about the functional forms of U (•) and V (•):1

U (Ct) = C
1−θ
t

1 − θ
, θ > 0, (7.2)

V (Lt) = B

γ
L

γ
t , B > 0, γ > 1. (7.3)

1 The reason for introducing B in (7.3) will be apparent below.
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LetW denote the nominal wage and P denote the price level. Formally, P
is the price index corresponding to the consumption index, as in Section 6.5.
Throughout this chapter, however, we use the approximation we used in
the Lucas model in Section 6.9 that the log of the price index, which we
will denote p , is simply the average of firms’ log prices.

An increase in labor supply in period t of amount dL increases the house-
hold’s real income by (Wt/Pt) dL. The first-order condition for labor supply
in period t is therefore

V ′(Lt) = U ′(Ct)
Wt

Pt

. (7.4)

Because the production function is one-for-one and the only possible use
of output is for consumption, in equilibrium Ct and Lt must both equal Yt .
Combining this fact with (7.4) tells us what the real wage must be given
the level of output:

Wt

Pt

= V ′(Yt)

U ′(Yt)
. (7.5)

Substituting the functional forms in (7.2) (7.3) into (7.5) and solving for the
real wage yields

Wt

Pt

= BY
θ +γ −1
t . (7.6)

Equation (7.6) is similar to equation (6.58) in the model of Section 6.5.
Since we are making the same assumptions about consumption as before,

the new Keynesian IS curve holds in this model (see equation [6.8]):

ln Yt = a + ln Yt +1 − 1

θ
rt. (7.7)

Firms

Firm i produces output in period t according to the production function
Yit = L i t , and, as in Section 6.5, faces demand function Yit = Yt (Pi t/Pt)

−η .
The firm’s real profits in period t, Rt , are revenues minus costs:

Rt =
(

Pi t

Pt

)
Yit −

(
Wt

Pt

)
Yit

(7.8)

= Yt

[(
Pi t

Pt

)1−η

−
(

Wt

Pt

)(
Pi t

Pt

)−η
]

.

Consider the problem of the firm setting its price in some period, which
we normalize to period 0. As emphasized above, we will consider various
assumptions about price-setting, including ones that imply that the length
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of time a given price is in effect is random. Thus, let qt denote the probability
that the price the firm sets in period zero is in effect in period t. Since the
firm’s profits accrue to the households, it values the profits according to the
utility they provide to households. The marginal utility of the representative
household’s consumption in period t relative to period 0 is β tU ′(Ct)/U

′(C0);
denote this quantity λt .

The firm therefore chooses its price in period 0, Pi , to maximize
E

[ ∑∞
t =0 qt λt Rt

] ≡ A, where Rt is the firm’s profits in period t if Pi is still in
effect. Using equation (7.8) for Rt , we can write A as

A = E

⎡
⎣ ∞∑

t =0

qt λt Yt

{(
Pi

Pt

)1−η

−
(

Wt

Pt

)(
Pi

Pt

)−η
}⎤

⎦
(7.9)

= E

⎡
⎣ ∞∑

t =0

qt λt Yt P
η −1
t

(
P

1−η

i − Wt P
−η
i

)⎤⎦ .

The production function implies that marginal cost is constant and equal to
Wt , and the elasticity of demand for the firm’s good is constant. Thus the
price that maximizes profits in period t, which we denote P ∗

t , is a constant
times Wt (see equation [6.57]). Equivalently, Wt is a constant times P ∗

t . Thus
we can write the expression in parentheses in (7.9) as a function of just Pi

and P ∗
t . As before, we will end up working with variables expressed in logs

rather than levels. Thus, rewrite (7.9) as

A = E

⎡
⎣ ∞∑

t =0

qt λt Yt P
η −1
t F (pi , p

∗
t )

⎤
⎦ , (7.10)

where pi and p∗
t denote the logs of Pi and P ∗

t .
One can say relatively little about the Pi that maximizes A in the gen-

eral case. Two assumptions allow us to make progress, however. The first,
and most important, is that inflation is low and that the economy is always
close to its flexible-price equilibrium. The other is that households’ discount
factor, β , is close to 1. These assumptions have two important implications

about (7.10). The first is that the variation in λtYt P
η −1
t is negligible rel-

ative to the variation in qt and p∗
t . The second is that F (•) can be well

approximated by a second-order approximation around pi = p∗
t .2 Period-t

profits are maximized at pi = p∗
t ; thus at pi = p∗

t , ∂F (pi , p
∗
t )/∂pi is zero and

∂
2
F (pi , p

∗
t )/∂p

2
i is negative. It follows that

F (pi , p
∗
t ) � F (p∗

t , p∗
t ) − K (pi − p∗

t )2, K > 0. (7.11)

2 These claims can be made precise with appropriate formalizations of the statements that
inflation is small, the economy is near its flexible-price equilibrium, and β is close to 1.
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This analysis implies that the problem of choosing Pi to maximize A can
be simplified to the problem,

min
p i

∞∑
t =0

qt E [(pi − p∗
t )2]

(7.12)

=
∞∑

t=0

qt{(pi − E [p∗
t ] )2 + Var (p∗

t )},

where we have used the facts that qt and pi are not uncertain and that the
expectation of the square of a variable equals the square of its expectation
plus its variance.

Finding the first-order condition for pi and rearranging gives us

pi =
∞∑

t =0

ωt E [p∗
t ], (7.13)

where ωt ≡ qt/
∑∞

τ=0 qτ . ωt is the probability that the price the firm sets
in period 0 will be in effect in period t divided by the expected number
of periods the price will be in effect. Thus it measures the importance of
period t to the choice of pi . Equation (7.13) states that the price firm i sets
is a weighted average of the profit-maximizing prices during the time the
price will be in effect.

In two of the models we will consider in this chapter (the Calvo model
of Section 7.4 and the Christiano Eichenbaum Evans model of Section 7.7),
prices are potentially in effect for many periods. In these cases, the assump-
tion that the firm values profits in all periods equally is problematic, and so
it is natural to relax the assumption that the discount factor is close to 1.
The extension of (7.12) to a general discount factor is

min
pi

∞∑
t=0

qtβ
t{(pi − E [p∗

t ] )2 + Var (p∗
t )}. (7.14)

The resulting expression for the optimal pi analogous to (7.13) is

pi =
∞∑

t=0

~ωt E [p∗
t ], ~ωt ≡ β tqt∑∞

τ=0 βτqτ

. (7.15)

Finally, it will often be useful to substitute for p∗
t in equation (7.13)

(or [7.15]). A firm’s profit-maximizing real price, P ∗/P , is η/(η − 1) times
the real wage, W/P . And we know from equation (7.6) that wt equals
pt + ln B + (θ + γ − 1)yt (where wt ≡ ln Wt and yt ≡ ln Yt). Thus, the profit-
maximizing price is

p∗ = p + ln[η/(η − 1)] + ln B + (θ + γ − 1)y. (7.16)
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Note that (7.16) is of the form p∗ = p + c + φy, φ > 0, of the static model
of Section 6.5 (see [6.60]). To simplify this, let m denote log nominal GDP,
p + y, define φ ≡ θ+γ −1, and assume ln[η/(η−1)]+ln B = 0 for simplicity.3

This yields

p∗
t = φmt + (1 − φ)pt. (7.17)

Substituting this expression into (7.13) gives us

pi =
∞∑

t =0

ωt E0[φmt + (1 − φ)pt ]. (7.18)

In the case of a general discount factor, the ω’s are replaced by the ~ω’s (see
[7.15]).

The Central Bank

Equation (7.18) is the key equation of the aggregate supply side of the
model, and equation (7.7) describes aggregate demand for a given real inter-
est rate. It remains to describe the determination of the real interest rate.
To do this, we need to bring monetary policy into the model.

One approach, along the lines of Section 6.4, is to assume that the central
bank follows some rule for how it sets the real interest rate as a function of
macroeconomic conditions. This is the approach we will use in Section 7.8
and in much of Chapter 12. Our interest here, however, is in the aggregate
supply side of the economy. Thus, along the lines of what we did in Part B
of Chapter 6, we will follow the simpler approach of taking the path of
nominal GDP (that is, the path of mt) as given. We will then examine the
behavior of the economy in response to various paths of nominal GDP, such
as a one-time, permanent increase in its level or a permanent increase in
its growth rate. As described in Section 6.5, a simple interpretation of the
assumption that the path of nominal GDP is given is that the central bank
has a target path of nominal GDP and conducts monetary policy to achieve
it. This approach allows us to suppress not only the money market, but also
the new Keynesian IS equation, (7.7).

7.2 Predetermined Prices: The Fischer Model
We can now turn to specific models of dynamic price adjustment. Before
proceeding, however, it is important to emphasize that the issue we are in-
terested in is incomplete adjustment of nominal prices and wages. There are
many reasons involving uncertainty, information and renegotiation costs,

3 It was for this reason that we introduced B in (7.3).
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incentives, and so on that prices and wages may not adjust freely to equate
supply and demand, or that firms may not change their prices and wages
completely and immediately in response to shocks. But simply introducing
some departure from perfect markets is not enough to imply that nomi-
nal disturbances matter. All the models of unemployment in Chapter 11,
for example, are real models. If one appends a monetary sector to those
models without any further complications, the classical dichotomy contin-
ues to hold: monetary disturbances cause all nominal prices and wages to
change, leaving the real equilibrium (with whatever non-Walrasian features
it involves) unchanged. Any microeconomic basis for failure of the classical
dichotomy requires some kind of nominal imperfection.

Framework and Assumptions

We begin with the Fischer model of staggered price adjustment.4 The model
follows the framework of the previous section. Price-setting is assumed to
take a particular form, however: each price-setter sets prices every other pe-
riod for the next two periods. And as emphasized above, the model assumes
that the price-setter can set different prices for the two periods. That is, a
firm setting its price in period 0 sets one price for period 1 and one price
for period 2. Since each price will be in effect for only one period, equation
(7.13) implies that each price (in logs) equals the expectation as of period
0 of the profit-maximizing price for that period. In any given period, half of
price-setters are setting their prices for the next two periods. Thus at any
point, half of the prices in effect are those set the previous period, and half
are those set two periods ago.

No specific assumptions are made about the process followed by aggre-
gate demand. For example, information about mt may be revealed gradually
in the periods leading up to t ; the expectation of mt as of period t − 1,
Et −1mt , may therefore differ from the expectation of mt the period before,
Et −2mt .

Solving the Model

In any period, half of prices are ones set in the previous period, and half are
ones set two periods ago. Thus the average price is

pt = 1
2
(p1

t + p2
t ), (7.19)

4 The original versions of the Fischer and Taylor models focused on staggered adjustment
of wages; prices were in principle flexible but were determined as markups over wages. For
simplicity, we assume instead that staggered adjustment applies directly to prices. Staggered
wage adjustment has qualitatively similar implications. The key difference is that the mi-
croeconomic determinants of the parameter φ in the equation for desired prices, (7.17), are
different under staggered wage adjustment (Huang and Liu, 2002).
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where p1
t denotes the price set for t by firms that set their prices in t − 1,

and p2
t the price set for t by firms that set their prices in t − 2. Our as-

sumptions about pricing from the previous section imply that p1
t equals the

expectation as of period t − 1 of p∗
t , and p2

t equals the expectation as of
t − 2 of p∗

t . Equation (7.17) therefore implies

p1
t = Et−1[φmt + (1 − φ)pt ]

(7.20)
= φEt−1mt + (1 − φ) 1

2
(p1

t + p2
t ),

p2
t = Et−2[φmt + (1 − φ)pt ]

(7.21)
= φEt−2mt + (1 − φ) 1

2
(Et−2 p1

t + p2
t ),

where Et−τ denotes expectations conditional on information available
through period t − τ . Equation (7.20) uses the fact that p2

t is already de-
termined when p1

t is set, and thus is not uncertain.
Our goal is to find how the price level and output evolve over time,

given the behavior of m. To do this, we begin by solving (7.20) for p1
t ; this

yields

p1
t = 2φ

1 + φ
Et−1mt + 1 − φ

1 + φ
p2

t. (7.22)

Since the left- and right-hand sides of (7.22) are equal, the expectation as of
t − 2 of the two sides must be equal. Thus,

Et−2 p1
t = 2φ

1 + φ
Et−2mt + 1 − φ

1 + φ
p2

t , (7.23)

where we have used the law of iterated projections to substitute Et−2mt for
Et−2Et−1mt .

We can substitute (7.23) into (7.21) to obtain

p2
t = φEt−2mt + (1 − φ)

1

2

(
2φ

1 + φ
Et−2 mt + 1 − φ

1 + φ
p2

t + p2
t

)
. (7.24)

Solving this expression for p2
t yields simply

p2
t = Et−2mt. (7.25)

We can now combine the results and describe the equilibrium. Substi-
tuting (7.25) into (7.22) and simplifying gives

p1
t = Et−2mt + 2φ

1 + φ
(Et−1mt − Et−2mt). (7.26)
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Finally, substituting equations (7.25) and (7.26) into the expressions for the
price level and output, pt = (p1

t + p2
t)/2 and yt = mt − pt , implies

pt = Et−2mt + φ

1 + φ
(Et−1mt − Et−2mt), (7.27)

yt = 1

1 + φ
(Et−1mt − Et−2mt) + (mt − Et−1mt). (7.28)

Implications

Equation (7.28) shows the model’s main implications. First, unanticipated
aggregate demand shifts have real effects; this is shown by the mt − Et−1mt

term. Because price-setters are assumed not to know mt when they set their
prices, these shocks are passed one-for-one into output.

Second, aggregate demand shifts that become anticipated after the first
prices are set affect output. Consider information about aggregate demand
in period t that becomes available between period t −2 and period t −1. In
practice, this might correspond to the release of survey results or other lead-
ing indicators of future economic activity, or to indications of likely shifts
in monetary policy. As (7.27) and (7.28) show, proportion 1/(1+φ) of infor-
mation about mt that arrives between t − 2 and t − 1 is passed into output,
and the remainder goes into prices. The reason that the change is not neutral
is straightforward: not all prices are completely flexible in the short run.

One implication of these results is that interactions among price-setters
can either increase or decrease the effects of microeconomic price stickiness.
One might expect that since half of prices are already set and the other half
are free to adjust, half of the information about mt that arrives between t−2
and t −1 is passed into prices and half into output. But in general this is not
correct. The key parameter is φ: the proportion of the shift that is passed

into output is not 1
2

but 1/(1 + φ) (see [7.28]).

Recall that φ measures the degree of real rigidity: φ is the responsiveness
of price-setters’ desired real prices to aggregate real output, and so a smaller
value of φ corresponds to greater real rigidity. When real rigidity is large,
price-setters are reluctant to allow variations in their relative prices. As a
result, the price-setters that are free to adjust their prices do not allow their
prices to differ greatly from the ones already set, and so the real effects of a
monetary shock are large. If φ exceeds 1, in contrast, the later price-setters
make large price changes, and the aggregate real effects of changes in m are
small.

Finally, and importantly, the model implies that output does not de-
pend on Et−2mt (given the values of Et−1mt − Et−2mt and mt − Et−1mt).
That is, any information about aggregate demand that all price-setters have
had a chance to respond to has no effect on output. Thus the model does
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not provide an explanation of persistent effects of movements in aggregate
demand. We will return to this issue in Section 7.7.

7.3 Fixed Prices: The Taylor Model

The Model

We now change the model of the previous section by assuming that when a
firm sets prices for two periods, it must set the same price for both periods.
In the terminology introduced earlier, prices are not just predetermined,
but fixed.

We make two other changes to the model that are less significant. First, a
firm setting a price in period t now does so for periods t and t+1 rather than
for periods t+1 and t+2. This change simplifies the model without affecting
the main results. Second, the model is much easier to solve if we posit a
specific process for m. A simple assumption is that m is a random walk:

mt = mt−1 + ut , (7.29)

where u is white noise. The key feature of this process is that an innovation
to m (the u term) has a long-lasting effect on its level.

Let xt denote the price chosen by firms that set their prices in period t.
Here equation (7.18) for price-setting implies

xt = 1
2

(
p∗

t + Et p
∗
t+1

)
= 1

2
{[φmt + (1 − φ)pt ] + [φEtmt +1 + (1 − φ)Et pt +1]},

(7.30)

where the second line uses the fact that p∗ = φm + (1 − φ)p.
Since half of prices are set each period, pt is the average of xt and xt−1.

In addition, since m is a random walk, Etmt +1 equals mt . Substituting these
facts into (7.30) gives us

xt = φmt + 1
4
(1 − φ)(xt−1 + 2xt + Etxt +1). (7.31)

Solving for xt yields

xt = A(xt−1 + Etxt +1) + (1 − 2A)mt , A ≡ 1

2

1 − φ

1 + φ
. (7.32)

Equation (7.32) is the key equation of the model.
Equation (7.32) expresses xt in terms of mt , xt−1, and the expectation of

xt +1. To solve the model, we need to eliminate the expectation of xt +1 from
this expression. We will solve the model in two different ways, first using
the method of undetermined coefficients and then using lag operators. The
method of undetermined coefficients is simpler. But there are cases where
it is cumbersome or intractable; in those cases the use of lag operators is
often fruitful.
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The Method of Undetermined Coefficients

As described in Section 5.6, the idea of the method of undetermined coef-
ficients is to guess the general functional form of the solution and then to
use the model to determine the precise coefficients. In the model we are
considering, in period t two variables are given: the money stock, mt , and
the prices set the previous period, xt−1. In addition, the model is linear. It
is therefore reasonable to guess that xt is a linear function of xt−1 and mt :

xt = μ + λxt−1 + νmt. (7.33)

Our goal is to determine whether there are values of μ, λ , and ν that yield
a solution of the model.

Although we could now proceed to find μ, λ, and ν , it simplifies the
algebra if we first use our knowledge of the model to restrict (7.33). We
have normalized the constant in the expression for firms’ desired prices to
zero, so that p∗

t = pt +φyt . As a result, the equilibrium with flexible prices
is for y to equal zero and for each price to equal m. In light of this, consider a
situation where xt−1 and mt are equal. If period-t price-setters also set their
prices to mt , the economy is at its flexible-price equilibrium. In addition,
since m follows a random walk, the period-t price-setters have no reason to
expect mt +1 to be on average either more or less than mt , and hence no
reason to expect xt +1 to depart on average from mt . Thus in this situation
p∗

t and Et p
∗
t+1 are both equal to mt , and so price-setters will choose xt = mt .

In sum, it is reasonable to guess that if xt−1 = mt , then xt = mt . In terms of
(7.33), this condition is

μ + λmt + νmt = mt (7.34)

for all mt .
Two conditions are needed for (7.34) to hold. The first is λ + ν = 1;

otherwise (7.34) cannot be satisfied for all values of mt . Second, when we
impose λ + ν = 1, (7.34) implies μ = 0. Substituting these conditions into
(7.33) yields

xt = λxt−1 + (1 − λ )mt. (7.35)

Our goal is now to find a value of λ that solves the model.
Since (7.35) holds each period, it implies xt +1 = λxt + (1 − λ)mt +1. Thus

the expectation as of period t of xt +1 is λxt + (1 − λ)Etmt +1, which equals
λxt + (1 − λ)mt . Using (7.35) to substitute for xt then gives us

Etxt +1 = λ [λxt−1 + (1 − λ)mt ] + (1 − λ)mt

= λ2xt−1 + (1 − λ2)mt.
(7.36)



Romer-3931312--That book January 22, 2018 14:1 322

322 Chapter 7 DSGE MODELS OF FLUCTUATIONS

Substituting this expression into (7.32) yields

xt = A[xt−1 + λ2xt−1 + (1 − λ2)mt ] + (1 − 2A)mt

= (A + Aλ2)xt−1 + [A(1 − λ2) + (1 − 2A)]mt.
(7.37)

Thus, if price-setters believe that xt is a linear function of xt−1 and mt

of the form assumed in (7.35), then, acting to maximize their profits, they
will indeed set their prices as a linear function of these variables. If we have
found a solution of the model, these two linear equations must be the same.
Comparison of (7.35) and (7.37) shows that this requires

A + Aλ2 = λ (7.38)

and

A(1 − λ2) + (1 − 2A) = 1 − λ. (7.39)

It is easy to show that (7.39) simplifies to (7.38). Thus we only need to
consider (7.38), which is a quadratic in λ . The solution is

λ = 1 ± √
1 − 4A2

2A
. (7.40)

Using the definition of A in equation (7.32), one can show that the two
values of λ are

λ1 = 1 −
√

φ

1 +
√

φ
, (7.41)

λ2 = 1 +
√

φ

1 −
√

φ
. (7.42)

Of the two values, only λ = λ1 gives reasonable results. When λ = λ1,
|λ | < 1, and so the economy is stable. When λ = λ2, in contrast, |λ | > 1,
and thus the economy is unstable: the slightest disturbance sends output
off toward plus or minus infinity. As a result, the assumptions underlying
the model for example, that sellers do not ration buyers break down. For
that reason, we focus on λ = λ1.

Thus equation (7.35) with λ = λ1 solves the model: if price-setters believe
that others are using that rule to set their prices, they find it in their own
interests to use that same rule.

We can now describe the behavior of output. yt equals mt − pt , which
in turn equals mt − (xt−1 + xt)/2. With the behavior of x given by (7.35),
this implies

yt = mt − 1
2
{[λxt−2 + (1 − λ)mt−1] + [λxt−1 + (1 − λ)mt ]}

= mt − [
λ

1
2
(xt−2 + xt−1) + (1 − λ) 1

2
(mt−1 + mt)

]
.

(7.43)
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Using the facts that mt = mt−1 + ut and (xt−1 + xt−2)/2 = pt−1, we can
simplify this to

yt = mt−1 + ut − [
λpt−1 + (1 − λ)mt−1 + (1 − λ)

1

2
ut

]
= λ(mt−1 − pt−1) + 1 + λ

2
ut (7.44)

= λyt−1 + 1 + λ

2
ut.

Implications

Equation (7.44) is the key result of the model. As long as λ1 is positive
(which is true if φ < 1), (7.44) implies that shocks to aggregate demand
have long-lasting effects on output effects that persist even after all firms
have changed their prices. Suppose the economy is initially at the equi-
librium with flexible prices (so y is steady at 0), and consider the effects
of a positive shock of size u 0 in some period. In the period of the shock,
not all firms adjust their prices, and so not surprisingly, y rises; from (7.44),
y = [(1+λ)/2]u 0. In the following period, even though the remaining firms
are able to adjust their prices, y does not return to normal even in the
absence of a further shock: from (7.44), y is λ[(1 + λ)/2]u 0. Thereafter out-
put returns slowly to normal, with yt = λyt−1 each period.

The response of the price level to the shock is the flip side of the response
of output. The price level rises by [1− (1+λ)/2]u 0 in the initial period, and
then fraction 1 − λ of the remaining distance from u 0 in each subsequent
period. Thus the economy exhibits price-level inertia.

The source of the long-lasting real effects of monetary shocks is again
price-setters’ reluctance to allow variations in their relative prices. Recall
that p∗

t = φmt +(1−φ)pt , and that λ1 > 0 only if φ < 1. Thus there is gradual
adjustment only if desired prices are an increasing function of the price level.
Suppose each price-setter adjusted fully to the shock at the first opportunity.
In this case, the price-setters who adjusted their prices in the period of the
shock would adjust by the full amount of the shock, and the remainder
would do the same in the next period. Thus y would rise by u 0/2 in the
initial period and return to normal in the next.

To see why this rapid adjustment cannot be the equilibrium if φ is less
than 1, consider the firms that adjust their prices immediately. By assump-
tion, all prices have been adjusted by the second period, and so in that
period each firm is charging its profit-maximizing price. But since φ < 1,
the profit-maximizing price is lower when the price level is lower, and so
the price that is profit-maximizing in the period of the shock, when not
all prices have been adjusted, is less than the profit-maximizing price in
the next period. Thus these firms should not adjust their prices fully in the
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period of the shock. This in turn implies that it is not optimal for the re-
maining firms to adjust their prices fully in the subsequent period. And the
knowledge that they will not do this further dampens the initial response of
the firms that adjust their prices in the period of the shock. The end result of
these forward- and backward-looking interactions is the gradual adjustment
shown in equation (7.35).

Thus, as in the model with prices that are predetermined but not fixed,
the extent of incomplete price adjustment in the aggregate can be larger
than one might expect simply from the knowledge that not all prices are
adjusted every period. Indeed, the extent of aggregate price sluggishness is
even larger in this case, since it persists even after every price has changed.
And again a low value of φ that is, a high degree of real rigidity is critical
to this result. If φ is 1, then λ is 0, and so each price-setter adjusts his or her
price fully to changes in m at the earliest opportunity. If φ exceeds 1, λ is
negative, and so p moves by more than m in the period after the shock, and
thereafter the adjustment toward the long-run equilibrium is oscillatory.

Lag Operators

A different, more general approach to solving the model is to use lag opera-
tors. The lag operator, which we denote by L, is a function that lags variables.
That is, the lag operator applied to any variable gives the previous period’s
value of the variable: Lzt = zt−1.

To see the usefulness of lag operators, consider our model without the
restriction that m follows a random walk. Equation (7.30) continues to hold.
If we proceed analogously to the derivation of (7.32), but without imposing
Etmt +1 = mt , straightforward algebra yields

xt = A(xt−1 + Etxt +1) + 1 − 2A

2
mt + 1 − 2A

2
Etmt +1, (7.45)

where A is as before. Note that (7.45) simplifies to (7.32) if Etmt +1 = mt .
The first step is to rewrite this expression using lag operators. xt−1 is

the lag of xt : xt−1 = Lxt . In addition, if we adopt the rule that when L is
applied to an expression involving expectations, it lags the date of the vari-
ables but not the date of the expectations, then xt is the lag of Etxt +1:

L Etxt +1 = Etxt = xt .
5 Equivalently, using L−1 to denote the inverse lag

function, Etxt +1 = L−1xt . Similarly, Etmt +1 = L−1mt . Thus we can rewrite

5 Since Etxt−1 = xt−1 and Etmt = mt , we can think of all the variables in (7.45) as being
expectations as of t. Thus in the analysis that follows, the lag operator should always be
interpreted as keeping all variables as expectations as of t. The backshift operator, B , lags both
the date of the variable and the date of the expectations. Thus, for example, BEtxt +1 = Et−1xt .
Whether the lag operator or the backshift operator is more useful depends on the application.
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(7.45) as

xt = A(Lxt + L−1xt) + 1 − 2A

2
mt + 1 − 2A

2
L−1mt , (7.46)

or

(I − AL − AL−1)xt = 1 − 2A

2
(I + L−1)mt. (7.47)

Here I is the identity operator (so I zt = zt for any z). Thus (I + L−1)mt is
shorthand for mt + L−1mt , and (I − AL − AL−1)xt is shorthand for xt −
Axt−1 − AEtxt +1.

Now observe that we can ‘‘factor’’ I − AL − AL−1 as (I − λL−1)(I − λL )
(A/λ), where λ is again given by (7.40). Thus we have

(I − λL−1)(I − λL )xt = λ

A

1 − 2A

2
(I + L−1)mt. (7.48)

This formulation of ‘‘multiplying’’ expressions involving the lag operator
should be interpreted in the natural way: (I − λL−1)(I − λL )xt is shorthand
for (I − λL )xt minus λ times the inverse lag operator applied to (I − λL )xt ,
and thus equals (xt − λLxt) − (λL−1xt − λ2xt). Simple algebra and the def-
inition of λ can be used to verify that (7.48) and (7.47) are equivalent.

As before, to solve the model we need to eliminate the term involving
the expectation of the future value of an endogenous variable. In (7.48),
Etxt +1 appears (implicitly) on the left-hand side because of the I − λL−1

term. It is thus natural to ‘‘divide’’ both sides by I − λL−1. That is, consider
applying the operator I +λL−1+λ2L−2+λ3L−3+· · · to both sides of (7.48).
I + λL−1 + λ2L−2 + · · · times I − λL−1 is simply I ; thus the left-hand side
is (I −λL )xt . And I +λL−1 +λ2L−2 +· · · times I + L−1 is I + (1+λ)L−1 +
(1 + λ)λL−2 + (1 + λ)λ2L−3 + · · ·.6 Thus (7.48) becomes

(I − λL )xt
(7.49)

= λ

A

1 − 2A

2
[I + (1 + λ)L−1 + (1 + λ)λL−2 + (1 + λ)λ2L−3 + · · ·]mt.

Rewriting this expression without lag operators yields

xt = λxt−1
(7.50)

+ λ

A

1 − 2A

2
[mt + (1 + λ)(Etmt +1 + λEtmt+2 + λ2Etmt+3 + · · ·)].

6 Since the operator I + λL−1 + λ2L−2 + · · · is an infinite sum, this requires that
limn→∞(I + λL−1 + λ2L−2 + · · · + λn L−n )(I + L−1)mt exists. This requires that λn L−(n+1)mt

(which equals λn Etmt+n+1) converges to 0. For the case where λ = λ1 (so |λ | < 1) and where
m is a random walk, this condition is satisfied.
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Expression (7.50) characterizes the behavior of newly set prices in terms
of the exogenous money supply process. To find the behavior of the aggre-
gate price level and output, we only have to substitute this expression into
the expressions for p (pt = (xt + xt−1)/2) and y (yt = mt − pt).

In the special case when m is a random walk, all the Etmt+i ’s are equal
to mt . In this case, (7.50) simplifies to

xt = λxt−1 + λ

A

1 − 2A

2

(
1 + 1 + λ

1 − λ

)
mt. (7.51)

It is straightforward to show that expression (7.38), A + Aλ2 = λ , implies
that equation (7.51) reduces to equation (7.35), xt = λxt−1 + (1−λ)mt . Thus
when m is a random walk, we obtain the same result as before. But we have
also solved the model for a general process for m.

Although this use of lag operators may seem mysterious, in fact it is no
more than a compact way of carrying out perfectly standard manipulations.
We could have first derived (7.45) (expressed without using lag operators)
by simple algebra. We could then have noted that since (7.45) holds at each
date, it must be the case that

Etxt+k − AEtxt+k−1 − AEtxt+k+1 = 1 − 2A

2
(Etmt+k + Etmt+k+1) (7.52)

for all k ≥ 0.7 Since the left- and right-hand sides of (7.52) are equal, it
must be the case that the left-hand side for k = 0 plus λ times the left-hand
side for k = 1 plus λ2 times the left-hand side for k = 2 and so on equals
the right-hand side for k = 0 plus λ times the right-hand side for k = 1 plus
λ2 times the right-hand side for k = 2 and so on. Computing these two
expressions yields (7.50). Thus lag operators are not essential; they serve
merely to simplify the notation and to suggest ways of proceeding that
might otherwise be missed.

7.4 The Calvo Model and the New Keynesian
Phillips Curve

Overview

In the Taylor model, each price is in effect for the same number of periods.
One consequence is that moving beyond the two-period case quickly be-
comes intractable. The Calvo model (Calvo, 1983) is an elegant variation on
the model that avoids this problem. Calvo assumes that price changes, rather

7 The reason that we cannot assume that (7.52) holds for k < 0 is that the law of iterated
projections does not apply backward: the expectation today of the expectation at some date
in the past of a variable need not equal the expectation today of the variable.
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than arriving deterministically, arrive stochastically. Specifically, he assumes
that opportunities to change prices follow a Poisson process: the probability
that a firm is able to change its price is the same each period, regardless of
when it was last able to change its price. As in the Taylor model, prices are
not just predetermined but fixed between the times they are adjusted.

This model’s qualitative implications are similar to those of the Taylor
model. Suppose, for example, the economy starts with all prices equal to
the money stock, m, and that in period 1 there is a one-time, permanent
increase in m. Firms that can adjust their prices will want to raise them in
response to the rise in m. But if φ in the expression for the profit-maximizing
price (p∗

t = φm t + (1 − φ)pt) is less than 1, they put some weight on the
overall price level, and so the fact that not all firms are able to adjust their
prices mutes their adjustment. And the smaller is φ, the larger is this effect.
Thus, just as in the Taylor model, nominal rigidity (the fact that not all prices
adjust every period) leads to gradual adjustment of the price level, and real
rigidity (a low value of φ) magnifies the effects of nominal rigidity.8

The importance of the Calvo model, then, is not in its qualitative pre-
dictions. Rather, it is twofold. First, the model can easily accommodate any
degree of price stickiness; all one needs to do is change the parameter de-
termining the probability that a firm is able to change its price each period.
Second, it leads to a simple expression for the dynamics of inflation. That
expression is known as the new Keynesian Phillips curve.

Deriving the New Keynesian Phillips Curve

Each period, fraction α (0 < α ≤ 1) of firms set new prices, with the firms
chosen at random. The average price in period t therefore equals α times
the price set by firms that set new prices in t, xt , plus 1 − α times the
average price charged in t by firms that do not change their prices. Because
the firms that change their prices are chosen at random (and because the
number of firms is large), the average price charged by the firms that do
not change their prices equals the average price charged by all firms the
previous period. Thus we have

pt = αxt + (1 − α)pt−1, (7.53)

where p is the average price and x is the price set by firms that are able to
change their prices. Subtracting pt−1 from both sides gives us an expression
for inflation:

πt = α (xt − pt−1). (7.54)

That is, inflation is determined by the fraction of firms that change their
prices and the relative price they set.

8 See Problem 7.6.
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The assumption that opportunities to change prices follow a Poisson pro-
cess means that when a firm sets its price, it needs to look indefinitely into
the future. As we discussed in Section 7.1, in such a situation it is natural
to allow for discounting. Thus the relevant expression for how a firm sets
its price when it has a chance to is the general expression in (7.15), rather
than the no-discounting expression, (7.13). When we apply that expression
to the problem of firms setting their prices in period t, xt , we obtain:

xt =
∞∑
j=0

~ωj E
[
p∗

t+ j

]
, ~ωj = β j qj∑∞

k=0 βkqk

, (7.55)

where, as before, β is the discount factor and qj is the probability the price
will still be in effect in period t + j . Calvo’s Poisson assumption implies that
qj is (1 − α) j . Thus (7.55) becomes

xt = [1 − β(1 − α)]

∞∑
j=0

β j (1 − α) j Et p
∗
t+ j , (7.56)

where we use the fact that
∑∞

k=0 βk(1 − α)k = 1/[1 − β(1 − α)].
Firms that can set their prices in period t +1 face a very similar problem.

Period t is no longer relevant, and all other periods get a proportionally
higher weight. It therefore turns out to be helpful to express xt in terms of
p∗

t and Etxt+1. To do this, rewrite (7.56) as

xt = [1 − β(1 − α)]Et p
∗
t + β(1 − α)[1 − β(1 − α)]

[ ∞∑
j=0

β j (1 − α) j Et p
∗
t+1+ j

]

(7.57)

= [1 − β(1 − α)]p∗
t + β(1 − α)Etxt+1,

where the second line uses expression (7.56) shifted forward one period
(and the fact that p∗

t is known at time t). To relate (7.57) to (7.54), subtract
pt from both sides of (7.57). Then replace xt − pt on the left-hand side with
(xt − pt−1) − (pt − pt−1). This gives us

(xt −pt−1)−(pt −pt−1)= [1−β(1−α)](p∗
t −pt) + β(1−α)(Etxt+1 −pt). (7.58)

We can now use (7.54): xt − pt−1 is πt/α, and Etxt+1 − pt is Etπt+1/α. In
addition, pt − pt−1 is just πt , and p∗

t − pt is φyt . Thus (7.58) becomes

(πt/α) − πt = [1 − β(1 − α)]φyt + β(1 − α)(Etπt+1/α), (7.59)

or

πt = α

1 − α
[1 − β(1 − α)]φyt + βEtπt+1

(7.60)

= κyt + βEtπ t+1, κ ≡ α [1 − (1 − α)β]φ

1 − α
.
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Discussion

Equation (7.60) is the new Keynesian Phillips curve.9 Like the accelerationist
Phillips curve of Section 6.4 and the Lucas supply curve of Section 6.9,
it states that inflation depends on a core or expected inflation term and
on output. Higher output raises inflation, as does higher core or expected
inflation.

There are two features of this Phillips curve that make it ‘‘new.’’ First, it is
derived by aggregating the behavior of price-setters facing barriers to price
adjustment. Second, the inflation term on the right-hand side is different
from previous Phillips curves. In the accelerationist Phillips curve, it is last
period’s inflation. In the Lucas supply curve, it is the expectation of current
inflation. Here it is the current expectation of next period’s inflation. These
differences are important a point we will return to in Section 7.6.

Although the Calvo model leads to a particularly elegant expression for
inflation, its broad implications stem from the general assumption of stag-
gered price adjustment, not the specific Poisson assumption. For example,
one can show that the basic equation for pricing-setting in the Taylor model,
xt = (p∗

t + Et p
∗
t+1)/2 (equation [7.30]) implies

π x
t = Etπ

x
t+1 + 2φ(yt + Et yt+1), (7.61)

where π x is the growth rate of newly set prices. Although (7.61) is not as
simple as (7.60), its basic message is the same: a measure of inflation depends
on a measure of expected future inflation and expectations of output.

7.5 State-Dependent Pricing

The Fischer, Taylor, and Calvo models assume that the timing of price
changes is purely time dependent. The other extreme is that it is purely
state dependent. Many retail stores, for example, can adjust the timing of
their price change fairly freely in response to economic developments. This
section therefore considers state-dependent pricing.

The basic message of analyses of state-dependent pricing is that it leads
to more rapid adjustment of the overall price level to macroeconomic dis-
turbances for a given average frequency of price changes. There are two
distinct reasons for this result. The first is the frequency effect: under state-
dependent pricing, the number of firms that change their prices is larger
when there is a larger monetary shock. The other is the selection effect: the
composition of the firms that adjust their prices changes in response to a
shock. In this section, we consider models that illustrate each effect.

9 The new Keynesian Phillips curve was originally derived by Roberts (1995).
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The Frequency Effect: The Caplin-Spulber Model

Our first model is the Caplin-Spulber model. The model is set in continuous
time. Nominal GDP is always growing; coupled with the assumption that
there are no firm-specific shocks, this causes profit-maximizing prices to
always be increasing. The specific state-dependent pricing rule that price-
setters are assumed to follow is an Ss policy. That is, whenever a firm adjusts
its price, it sets the price so that the difference between the actual price
and the optimal price at that time, pi − p∗

t , equals some target level, S. The
firm then keeps its nominal price fixed until money growth has raised p∗

t

sufficiently that pi − p∗
t has fallen to some trigger level, s. Then, regardless

of how much time has passed since it last changed its price, the firm resets
pi − p∗

t to S, and the process begins anew.
Such an Ss policy is optimal when inflation is steady, aggregate output is

constant, and there is a fixed cost of each nominal price change (Barro, 1972;
Sheshinski and Weiss, 1977). In addition, as Caplin and Spulber describe, it
is also optimal in some cases where inflation or output is not constant. And
even when it is not fully optimal, it provides a simple and tractable example
of state-dependent pricing.

Two technical assumptions complete the model. First, to keep pi − p∗
t

from falling below s and to prevent bunching of the distribution of prices
across price-setters, m changes continuously. Second, the initial distribution
of pi − p∗

t across price-setters is uniform between s and S . We continue
to use the assumptions of Section 7.1 that p∗

t = (1 − φ)p + φm, p is the
average of the pi ’s, and y = m − p.

Under these assumptions, shifts in aggregate demand are completely neu-
tral in the aggregate despite the price stickiness at the level of the individual
price-setters. To see this, consider an increase in m of amount �m < S − s
over some period of time. We want to find the resulting changes in the
price level and output, �p and �y. Since p∗

t = (1 − φ)p + φm, the rise in
each firm’s profit-maximizing price is (1−φ)�p +φ�m. Firms change their
prices if pi − p∗

t falls below s; thus firms with initial values of pi − p∗
t that

are less than s + [(1 − φ)�p + φ�m ] change their prices. Since the initial
values of pi − p∗

t are distributed uniformly between s and S, this means that
the fraction of firms that change their prices is [(1 − φ)�p + φ �m]/(S − s).
Each firm that changes its price does so at the moment when its value of
pi − p∗

t reaches s; thus each price increase is of amount S − s. Putting all
this together gives us

�p = (1 − φ) �p + φ�m

S − s
(S − s )

= (1 − φ)�p + φ�m .

(7.62)
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Equation (7.62) implies that �p = �m, and thus that �y = 0. Thus the
change in money has no impact on aggregate output.10

The reason for the sharp difference between the results of this model and
those of the models with time-dependent adjustment is that the number of
firms changing their prices at any time is endogenous. In the Caplin Spulber
model, the number of firms changing their prices at any time is larger when
aggregate demand is increasing more rapidly; given the specific assumptions
that Caplin and Spulber make, this has the effect that the aggregate price
level responds fully to changes in m. In the Fischer, Taylor, and Calvo models,
in contrast, the number of firms changing their prices at any time is fixed;
as a result, the price level does not respond fully to changes in m. Thus this
model illustrates the frequency effect.

The Selection Effect: The Danziger-Golosov-Lucas Model

A key fact about price adjustment, which we will discuss in more detail in
the next section, is that it varies enormously across firms and products. For
example, even in environments of moderately high inflation, a substantial
fraction of price changes are price cuts.

This heterogeneity introduces a second channel through which state-
dependent pricing dampens the effects of nominal disturbances. With state-
dependent pricing, the composition of the firms that adjust their prices
responds to shocks. When there is a positive monetary shock, for example,
the firms that adjust are disproportionately ones that raise their prices. As a
result, it is not just the number of firms changing their prices that responds
to the shock; the average change of those that adjust responds as well.

Here we illustrate these ideas using a simple example based on Danziger
(1999). However, the model is similar in spirit to the richer model of Golosov
and Lucas (2007).

Each firm’s profit-maximizing price in period t depends on aggregate de-
mand, mt , and an idiosyncratic variable, ωi t ; ω is independent across firms.
For simplicity, φ in the price-setting rule is set to 1. Thus p∗

i t = mt + ωi t ,
where p∗

i t is the profit-maximizing price of firm i at time t.
To show the selection effect as starkly as possible, we make strong as-

sumptions about the behavior of m and ω. Time is discrete. Initially, m is
constant and not subject to shocks. Each firm’s ω follows a random walk.
The innovation to ω, denoted ε, can take on either positive or negative val-
ues and is distributed uniformly over a wide range (in a sense to be specified
momentarily).

10 In addition, this result helps to justify the assumption that the initial distribution of
pi − p∗

t is uniform between s and S . For each firm, pi − p∗
t equals each value between s and S

once during the interval between any two price changes; thus there is no reason to expect a
concentration anywhere within the interval. Indeed, Caplin and Spulber show that under sim-
ple assumptions, a given firm’s pi − p∗

t is equally likely to take on any value between s and S.
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When profit-maximizing prices can either rise or fall, as is the case here,
the analogue of an Ss policy is a two-sided Ss policy. If a shock pushes the
difference between the firm’s actual and profit-maximizing prices, pi − p∗

i ,
either above some upper bound S or below some lower bound s, the firm
resets pi −p∗

i to some target K. As with the one-sided Ss policy in the Caplin-
Spulber model, the two-sided policy is optimal in the presence of fixed costs
of price adjustment under appropriate assumptions. Again, however, here
we just assume that firms follow such a policy.

The sense in which the distribution of ε is wide is that regardless of a
firm’s initial price, there is some chance the firm will raise its price and some
chance that it will lower it. Concretely, let A and B be the lower and upper
bounds of the distribution of ε. Then our assumptions are S − B < s and
s − A> S , or equivalently, B > S − s and A< −(S − s). To see the implica-
tions of these assumptions, consider a firm that is at the upper bound, S , and
so appears to be on the verge of cutting its price. The assumption B > S − s
means that if it draws that largest possible realization of ε, its p − p∗ is
pushed below the lower bound s, and so it raises its price. Thus every firm
has some chance of raising its price each period. Likewise, the assumption
A< −(S − s) implies that every firm has some chance of cutting its price.

The steady state of the model is relatively simple. Initially, all pi − p∗
i

′s
must be between s and S . For any pi − p∗

i within this interval, there is a
range of values of ε of width S − s that leaves pi − p∗

i between s and S .
Thus the probability that the firm does not adjust its price is (S −s)/(B − A).
Conditional on not adjusting, pi − p∗

i is distributed uniformly on [sS ]. And
with probability 1 − [(S − s)/(B − A)] the firm adjusts, in which case its
pi − p∗

i equals the reset level, K .
This analysis implies that the distribution of pi − p∗

i consists of a uniform
distribution over [sS ] with density 1/(B−A), plus a spike of mass 1−[(S−s)/
(B − A)] at K . This is shown in Figure 7.1. For convenience, we assume that
K = (S + s)/2, so that the reset price is midway between s and S .

Now consider a one-time monetary shock. Specifically, suppose that at
the end of some period, after firms have made price-adjustment decisions,
there is an unexpected increase in m of amount �m < K − s.11 This raises
all p∗

i
′s by �m . That is, the distribution in Figure 7.1 shifts to the left by

�m . Because pricing is state-dependent, firms can change their prices at any
time. The firms whose pi − p∗

i
′s are pushed below s therefore raise them

to K . The resulting distribution is shown in Figure 7.2.
Crucially, the firms that adjust are not a random sample of firms. Instead,

they are the firms whose actual prices are furthest below their optimal
prices, and thus that are most inclined to make large price increases. For
small values of �m, the firms that raise their prices do so by approximately
K − s. If instead, in the spirit of time-dependent models, we picked firms

11 An unexpected decrease that is less than S − K has similar implications.
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FIGURE 7.1 The steady state of the Danziger model
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FIGURE 7.2 The initial effects of a monetary disturbance in the Danziger model
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at random and allowed them to change their prices, their average price in-
crease would be �m.12 Thus there is a selection effect that sharply increases
the initial price response.

Now consider the next period: there is no additional monetary shock,
and the firm-specific shocks behave in their usual way. But because of the
initial monetary disturbance, there are now relatively few firms near S . Thus
the firms whose idiosyncratic shocks cause them to change their prices are
disproportionately toward the bottom of the [sS ] interval, and so price
changes are disproportionately price increases. Given the strong assump-
tions of the model, the distribution of pi − p∗

i returns to its steady state
after just one period. And the distribution of pi − p∗

i being unchanged is
equivalent to the distribution of pi moving one-for-one with the distribu-
tion of p∗

i . That is, actual prices on average adjust fully to the rise in m. Note
that this occurs even though the fraction of firms changing their prices in
this period is exactly the same as normal (all firms change their prices with
probability 1− [(S −s)/(B − A)], as usual), and even though all price changes
in this period are the result of firm-specific shocks.

Discussion

The Danziger-Golosov-Lucas model demonstrates an entirely different chan-
nel through which state-dependent pricing damps the real effects of mon-
etary shocks. In the Caplin-Spulber model, the damping occurs through
a frequency effect: the fraction of firms adjusting their prices responds to
movements in m. In the Danziger-Golosov-Lucas model, in contrast, it hap-
pens through a selection effect: the composition of firms that adjust their
prices responds to movements in m. In the specific version of the model
we are considering, we see the selection effect twice: it first weakens the
immediate output effects of a monetary shock, and then it makes the shock
completely neutral after one period.

The assumptions of these two examples are chosen to show the frequency
and selection effects as starkly as possible. In the Danziger-Golosov-Lucas
model, the assumption of wide, uniformly distributed firm-specific shocks
is needed to deliver the strong result that a monetary shock is neutral af-
ter just one period. With a narrower distribution, for example, the effects
would be more persistent. Similarly, a nonuniform distribution of the shocks
generally leads to a nonuniform distribution of firms’ prices, and so weakens
the frequency effect. In addition, allowing for real rigidity (that is, allowing
φ in the expression for firms’ desired prices to be less than 1) causes the

12 The result that the average increase would be �m if the adjusting firms were chosen at
random is exactly true only because of the assumption that K = (S + s)/2. If this condition
does not hold, the average increase of the adjusting firms under random selection would
include a constant term that does not depend on the sign of magnitude of �m (as long as
K − S < �m < K − s).
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behavior of the nonadjusters to influence the firms that change their prices,
and so causes the effects of monetary shocks to be larger and longer lasting.

Similarly, if we introduced negative as well as positive monetary shocks
to the Caplin-Spulber model, the result would be a two-sided Ss rule, and so
monetary shocks would generally have real effects (see, for example, Caplin
and Leahy, 1991, and Problem 7.7). In addition, the values of S and s may
change in response to changes in aggregate demand. If, for example, high
money growth today signals high money growth in the future, firms widen
their Ss bands when there is a positive monetary shock; as a result, no firms
adjust their prices in the short run (since no firms are now at the new, lower
trigger point s), and so the positive shock raises output (Tsiddon, 1991).

In short, the strong results of the simple cases considered in this section
are not robust. What is robust is that state-dependent pricing gives rise
naturally to the frequency and selection effects, and that those effects can
be quantitatively important. For example, Golosov and Lucas show in the
context of a much more carefully calibrated model that the effects of mon-
etary shocks can be much smaller with state-dependent pricing than in a
comparable economy with time-dependent pricing.

7.6 Empirical Applications

Microeconomic Evidence on Price Adjustment

The central assumption of the models we have been analyzing is that there
is some kind of barrier to complete price adjustment at the level of in-
dividual firms. It is therefore natural to investigate pricing policies at the
microeconomic level. By doing so, we can hope to learn whether there are
barriers to price adjustment and, if so, what form they take.

The microeconomics of price adjustment have been investigated by many
authors. The broadest studies of price adjustment in the United States are
the survey of firms conducted by Blinder (1998), the analysis of the data un-
derlying the Consumer Price Index by Klenow and Kryvtsov (2008), and the
analysis of the data underlying the Consumer Price Index and the Producer
Price Index by Nakamura and Steinsson (2008). Blinder’s and Nakamura and
Steinsson’s analyses show that the average interval between price changes
for intermediate goods is about a year. In contrast, Klenow and Kryvtsov’s
and Nakamura and Steinsson’s analyses find that the typical period between
price changes for final goods and services is only about 4 months.

The key finding of this literature, however, is not the overall statistics
concerning the frequency of adjustment. Rather, it is that price adjustment
does not follow any simple pattern. Figure 7.3, from Chevalier, Kashyap, and
Rossi (2000), is a plot of the price of a 9.5 ounce box of Triscuit crackers
at a particular supermarket from 1989 to 1997. The behavior of this price
clearly defies any simple summary. One obvious feature, which is true for
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FIGURE 7.3 Price of a 9.5 ounce box of Triscuits (from Chevalier, Kashyap, and
Rossi, 2000; used with permission)

many products, is that temporary ‘‘sale’’ prices are common. That is, the
price often falls sharply and is then quickly raised again, often to its previous
level. Beyond the fact that sales are common, it is hard to detect any regular
patterns. Sales occur at irregular intervals and are of irregular lengths; the
sizes of the reductions during sales vary; the intervals between adjustments
of the ‘‘regular’’ price are heterogeneous; the regular price sometimes rises
and sometimes falls; and the sizes of the changes in the regular price vary.
Other facts that have been documented include tremendous heterogeneity
across products in the frequency of adjustment; a tendency for some prices
to be adjusted at fairly regular intervals, most often once a year; the presence
of a substantial fraction of price decreases (of both regular and sale prices),
even in environments of moderately high inflation; and the presence for
many products of a second type of sale, a price reduction that is not reversed
and that is followed, perhaps after further reductions, by the disappearance
of the product (a ‘‘clearance’’ sale).

Thus the microeconomic evidence does not show clearly what assump-
tions about price adjustment we should use in building a macroeconomic
model. Time-dependent models are grossly contradicted by the data, and
purely state-dependent models fare only slightly better. The time-dependent
models are contradicted by the overwhelming presence of irregular inter-
vals between adjustments. Purely state-dependent models are most clearly
contradicted by two facts: the frequent tendency for prices to be in effect
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for exactly one year, and the strong tendency for prices to revert to their
original level after a sale.

In thinking about the aggregate implications of the evidence on price
adjustment, a key issue is how to treat sales. At one extreme, they could
be completely mechanical. Imagine, for example, that a store manager is
instructed to discount goods representing 10 percent of the store’s sales
by an average of 20 percent each week. Then sale prices are unrespon-
sive to macroeconomic conditions, and so should be ignored in thinking
about macroeconomic issues. If we decide to exclude sales, we then en-
counter difficult issues of how to define them and how to treat missing ob-
servations and changes in products. Klenow and Kryvtsov’s and Nakamura
and Steinsson’s analyses suggest, however, that across goods, the median
frequency of changes in regular prices of final goods is about once every
seven months. For intermediate goods, sales are relatively unimportant, and
so accounting for them has little impact on estimates of the average fre-
quency of adjustment.

The other possibility is that sale prices respond to macroeconomic condi-
tions; for example, they could be more frequent and larger when the econ-
omy is weak. At the extreme, sales should not be removed from the data at
all in considering the macroeconomic implications of the microeconomics
of price adjustment.

Another key issue for the aggregate implications of these data is hetero-
geneity. The usual summary statistic, and the one used above, is the median
frequency of adjustment across goods. But the median masks an enormous
range, from goods whose prices typically adjust more than once a month
to ones whose prices usually change less than once a year. Carvalho (2006)
poses the following question. Suppose the economy is described by a model
with heterogeneity, but a researcher wants to match the economy’s re-
sponse to various types of monetary disturbances using a model with a single
frequency of adjustment. What frequency should the researcher choose?
Carvalho shows that in most cases, one would want to choose a frequency
less than the median or average frequency. Moreover, the difference is mag-
nified by real rigidity: as the degree of real rigidity rises, the importance of
the firms with the stickiest prices increases. Carvalho shows that to best
match the economy’s response to shocks using a single-sector model, one
would often want to use a frequency of price adjustment a third to a half of
the median across heterogeneous firms. Thus heterogeneity has important
effects.

Finally, Levy, Bergen, Dutta, and Venable (1997) look not at prices, but at
the costs of price adjustment. Specifically, they report data on each step of
the process of changing prices at supermarkets, such as the costs of putting
on new price tags or signs on the shelves, of entering the new prices into
the computer system, and of checking the prices and correcting errors. This
approach does not address the possibility that there may be more sophisti-
cated, less expensive ways of adjusting prices to aggregate disturbances. For
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example, a store could have a prominently displayed discount factor that it
used at checkout to subtract some proportion from the amount due; it could
then change the discount factor rather than the shelf prices in response to
aggregate shocks. The costs of changing the discount factor would be dra-
matically less than the cost of changing the posted price on every item in
the store.

Despite this limitation, it is still interesting to know how large the costs
of changing prices are. Levy et al.’s basic finding is that the costs are surpris-
ingly high. For the average store in their sample, expenditures on changing
prices amount to between 0.5 and 1 percent of revenues. To put it differ-
ently, the average cost of a price change in their stores in 1991 1992 (in
2017 dollars) was almost a dollar. Thus the common statement that the
physical costs of nominal price changes are extremely small is not always
correct: for the stores that Levy et al. consider, these costs, while not large,
are far from trivial.

In short, empirical work on the microeconomics of price adjustment and
its macroeconomic implications is extremely active. A few examples of re-
cent contributions in addition to those discussed above are Gopinath and
Rigobon (2008), Midrigan (2011), and Klenow and Willis (2016).

Inflation Inertia

We have encountered three aggregate supply relationships that include an
inflation term and an output term: the accelerationist Phillips curve of Sec-
tion 6.4, the Lucas supply curve of Section 6.9, and the new Keynesian
Phillips curve of Section 7.4. Although the three relationships look broadly
similar, in fact they have sharply different implications. To see this, con-
sider the experiment of an anticipated fall in inflation in an economy with
no shocks. The accelerationist Phillips curve, πt = πt−1 + λ(yt − yt) (see
[6.23] [6.24]), implies that disinflation requires below-normal output. The
Lucas supply curve, πt = Et−1πt + λ(yt − yt) (see [6.86]), implies that dis-
inflation can be accomplished with no output cost. Finally, for the new
Keynesian Phillips curve (equation [7.60]), it is helpful to rewrite it as

Et [πt+1] − πt =
(

1 − β

β

)
πt − κ

β
(yt − yt). (7.63)

With β close to 1, the [(1 − β)/β]πt term is small. And if there is an anti-
cipated fall in inflation, Et [πt+1] − πt is negative. Thus the new Keynesian
Phillips curve implies that anticipated disinflation is associated with an out-
put boom.

The view that high inflation has a tendency to continue unless there is
a period of low output is often described as the view that there is inflation
inertia. That is, ‘‘inflation inertia’’ refers not to inflation being highly serially
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correlated, but to it being costly to reduce. Of the three Phillips curves, only
the accelerationist one implies inertia. The Lucas supply curve implies that
there is no inertia, while the new Keynesian Phillips curve (as well as other
models of staggered price-setting) implies that there is ‘‘anti-inertia’’ (Ball,
1994a; Fuhrer and Moore, 1995).

Ball (1994b) performs a straightforward test for inflation inertia. Looking
at a sample of nine industrialized countries over the period 1960 1990, he
identifies 28 episodes where inflation fell substantially. He reports that in
all 28 cases, observers at the time attributed the decline to monetary policy.
Thus the view that there is inflation inertia predicts that output was below
normal in the episodes; the Lucas supply curve suggests that it should not
have departed systematically from normal; and the new Keynesian Phillips
curve implies that it was above normal. Ball finds that the evidence is over-
whelmingly supportive of inflation inertia: in 27 of the 28 cases, output was
on average below his estimate of normal output during the disinflation.

Ball’s approach of choosing episodes on the basis of ex post inflation out-
comes could create bias, however. In particular, suppose the disinflations
had important unanticipated components. If prices were set on the basis of
expectations of higher aggregate demand than actually occurred, the low
output in the episodes does not clearly contradict any of the models.

Galí and Gertler (1999) therefore take a more formal econometric ap-
proach. Their main interest is in testing between the accelerationist and
new Keynesian views. They begin by positing a hybrid Phillips curve with
backward-looking and forward-looking elements:

πt = γ
b
πt−1 + γ

f
Etπt+1 + κ(yt − yt) + et. (7.64)

They point out, however, that what the κ(yt−yt) term is intended to capture
is the behavior of firms’ real marginal costs. When output is above normal,
marginal costs are high, which increases desired relative prices. In the model
of Section 7.1, for example, desired relative prices rise when output rises
because the real wage increases. Galí and Gertler therefore try a more direct
approach to estimating marginal costs. Real marginal cost equals the real
wage divided by the marginal product of labor. If the production function is
Cobb-Douglas, so that Y = K α(AL )1−α , the marginal product of labor is (1−
α)Y/L . Thus real marginal cost is wL/ [(1 − α)Y ], where w is the real wage.
That is, marginal cost is proportional to the share of income going to labor
(see also Sbordone, 2002). Galí and Gertler therefore focus on the equation:

πt = γ
b
πt−1 + γ

f
Etπt+1 + λSt + et , (7.65)

where St is labor’s share.13

13 How can labor’s share vary if production is Cobb-Douglas? Under perfect competition
(and under imperfect competition if price is a constant markup over marginal cost), it cannot.
But if prices are not fully flexible, it can. For example, if a firm with a fixed price hires more
labor at the prevailing wage, output rises less than proportionally than the rise in labor, and
so labor’s share rises.
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Galí and Gertler estimate (7.65) using quarterly U.S. data for the period
1960 1997.14 A typical set of estimates is

πt = 0.378
(0.020)

πt−1 + 0.591
(0.016)

Etπt+1 + 0.015
(0.004)

St + et , (7.66)

where the numbers in parentheses are standard errors. Thus their results
appear to provide strong support for the importance of forward-looking ex-
pectations.

In a series of papers, however, Rudd and Whelan show that in fact the
data provide little evidence for the new Keynesian Phillips curve (see es-
pecially Rudd and Whelan, 2005, 2006). They make two key points. The
first concerns labor’s share. Galí and Gertler’s argument for including labor’s
share in the Phillips curve is that under appropriate assumptions, it cap-
tures the rise in firms’ marginal costs when output rises. Rudd and Whelan
(2005) point out, however, that in practice labor’s share is low in booms
and high in recessions. In Galí and Gertler’s framework, this would mean
that booms are times when the economy’s flexible-price level of output has
risen even more than actual output, and when marginal costs are therefore
unusually low. A much more plausible possibility, however, is that there are
forces other than those considered by Galí and Gertler moving labor’s share
over the business cycle, and that labor’s share is therefore a poor proxy for
marginal costs.

Since labor’s share is countercyclical, the finding of a large coefficient on
expected future inflation and a positive coefficient on the share means that
inflation tends to be above future inflation in recessions and below future
inflation in booms. That is, inflation tends to fall in recessions and rise in
booms, consistent with the accelerationist Phillips curve and not with the
new Keynesian Phillips curve.

Rudd and Whelan’s second concern has to do with the information con-
tent of current inflation. Replacing yt with a generic marginal cost variable,
mct , and then iterating the new Keynesian Phillips curve, (7.60), forward
implies

πt = κmct + βEtπt+1

= κmct + β[κErmct+1 + βEtπt+2]
(7.67)= . . .

= κ

∞∑
i=0

β iEtmct+i.

Thus the model implies that inflation should be a function of expectations
of future marginal costs, and thus that it should help predict marginal costs.

14 For simplicity, we omit any discussion of their estimation procedure, which, among
other things, must address the fact that we do not have data on Etπ t+1. Section 8.3 discusses
estimation when there are expectational variables.
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Rudd and Whelan (2005) show, however, that the evidence for this hypoth-
esis is minimal. When marginal costs are proxied by an estimate of y − y,
inflation’s predictive power is small and goes in the wrong direction from
what the model suggests. When marginal costs are measured using labor’s
share (which, as Rudd and Whelan’s first criticism shows, may be a poor
proxy), the performance is only slightly better. In this case, inflation’s pre-
dictive power for marginal costs is not robust, and almost entirely absent in
Rudd and Whelan’s preferred specification. They also find that the hybrid
Phillips curve performs little better (Rudd and Whelan, 2006). They con-
clude that there is little evidence in support of the new Keynesian Phillips
curve.15

The bottom line of this analysis is twofold. First, the evidence we have on
the correct form of the Phillips curve is limited. The debate between Galí
and Gertler and Rudd and Whelan, along with further analysis of the econo-
metrics of the new Keynesian Phillips curve (for example, King and Plosser,
2005), does not lead to clear conclusions on the basis of formal econometric
studies. This leaves us with the evidence from less formal analyses, such as
Ball’s, which is far from airtight. Second, although the evidence is not defini-
tive, it points in the direction of inflation inertia and provides little support
for the new Keynesian Phillips curve.

Because of this and other evidence, researchers attempting to match im-
portant features of business-cycle dynamics typically make modifications to
models of price-setting (often along the lines of the ones we will encounter
in the next section) that imply inertia. Nonetheless, because of its simplicity
and elegance, the new Keynesian Phillips curve is still often used in theo-
retical models. Following that pattern, we will meet it again in Section 7.8
and in Chapter 12. But we will also return to its empirical difficulties in
Section 7.9.

7.7 Models of Staggered Price Adjustment
with Inflation Inertia

The evidence in the previous section suggests that a major limitation of the
micro-founded models of dynamic price adjustment we have been consider-
ing is that they do not imply inflation inertia. A central focus of recent work
on price adjustment is therefore bringing inflation inertia into the models.
At a general level, the most common strategy is to assume that firms’ prices

15 This discussion does not address the question of why Galí and Gertler’s estimates suggest
that the new Keynesian Phillips curve fits well. Rudd and Whelan argue that this has to do
with the specifics of Galí and Gertler’s estimation procedure, which we are not delving into.
Loosely speaking, Rudd and Whelan’s argument is that because inflation is highly serially
correlated, small violations of the conditions needed for the estimation procedure to be valid
can generate substantial upward bias in the coefficient on Etπt+1.
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are not fixed between the times they review them, but adjust in some way.
These adjustments are assumed to give some role to past inflation, or to past
beliefs about inflation. The result is inflation inertia.

The two most prominent approaches along these lines are those of
Christiano, Eichenbaum, and Evans (2005) and Mankiw and Reis (2002).
Christiano, Eichenbaum, and Evans assume that between reviews, prices
are adjusted for past inflation. This creates a direct role for past inflation
in price behavior. But whether this reasonably captures important microe-
conomic phenomena is not clear. Mankiw and Reis return to Fischer’s as-
sumption of prices that are predetermined but not fixed. This causes past
beliefs about what inflation would be to affect price changes, and so cre-
ates behavior similar to inflation inertia. In contrast to Fischer, however,
they make assumptions that imply that some intervals between reviews of
prices are quite long, which has important quantitative implications. Again,
however, the strength of the microeconomic case for the realism of their
key assumption is not clear.

The Christiano, Eichenbaum, and Evans Model: The New
Keynesian Phillips Curve with Indexation

Christiano, Eichenbaum, and Evans begin with Calvo’s assumption that op-
portunities for firms to review their prices follow a Poisson process. As in
the basic Calvo model of Section 7.4, let α denote the fraction of firms that
review their prices in a given period. Where Christiano, Eichenbaum, and
Evans depart from Calvo is in their assumption about what happens between
reviews. Rather than assuming that prices are fixed, they assume they are
indexed to the previous period’s inflation rate. This assumption captures the
fact that even in the absence of a full-fledged reconsideration of their prices,
firms can account for the overall inflationary environment. The assumption
that the indexing is to lagged rather than current inflation reflects the fact
that firms do not continually obtain and use all available information.

Our analysis of the model is similar to the analysis of the Calvo model in
Section 7.4. Since the firms that review their prices in a given period are
chosen at random, the average (log) price in period t of the firms that do
not review their prices is pt−1 + π t−1. The average price in t is therefore

pt = (1 − α)(pt−1 + πt−1) + αxt , (7.68)

where xt is the price set by firms that review their prices. Equation (7.68)
implies

xt − pt = xt − [(1 − α)(pt−1 + πt−1) + αxt ]

= (1 − α)xt − (1 − α)(pt−1 + πt−1)
(7.69)= (1 − α)(xt − pt) − (1 − α)(pt−1 + πt−1 − pt)

= (1 − α)(xt − pt) + (1 − α)(πt − πt−1).



Romer-3931312--That book January 22, 2018 14:1 343

7.7 Models of Staggered Price Adjustment with Inflation Inertia 343

Thus,

xt − pt = 1 − α

α
(πt − πt−1). (7.70)

Equation (7.70) shows that to find the dynamics of inflation, we need
to find xt − pt . That is, we need to determine how firms that review their
prices set their relative prices in period t. As in the Calvo model, a firm wants
to set its price to minimize the expected discounted sum of the squared
differences between its optimal and actual prices during the period before
it is next able to review its price. Suppose a firm sets a price of xt in period
t and that it does not have an opportunity to review its price before period
t + j . Then, because of the lagged indexation, its price in t + j (for j ≥ 1) is

xt + ∑ j−1
τ=0 πt+τ . The profit-maximizing price in t + j is pt+ j + φyt+ j , which

equals pt + ∑ j
τ=1 πt+τ + φyt+ j . Thus the difference between the profit-

maximizing and actual prices in t + j , which we will denote e t,t+ j , is

e t,t+ j = (pt − xt) + (πt+ j − πt) + φyt+ j . (7.71)

Note that (7.71) holds for all j ≥ 0. The discount factor is β , and the probabil-
ity of nonadjustment each period is 1−α. Thus, similarly to equation (7.56)
in the Calvo model without indexation, the firm sets

xt − pt = [1 − β(1 − α)]

∞∑
j=0

β j (1 − α) j [(Etπ t+ j − πt) + φEt yt+ j ]. (7.72)

As in the derivation of the new Keynesian Phillips curve, it is helpful to
rewrite this expression in terms of period-t variables and the expectation of
xt+1 − pt+1. Equation (7.72) implies

xt+1 − pt+1

(7.73)

= [1 − β(1 − α)]

∞∑
j=0

β j (1 − α) j [(Et+1π t+1+ j − π t+1) + φEt+1yt+1+ j ].

Rewriting the π t+1 term as πt + (π t+1 − πt) and taking expectations as of t
(and using the law of iterated projections) gives us

Et [xt+1−pt+1] = −Et [πt+1− πt ]
(7.74)

+ [1 − β(1 − α)]

∞∑
j=0

β j (1−α) j [(Etπt+1+ j − πt) + φEt yt+1+ j ].

We can therefore rewrite (7.72) as

xt−pt = [1−β(1−α)]φyt + β(1−α){Et [xt+1−pt+1] + Et [πt+1−πt ]}. (7.75)

The final step is to apply equation (7.70) to both periods t and t +1: xt −
pt = [(1 − α)/α](πt − πt−1), Et [xt+1 − pt+1] = [(1 − α)/α](Et [πt+1] − πt).
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Substituting these expressions into (7.75) and performing straightforward
algebra yields

πt = 1

1 + β
π t−1 + β

1 + β
Etπ t+1 + 1

1 + β

α

1 − α
[1 − β(1 − α)]φyt

(7.76)

≡ 1

1 + β
π t−1 + β

1 + β
Etπ t+1 + χyt.

Equation (7.76) is the new Keynesian Phillips curve with indexation. It re-
sembles the new Keynesian Phillips curve except that instead of a weight
of β on expected future inflation and no role for past inflation, there is a
weight of β/(1 + β) on expected future inflation and a weight of 1/(1 + β)
on lagged inflation. If β is close to 1, the weights are both close to one-half.
An obvious generalization of (7.76) is

πt = γπ t−1 + (1 − γ )Etπ t+1 + χyt , 0 ≤ γ ≤ 1. (7.77)

Equation (7.77) allows for any mix of weights on the two inflation terms.
Because they imply that past inflation has a direct impact on current in-

flation, and thus that there is inflation inertia, expressions like (7.76) and
(7.77) often appear in modern dynamic stochastic general-equilibrium mod-
els with nominal rigidity.

The Model’s Implications for the Costs of Disinflation

The fact that equation (7.76) (or [7.77]) implies inflation inertia does not
mean that the model can account for the apparent output costs of disin-
flation. To see this, consider the case of β = 1, so that (7.76) becomes
πt = (π t−1/2) + (Et [π t+1]/2) + χyt . Now suppose that there is a perfectly
anticipated, gradual disinflation that occurs at a uniform rate: πt = π0 for
t ≤ 0; πt = 0 for t ≥ T ; and πt = [(T − t)/T ]π0 for 0 < t < T . Because the
disinflation proceeds linearly and is anticipated, πt equals the average of
π t−1 and Et [π t+1] in all periods except t = 0 and t = T . In period 0, π0 ex-
ceeds (π t−1 + Et [π t+1] )/2, and in period T , it is less than (π t−1 + Et [π t+1] )/2
by the same amount. Thus the disinflation is associated with above-normal
output when it starts and an equal amount of below-normal output when
it ends, and no departure of output from normal in between. That is, the
model implies no systematic output cost of an anticipated disinflation.

One possible solution to this difficulty is to reintroduce the assumption
that β is less than 1. This results in more weight on π t−1 and less on Et [π t+1],
and so creates output costs of disinflation. For reasonable values of β , how-
ever, this effect is small.

A second potential solution is to appeal to the generalization in equa-
tion (7.77) and to suppose that γ > (1 − γ ). But since (7.77) is not derived



Romer-3931312--That book January 22, 2018 14:1 345

7.7 Models of Staggered Price Adjustment with Inflation Inertia 345

from microeconomic foundations, this comes at the cost of abandoning the
initial goal of grounding our understanding of inflation dynamics in micro-
economic behavior.

The final candidate solution is to argue that the prediction of no sys-
tematic output costs of an anticipated disinflation is reasonable. Recall that
Ball’s finding is that disinflations are generally associated with below-normal
output. But recall also that the fact that disinflations are typically less than
fully anticipated means that the output costs of actual disinflations tend to
overstate the costs of perfectly anticipated disinflations. Perhaps the bias is
sufficiently large that the average cost of an anticipated disinflation is zero.
In the absence of affirmative evidence for this position, however, this is far
from a compelling defense of the model.

The bottom line is that adding indexation to Calvo pricing introduces
some inflation inertia. But whether that inertia is enough to explain actual
inflation dynamics is not clear.

The other important limitation of the model is that its key microeco-
nomic assumption appears unrealistic we do not observe actual prices ris-
ing mechanically with lagged inflation. At the same time, however, it could
be that price-setters behave in ways that cause their average prices to rise
roughly with lagged inflation between the times that they seriously rethink
their pricing policies in light of macroeconomic conditions, and that this av-
erage adjustment is masked by the fact that individual nominal prices are
not continually adjusted. Again, however, without microeconomic evidence
supporting this view of how price-setters behave, this is a tenuous founda-
tion for the theory.

The Mankiw Reis Model

Mankiw and Reis take a different approach to obtaining inflation inertia. Like
Christiano, Eichenbaum, and Evans, they assume some adjustment of prices
between the times that firms review their pricing policies. Their assumption,
however, is that each time a firm reviews its price, it sets a path that the
price will follow until the next review. That is, they reintroduce the idea
from the Fischer model that prices are predetermined but not fixed.

Recall that a key result from our analysis in Section 7.2 is that with prede-
termined prices, a monetary shock ceases to have real effects once all price-
setters have had an opportunity to respond. This is often taken to imply
that predetermined prices cannot explain persistent real effects of mone-
tary shocks. But recall also that when real rigidity is high, firms that do not
change their prices have a disproportionate impact on the behavior of the
aggregate economy. This raises the possibility that a small number of firms
that are slow to change their price paths can cause monetary shocks to have
important long-lasting effects with predetermined prices. This is the central
idea of Mankiw and Reis’s model (see also Devereux and Yetman, 2003).
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Although the mechanics of the Mankiw Reis model involve predeter-
mined prices, their argument for predetermination differs from Fischer’s.
Fischer motivates his analysis in terms of labor contracts that specify a dif-
ferent wage for each period of the contract; prices are then determined as
markups over wages. But such contracts do not appear sufficiently wide-
spread to be a plausible source of substantial aggregate nominal rigidity.
Mankiw and Reis appeal instead to what they call ‘‘sticky information.’’ It
is costly for price-setters to obtain and process information. Mankiw and
Reis argue that as a result, they may choose not to continually update their
prices, but to periodically choose a path for their prices that they follow
until they next gather information and adjust their path.

Specifically, Mankiw and Reis begin with a model of predetermined prices
like that of Section 7.2. Opportunities to adopt new price paths do not arise
deterministically, as in the Fischer model, however. Instead, as in the Calvo
and Christiano Eichenbaum Evans models, they follow a Poisson process.
Paralleling those models, each period a fraction α of firms adopt a new price
path (where 0 < α ≤ 1). And again yt = mt − pt and p∗

t = pt + φyt .
Our analysis of the Fischer model provides a strong indication of what the

solution of the model will look like. Because a firm can set a different price
for each period, the price it sets for a given period, period t, will depend
only on information about yt and pt . It follows that the aggregate price level,
pt (and hence yt), will depend only on information about mt ; information
about m in other periods will affect yt and pt only to the extent it conveys
information about mt . Further, if the value of mt were known arbitrarily far
in advance, all firms would set their prices for t equal to mt , and so yt would
be zero. Thus, departures of yt from zero will come only from information
about mt revealed after some firms have set their prices for period t. And
given the log-linear structure of the model, its solution will be log-linear.

Consider information about mt that arrives in period t − i (i ≥ 0); that is,
consider Et−i mt − Et−(i+1)mt . If we let ai denote the fraction of Et−i mt −
Et−(i+1)mt that is passed into the aggregate price level, then the information
about mt that arrives in period t − i raises pt by ai (Et−i mt − Et−(i+1)mt) and
raises yt by (1 − ai )(Et−i mt − Et−(i+1)mt). That is, yt will be given by an ex-
pression of the form

yt =
∞∑

i=0

(1 − ai )(Et−i mt − Et−(i+1)mt). (7.78)

To solve the model, we need to find the ai ’s. To do this, let χi denote the
fraction of firms that have an opportunity to change their price for period
t in response to information about mt that arrives in period t − i (that is,
in response to Et−i mt − Et−(i+1)mt). A firm does not have an opportunity to
change its price for period t in response to this information if it does not have
an opportunity to set a new price path in any of periods t−i , t−(i −1), . . . , t.
The probability of this occurring is (1 − α)i+1. Thus,

χi = 1 − (1 − α)i+1. (7.79)
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Because firms can set a different price for each period, the firms that
adjust their prices are able to respond freely to the new information. We
know that p∗

t = (1−φ)pt +φmt and that the change in pt in response to the
new information is ai (Et−i mt − Et−(i+1)mt). Thus, the firms that are able to
respond raise their prices for period t by (1 − φ)ai (Et−i mt − Et−(i+1)mt) +
φ (Et−i mt − Et−(i+1)mt), or [(1−φ )ai +φ ](Et−i mt − Et−(i+1)mt). Since fraction
χi of firms are able to adjust their prices and the remaining firms cannot
respond at all, the overall price level responds by χi [(1−φ)a i +φ](Et−i mt −
Et−(i+1)mt). Thus ai must satisfy

χi [(1 − φ)ai + φ] = ai . (7.80)

Solving for ai yields

ai = φχi

1 − (1 − φ)χi
(7.81)

= φ[1 − (1 − α)i+1]

1 − (1 − φ)[1 − (1 − α)i+1]
,

where the second line uses (7.79) to substitute for χi . Equation (7.78) with
these values of the ai ’s describes the behavior of y. Finally, since pt+yt = mt ,
we can write pt as

pt = mt − yt. (7.82)

Implications

To understand the implications of the Mankiw Reis model, it is helpful to
start by examining the effects of a shift in the level of aggregate demand
(as opposed to its growth rate).16 Specifically, consider an unexpected, one-
time, permanent increase in m in period t of amount �m. The increase raises
Etm t+ i − Et−1mt + i by �m for all i ≥ 0. Thus pt+i rises by ai �m and yt+ i

rises by (1 − ai )�m.
Equation (7.80) implies that the ai ’s are increasing in i and gradually

approach 1. Thus the permanent increase in aggregate demand leads to a
rise in output that gradually disappears, and to a gradual rise in the price
level. If the degree of real rigidity is high, the output effects can be quite
persistent even if price adjustment is frequent. Mankiw and Reis assume
that a period corresponds to a quarter, and consider the case of α = 0.25 and
φ = 0.1. These assumptions imply price adjustment on average every four
periods and substantial real rigidity. For this case, a8 = 0.55. Even though by
period 8 firms have been able to adjust their price paths twice on average
since the shock, there is a small fraction 7.5 percent that have not been
able to adjust at all. Because of the high degree of real rigidity, the result

16 The reason for not considering this experiment for the Christiano--Eichenbaum--Evans
model is that the model’s implications concerning such a shift are complicated. See
Problem 7.9.
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is that the price level has only adjusted slightly more than halfway to its
long-run level.

Another implication concerns the time pattern of the response. Straight-
forward differentiation of (7.81) shows that if φ < 1, then d 2ai /dχ2

i > 0. That
is, when there is real rigidity, the impact of a given change in the number of
additional firms adjusting their prices is greater when more other firms are
adjusting. Thus there are two competing effects on how the ai ’s vary with i .
The fact that d 2ai /dχ2

i > 0 tends to make the ai ’s rise more rapidly as i rises,
but the fact that fewer additional firms are getting their first opportunity
to respond to the shock as i increases tends to make them rise less rapidly.
For the parameter values that Mankiw and Reis consider, the ai ’s rise first
at an increasing rate and then at a decreasing one, with the greatest rate of
increase occurring after about eight periods. That is, the peak effect of the
demand expansion on inflation occurs with a lag.17

Now consider a disinflation. For concreteness, we start with the case of an
immediate, unanticipated disinflation. In particular, assume that until date
0 all firms expect m to follow the path mt = gt (where g > 0), but that the
central bank stabilizes m at 0 starting at date 0. Thus mt = 0 for t ≥ 0.

Because of the policy change, E0mt − E−1mt = −gt for all t ≥ 0. This
expression is always negative that is, the actual money supply is always be-
low what was expected by the firms that set their price paths before date 0.
Since the ai ’s are always between 0 and 1, it follows that the disinflation
lowers output. Specifically, equations (7.78) and (7.81) imply that the path
of y is given by

yt = (1 − a t)(−gt)
(7.83)

= − (1 − α)t+1

1 − (1 − φ)[1 − (1 − α)t+1]
gt for t ≥ 0.

The (1 − at)’s are falling over time, while gt is rising. Initially the linear
growth of the gt term dominates, and so the output effect increases. Even-
tually, however, the fall in the (1 − at)’s dominates, and so the output ef-
fect decreases, and asymptotically it approaches zero. Thus the switch to a
lower growth rate of aggregate demand produces a recession whose trough
is reached with a lag. For the parameter values described above, the trough
occurs after seven quarters.

For the first few periods after the policy shift, most firms still follow
their old price paths. Moreover, the firms that are able to adjust do not
change their prices for the first few periods very much, both because m is
not yet far below its old path and because (if φ < 1) they do not want to
deviate far from the prices charged by others. Thus initially inflation falls

17 This is easier to see in a continuous-time version of the model (see Problem 7.11). In
this case, equation (7.81) becomes a(i ) = φ(1 − e −α i )/[1 − (1 − φ)(1 − e −α i )]. The sign of a ′(i )
is determined by the sign of (1 − φ)e −α i − φ. For Mankiw and Reis’s parameter values, this is
positive until i � 8.8 and then negative.
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little. As time passes, however, these forces all act to create greater price
adjustment, and so inflation falls. In the long run, output returns to normal
and inflation equals the new growth rate of aggregate demand, which is zero.
Thus, consistent with what we appear to observe, a shift to a disinflationary
policy first produces a recession, and then a fall in inflation.

The polar extreme from a completely anticipated disinflation is one that
is anticipated arbitrarily far in advance. The model immediately implies that
such a disinflation is not associated with any departure of output from nor-
mal. If all firms know the value of mt for some period t when they set their
prices, then, regardless of what they expect about m in any other period,
they set pt = mt , and so we have yt = 0.

For any disinflation, either instantaneous or gradual, that is not fully antic-
ipated, there are output costs. The reason is simple: any disinflation involves
a fall of aggregate demand below its prior path. Thus for sufficiently large
values of τ, mt is less than Et−τmt , and so the prices for period t that are
set in period t − τ are above mt . As a result, the average value of prices, pt ,
exceeds mt , and thus yt (which equals mt − pt) is negative. Finally, recall
that the ai ’s are increasing in i . Thus the further in advance a change in
aggregate demand is anticipated, the smaller are its real effects.

At the same time, the model is not without difficulties. As with the
Christiano Eichenbaum Evans model, its assumptions about price-setting
do not match what we observe at the microeconomic level: many prices
and wages are fixed for extended periods, and there is little evidence that
many price-setters or wage-setters set price or wage paths of the sort that
are central to the model. And some phenomena, such as the findings of
Ball, Mankiw, and D. Romer (1988) and Kiley (2000) that aggregate demand
disturbances appear to have smaller and less persistent real effects in higher-
inflation economies, seem hard to explain without fixed prices. It is possible
that to fully capture the major features of fluctuations, our microeconomic
model will need to incorporate important elements both of adjustments
between formal reviews, as in the models of this section, and of fixed prices.

Another limitation of the Christiano Eichenbaum Evans and Mankiw
Reis models, like all models of pure time-dependence, is that the assumption
of an exogenous and unchanging frequency of changes in firms’ pricing
plans is clearly too strong. The frequency of adjustment is surely the re-
sult of some type of optimizing calculation, not an exogenous parameter.
Perhaps more importantly, it could change in response to policy changes,
and this in turn could alter the effects of the policy changes. That is, a suc-
cessful model may need to incorporate elements of both time-dependence
and state-dependence.

This leaves us in an unsatisfactory position. It appears that any model
of price behavior that does not include elements of both fixed prices and
mechanical price adjustments, and elements of both time-dependence and
state-dependence, will fail to capture important macroeconomic phenom-
ena. Yet the hope that a single model could incorporate all these features
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and still be tractable seems far-fetched. The search for a single workhorse
model of pricing behavior or for a small number of workhorse models
together with an understanding of when each is appropriate continues.

7.8 The Canonical New Keynesian Model

The next step in constructing a complete model of fluctuations is to in-
tegrate a model of dynamic price adjustment into a larger model of the
economy. Given the wide range of models of pricing behavior we have
seen, it is not possible to single out one approach as the obvious starting
point. Moreover, dynamic general-equilibrium models with the behavior of
inflation built up from microeconomic foundations quickly become compli-
cated. In this section, we therefore consider only an illustrative, relatively
simple general-equilibrium model.

Assumptions

The specific model we consider is the canonical three-equation new
Keynesian model of Clarida, Galí, and Gertler (2000). The price-adjustment
equation is the new Keynesian Phillips curve of Section 7.4. This treatment
of price adjustment has two main strengths. The first is its strong microe-
conomic foundations: it comes directly from an assumption of infrequent
adjustment of nominal prices. The other is its comparative simplicity: infla-
tion depends only on expected future inflation and current output, with
no role for past inflation or for more complicated dynamics. The aggregate-
demand equation of the model is the new Keynesian IS curve of Sections
6.1 and 7.1. The final equation describes monetary policy. So far in this
chapter, because our goal has been to shed light on the basic implications
of various assumptions concerning price adjustment, we have considered
only simple paths of the money supply (or aggregate demand). To build a
model that is more useful for analyzing actual macroeconomic fluctuations,
however, we need to assume that the central bank follows a rule for the
interest rate, along the lines of Section 6.4. In particular, in keeping with
the forward-looking character of the new Keynesian Phillips curve and the
new Keynesian IS curve, we assume the central bank follows a forward-
looking interest-rate rule, adjusting the interest rate in response to changes in
expected future inflation and output.

The other ingredient of the model is its shocks: it includes serially cor-
related disturbances to all three equations. This allows us to analyze distur-
bances to private aggregate demand, price-setting behavior, and monetary
policy. Finally, for convenience, all the equations are linear and the constant
terms are set to zero. Thus the variables should be interpreted as departures
from their steady-state or trend values.
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The three core equations are:

yt = Et [yt+1] − 1

θ
rt + uIS

t , θ > 0, (7.84)

πt = βEt [πt+1] + κyt + uπ
t , 0 < β < 1, κ > 0, (7.85)

rt = φπ Et [πt+1] + φyEt [yt+1] + uMP
t , φπ > 0, φy ≥ 0. (7.86)

Equation (7.84) is the new Keynesian IS curve, (7.85) is the new Keynesian
Phillips curve, and (7.86) is the forward-looking interest-rate rule. The shocks
follow independent AR-1 processes:

uIS
t = ρIS u IS

t−1 + e IS
t , −1 < ρIS < 1, (7.87)

uπ
t = ρπuπ

t−1 + eπ
t , −1 < ρπ < 1, (7.88)

uMP
t = ρMP uMP

t−1 + eMP
t , −1 < ρMP < 1, (7.89)

where e IS, eπ, and eMP are white-noise disturbances that are uncorrelated
with one another.

The model is obviously extremely stylized. To give just a few examples,
all behavior is forward-looking; the dynamics of inflation and aggregate de-
mand are very simple; and the new Keynesian Phillips curve is assumed to
describe inflation dynamics despite its poor empirical performance. None-
theless, because its core ingredients are so simple and have such appealing
microeconomic foundations, the model is a key reference point in modern
models of fluctuations. The model and variants of it are frequently used, and
it has been modified and extended in many ways.

The presence of the forward-looking elements implies that for some pa-
rameter values, the model has sunspot solutions, like those we encountered
in the model of Section 6.4. Since we discussed such solutions there and
will encounter them again in our discussion of monetary policy in a model
similar to this one in Section 12.5, here we focus only on the fundamental,
non-sunspot solution.

The Case of White-Noise Disturbances

The first step in solving the model is to express output and inflation in terms
of their expected future values and the disturbances. Applying straightfor-
ward algebra to (7.84) (7.85) gives us

yt = −φπ

θ
Et [πt+1] +

(
1 − φy

θ

)
Et [yt+1] + uIS

t − 1

θ
uMP

t , (7.90)

πt =
(

β − φπκ

θ

)
Et [πt+1] +

(
1 − φy

θ

)
κEt [yt+1] + κuIS

t + uπ
t − κ

θ
uMP

t . (7.91)
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An important and instructive special case of the model occurs when there
is no serial correlation in the disturbances (so ρIS = ρπ = ρMP = 0). In this
case, because of the absence of any backward-looking elements and any
information about the future values of the disturbances, there is no force
causing agents to expect the economy to depart from its steady state in the
future. That is, the fundamental solution has Et [yt+1] and Et [πt+1] always
equal to zero. To see this, note that with Et [yt+1] = Et [πt+1] = 0, equations
(7.86), (7.90), and (7.91) simplify to

yt = uIS
t − 1

θ
uMP

t , (7.92)

πt = κuIS
t + uπ

t − κ

θ
uMP

t , (7.93)

rt = uMP
t . (7.94)

If (7.92) (7.94) describe the behavior of output, inflation, and the real in-
terest rate, then, because we are considering the case where the u ’s are
white noise, the expectations of future output and inflation are always zero.
(7.92) (7.94) therefore represent the fundamental solution to the model in
this case.

These expressions show the effects of the various shocks. A contrac-
tionary monetary-policy shock raises the real interest rate and lowers output
and inflation. A positive shock to private aggregate demand raises output
and inflation and has no impact on the real interest rate. And an unfavorable
inflation shock raises inflation but has no other effects. These results are
largely conventional. The IS shock fails to affect the real interest rate because
monetary policy is forward-looking, and so does not respond to the increases
in current output and inflation. The fact that monetary policy is forward-
looking is also the reason the inflation shock does not spill over to the other
variables.

The key message of this case of the model, however, is that the model,
like the baseline real-business-cycle model of Chapter 5, has no internal
propagation mechanisms. Serial correlation in output, inflation, and the real
interest rate can come only from serial correlation in the driving processes.
As a result, a major goal of extensions and variations of the model such
as those we will discuss in Section 7.10 is to introduce forces that cause
one-time shocks to trigger persistent changes in the macroeconomy.

The General Case

A straightforward way to solve the model in the general case is to use the
method of undetermined coefficients. Given the model’s linear structure
and absence of backward-looking behavior, it is reasonable to guess that the
endogenous variables are linear functions of the disturbances. For output
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and inflation, we can write this as

yt = aISu
IS
t + aπuπ

t + aMPu
MP
t , (7.95)

πt = bISu
IS
t + bπuπ

t + bMPu
MP
t . (7.96)

This conjecture and the assumptions about the behavior of the disturbances
in (7.87) (7.89) determine Et [yt+1] and Et [πt+1]: Et [yt+1] equals aIS ρIS u IS

t +
aπρπuπ

t + aMP ρMPu
MP
t , and similarly for Et [πt+1]. We can then substitute

these expressions and (7.95) and (7.96) into (7.90) and (7.91). This yields:

aISu
IS
t + aπuπ

t + aMPu
MP
t = −φπ

θ

(
bISρISu

IS
t + bπρπuπ

t + bMPρMPu
MP
t

)
(7.97)

+
(

1 − φy

θ

)(
aISρISu

IS
t + aπρπuπ

t + aMPρMPu
MP
t

)+ uIS
t − 1

θ
uMP

t ,

bISu
IS
t + bπuπ

t + bMP uMP
t =

(
β − φ πκ

θ

)(
bISρISu

IS
t + bπρπuπ

t + bMPρMPu
MP
t

)
(7.98)

+
(

1 − φy

θ

)
κ
(
aISρISu

IS
t + aπρπuπ

t + aMP ρMP uMP
t

)+ κuIS
t + uπ

t − κ

θ
uMP

t .

For the equations of the model to be satisfied when output and inflation
are described by equations (7.95) and (7.96), the two sides of (7.97) must
be equal for all values of uIS

t , uπ
t , and uMP

t . That is, the coefficients on uIS
t on

the two sides must be equal, and similarly for the coefficients on uπ
t and

uMP
t . This gives us three equations one involving aIS and bIS , one involving

aπ and bπ , and one involving aMP and bMP . Equation (7.98) gives us three
more equations. Once we have found the a ’s and b ’s, equations (7.95) and
(7.96) tell us the behavior of output and inflation. We can then use (7.86)
and the expressions for Et [πt+1] and Et [yt+1] to find the behavior of the real
interest rate. Thus solving the model is just a matter of algebra.

Unfortunately, the equations determining the a ’s and b ’s are complicated,
the algebra is tedious, and the resulting solutions for the a ’s and b ’s are
complex and unintuitive. To get a sense of the model’s implications, we
will therefore assume values for the parameters and find their implications
for how the economy responds to shocks. Specifically, following Galí (2015,
Section 3.4.1.1), we interpret a time period as a quarter, and assume θ = 1,
κ = 0.172, β = 0.99, φπ = 0.5, and φy = 0.125. For each of the disturbances,
we will consider both the case of no serial correlation and a serial correlation
coefficient of 0.5 to see how serial correlation affects the behavior of the
economy.

Consider first a monetary-policy shock. With ρMP = 0, our parameter val-
ues and equations (7.92) (7.94) imply that yt = −uMP

t , πt = −0.17uMP
t , and

rt = uMP
t . With ρMP = 0.5, they imply that yt = −1.54uMP

t , πt = −0.53uMP
t ,
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and rt = 0.77uMP
t . Intuitively, the fact that output and inflation will be be-

low normal in later periods mutes the rise in the real interest rate. But
because of the fall in future output, a larger fall in current output is needed
for households to satisfy their Euler equation in response to the rise in the
real rate. And both the greater fall in output and the decline in future in-
flation strengthen the response of inflation. As the economy returns to its
steady state, the real rate is above normal and output is rising, consistent
with the new Keynesian IS curve. And inflation is rising and output is below
normal, consistent with the new Keynesian Phillips curve.

Next, consider an IS shock. When ρIS = 0, our parameter values imply yt =
uIS

t , πt = 0.17uIS
t , and rt = 0. When ρIS rises to 0.5, we obtain yt = 1.54uIS

t ,
πt = 0.53uIS

t , and rt = 0.23uIS
t . Again, the impact of the shock on future out-

put magnifies the output response via the new Keynesian IS curve. In ad-
dition, the increases in future inflation strengthen the inflation response
through the new Keynesian Phillips curve. And with future output and in-
flation affected by the shock, the current real interest rate responds through
the forward-looking interest-rate rule.

Finally, consider an inflation shock. As described above, in the absence
of serial correlation, the shock is translated one-for-one into inflation and
has no effect on output or the real interest rate. With ρπ = 0.5, in contrast,
yt = −0.76uπ

t , πt = 1.72uπ
t , and rt = 0.38uπ

t . The persistence of the infla-
tion shock increases the response of current inflation (through the forward-
looking term of the new Keynesian Phillips curve) and raises the real interest
rate (through the inflation term of the forward-looking interest-rate rule).
The increase in the real rate reduces current output through the IS curve;
and this effect is magnified by the fact that the curve is forward-looking.

7.9 The Forward Guidance Puzzle

The baseline new Keynesian model has considerable appeal. It is elegant
and tractable, built up from microeconomic foundations, incorporates nom-
inal rigidity and intertemporal optimization, and can easily be related to
traditional Keynesian ideas. But those features do not ensure that it pro-
vides a useful guide to the behavior of actual economies. We have already
seen that it lacks any mechanism that causes shocks to have persistent ef-
fects, and that the implications of the new Keynesian Phillips curve for the
costs of disinflation are the opposite of conventional wisdom and of some
empirical evidence. In addition, we will see in the next chapter that the evi-
dence about consumption behavior does not support the assumption of full
intertemporal optimization underlying the new Keynesian IS curve. More
generally, the model’s strong forward-looking elements and complete ab-
sence of backward-looking components mean that it implies that the econ-
omy’s response to shocks is often immediate and strong.
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The Experiment

An experiment that shows the model’s limitations starkly is the forward guid-
ance puzzle (Carlstrom, Fuerst, and Paustian, 2015; Del Negro, Giannoni, and
Patterson, 2015). Consider an economy described by equations (7.84) (7.86)
where, for simplicity, the shocks are absent. Thus, y, π, and r are zero in all
periods. Because r and π are zero, the nominal interest rate is zero as well.
We want to consider the effects of the central bank providing forward guid-
ance about the path of the nominal interest rate. In particular, consider an
announcement by the central bank that in some future period, it will set
the nominal interest rate to −1, keeping it at 0 in all other periods. We
normalize the period when the interest rate departs from the planned path
to 0, and let −T denote the period of the announcement. We would like
to know how the economy responds to the announcement as a function
of T .18

At first glance, it may appear that the proposed policy is not feasible. One
might expect that if the central bank stimulates the economy in period 0
and makes no offsetting changes later, the economy will spiral out of control,
with higher output raising inflation, the resulting rise in inflation reducing
the real interest rate and raising output further, and so on. But although this
intuition is correct in a traditional Keynesian model with an accelerationist
Phillips curve, it does not apply to this model. As we have stressed, the
model is completely forward-looking. It follows that after period 0, when the
nominal interest rate is back at zero and there are no shocks, the economy
is in long-run equilibrium with y = π = r = 0 in all periods. Thus we only
need to find the behavior of the economy from period −T to period 0.

To see how the economy behaves, start with period 0. The new Keynesian
IS curve, (7.84), simplifies to y0 = −r0/θ . Inflation after period 0 is zero, so
r0 = i0, and by the assumption of our experiment, i0 = −1. Thus, y0 = 1/θ .
And the new Keynesian Phillips curve, (7.85), simplifies to π0 = κy0 = κ/θ .

We can then solve the model backward in time. The new Keynesian IS
curve implies y−1 = y0 − (r−1/θ ). Since the nominal interest rate is zero in

period −1, r−1 = − π0, and so y−1 = y0 − (−π0/θ ) = (1/θ )+ (κ/θ2). The new

Keynesian Phillips curve then implies π−1 = β(κ/θ )+κ [(1/θ )+ (κ/θ2)]. And
so on. Notice that the output and inflation effects in the period before the
departure from the interest-rate path are larger than the effects in the period
of the departure.

18 Recall that we have dropped the constant terms from the equations of the model for
simplicity. Thus the policy should be thought of as setting the nominal interest rate 1 per-
centage point below its usual level for one period, not as setting a negative nominal rate for
one period. More generally, rather than assuming the economy is in a steady state and shocks
are absent, one can think of the experiment as setting the nominal interest rate 1 percentage
point below what it would otherwise be for one period, leaving its value in all other periods
the same as it would otherwise be.
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Explicitly solving for the full paths of inflation and output is easier if we
use the continuous-time version of the new Keynesian model proposed by
Werning (2012) to model the economy before period 0. Indeed, Werning’s
approach is useful in many settings. In continuous time (and in the ab-
sence of shocks), the new Keynesian IS and new Keynesian Phillips curves
become

y(t) = 1

θ
[i (t) − π (t)], (7.99)

π (t) = ρπ (t) − κy(t), (7.100)

where ρ is households’ discount rate. Equation (7.99) is the continuous-time
counterpart of (7.84); it is also a close relative of households’ Euler equation
in the Ramsey model, (2.22). In addition to switching to continuous time,
we have dropped the shock term from (7.84) and replaced the real inter-
est rate with the difference between the nominal rate and inflation. And
expression (7.100) is the continuous-time counterpart of (7.85) (again with-
out the shock term). To see this, note that without shocks, (7.86) implies
πt+1 − πt = [(1 − β)/β]πt − (κ/β)yt .

Forward Guidance about the Real Interest Rate

Consider first what happens if the central bank’s departure from its usual
behavior is that it sets the real interest rate at its usual value of 0 at all times
other than period 0, and sets it to −1 in period 0. Then the continuous-time
new Keynesian IS curve, (7.99), immediately implies that y is constant from
time −T to time 0. Since y0 = 1/θ , it follows that yt = 1/θ from −T to

0.19 Intuitively, consider our usual new Keynesian IS curve (with white-
noise disturbances for simplicity), and iterate it forward:

yt = −1

θ
rt + Et [yt+1] + uIS

t

= −1

θ
rt − 1

θ
Et [rt+1] + Et [yt+2] + uIS

t

= · · · (7.101)

= −1

θ
(rt + Et [rt+1] + · · · + Et [rt+N ] ) + Et [yt+N+1] + uIS

t .

19 Recall that we are only using the continuous-time approximation before time 0; we use
our earlier discrete-time analysis of period 0. If we tried to use continuous-time throughout,
the deviation from the central bank’s usual behavior in period 0 would be of infinitesimal
length, and so would have only an infinitesimal impact.
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Equation (7.101) shows that the new Keynesian IS curve implies that
the impact of a change in the real interest rate in the future on output
today is the same regardless of how far in the future the change occurs. In
our example of a one-time reduction in the real interest rate in some future
period, the response of output today is independent of how far in the future
the reduction occurs. Hence the cumulative effect on output is proportional
to how far in advance the reduction is announced.

To see the intuition for these results, note first that the economy will
be in long-run equilibrium after period 0. Then note that household opti-
mization, as shown by the Euler equation, implies that consumption (and
hence output) must fall from period 0 to period 1 by an amount determined
by the real interest rate in period 0. The Euler equation also implies that,
since the real interest rate is zero from the time of the announcement until
the interest-rate reduction and there is no news after the announcement,
consumption must be constant from the time of the announcement until
period 0. It follows that output jumps at the time of the announcement by
an amount that does not depend on how far in the future the interest-rate
reduction will occur, and then stays at that level until after the interest-rate
reduction.

With yt = 1/θ for −T ≤ t ≤ 0, the continuous-time new Keynesian Phillips
curve, (7.100), becomes π (t) = ρπ (t) − (κ/θ ) over this interval of time. The
terminal condition is π (0) = κ/θ . The solution to this differential equation is

π (t) = 1 − eρt

ρ

κ

θ
+ eρt κ

θ
, −T ≤ t ≤ 0 (7.102)

(see, for example, Simon and Blume, 1994, Chapter 24, or the mathemat-
ical software program Wolfram Mathematica). One implication is that the
impact on inflation at the moment of the announcement is given by this
expression with t = −T .

Expression (7.102) shows that the impact of the announcement of the
future interest-rate reduction on inflation is larger when the delay between
the announcement and the implementation of the reduction is longer. The
intuition comes from the previous result that the cumulative output effect
is larger the further in the future the reduction occurs, and the fact that
the new Keynesian Phillips curve implies that inflation depends on the
discounted sum of future deviations of output from its flexible-price level
(see [7.67]).

The dashed line in Figure 7.4 shows the response of inflation as a func-
tion of how far in advance it is announced for our usual parameter values of
ρ = 0.01, θ = 1, and κ = 0.172 (with time measured in quarters). Equation
(7.102) implies that for small values of T , the effect of the announcement
on inflation is approximately (1 − T )κ/θ . Thus for small values of T , the
effect rises roughly linearly with how far in advance it is announced (re-
call that T is negative). And (7.102) implies that as T approaches −∞, the
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FIGURE 7.4 The effect of an announcement of an interest-rate reduction of
1 percentage point for 1 quarter on inflation

inflation impact of the announcement approaches κ/(ρθ ). With ρ = 0.01,
the inflation impact of an announcement that there will be a one-time
interest-rate reduction arbitrarily far in the future is therefore a hundred
times larger than the impact of the same reduction today. And the implied
impact of a reduction of 1 percentage point for 1 quarter in the far-off future
is enormous inflation rises by 17 percentage points.

Forward Guidance about the Real Interest Rate

Now return to our focal experiment of an announcement of a one-time
departure of the nominal interest rate from its usual path. In this case, the
system is described by (7.99) (7.100) with terminal conditions y0 = 1/θ

and π0 = κ/θ . Although the ingredients of the model are straightforward,
the solution to the system is complicated:

π (t) = κ

2θγ
eρt/2

[(
ρ

2
+ γ − 1

)
eγ t +

(
γ + 1 − ρ

2

)
e−γ t

]
, (7.103)

y(t) = −1

2θγ
eρt/2

[(
ρ

2
+ κ

θ
− γ

)
eγ t −

(
ρ

2
+ γ + κ

θ

)
e−γ t

]
, (7.104)

where γ ≡ [(ρ2/4) + (κ/θ )]1/2 (again, see Simon and Blume, 1994, Chapters
24 25, or Wolfram Mathematica). The implications for inflation with our
usual parameter values are shown by the solid line in Figure 7.4. In this
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case, the impact of the announcement can be even more enormous than in
the previous case. If the reduction will occur 2 years in the future, inflation
increases immediately by 7.7 percentage points. If the delay is 4 years, the
impact is astonishing: inflation jumps by more than 200 percentage points.
Intuitively, with the nominal rate at its usual level between the announce-
ment and the interest-rate reduction, the rise in inflation feeds back to the
real rate, and hence to output. This further magnifies the inflation effect,
and so on. For the parameter values we are considering, which are quite
conventional, those feedback effects are extremely powerful.

Discussion

Because all models are simplifications, any model will have some dimensions
along which it makes predictions that are clearly wrong. In light of this
basic fact, should we be concerned about the absurdity of the baseline new
Keynesian model’s predictions about the effects of forward guidance?

There are two reasons that the model’s failure on this issue appears to
be more concerning than a generic finding that any model has some im-
plausible implications. First, the predictions about the effects of forward
guidance do not arise from minor auxiliary assumptions (for example, the
suppression of the constant terms or the assumption that the shocks to the
three equations are uncorrelated). Rather, they stem from the core ingredi-
ents of the model: the intertemporal optimization in the new Keynesian IS
curve and the forward-looking price-setting in the new Keynesian Phillips
curve. Second, the predictions concern an experiment that falls squarely in
the realm of issues that the model is intended to help us understand. The
model is intended to shed light on the behavior of output and inflation,
and their responses to monetary policy, at horizons over which short-run
macroeconomic fluctuations occur. Thus, although the realism of its impli-
cations about how the economy responds to news about monetary policy,
say, a century in the future, is not of great concern, the realism of its impli-
cations about the effects of news about monetary policy a few years in the
future is.

At the same time, the forward guidance puzzle clearly leverages the mod-
el’s most important weaknesses, notably the complete intertemporal opti-
mization in demand and the completely forward-looking nature of both
demand and price-setting. Thus, even though the forward guidance experi-
ment is important, the model’s failure to generate sensible predictions about
its effects does not imply that there are not other developments we are in-
terested in that it is useful for analyzing.20

20 For more on the forward guidance puzzle, see Haberis, Harrison, and Waldron (2014);
Del Negro, Giannoni, and Patterson (2015); Kiley (2016); and McKay, Nakamura, and Steinsson
(2016).
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7.10 Other Elements of Modern New
Keynesian DSGE Models of Fluctuations

Two themes should come through from the preceding discussion. First, the
baseline new Keynesian model has many appealing features. But second, its
core elements have implications for some of the central issues we would
like to use the model to understand that are grossly unrealistic; as a result,
the model is often not a reasonable starting point for analyzing substantive
questions. Thus an important issue is how to extend or modify the model
to make it more useful.

A large and active literature is therefore engaged in constructing and es-
timating more sophisticated quantitative DSGE models that, at their core,
have important resemblances to the model of Section 7.8. The models do
not lend themselves to analytic solutions or to transparency. But they are
in widespread use not just in academia, but in central banks and other pol-
icymaking institutions. This section briefly discusses some of the most im-
portant modifications and extensions of the baseline model. Many of them
come from the models of Christiano, Eichenbaum, and Evans (2005), Erceg,
Henderson, and Levin (2000), and Smets and Wouters (2003).

Aggregate Supply

The canonical new Keynesian model uses the new Keynesian Phillips curve
to model the behavior of inflation. Richer models often extend this in two
ways. First, recall that the evidence in favor of the distinctive predictions
of the new Keynesian Phillips curve notably its implication that an antici-
pated disinflation is associated with an output boom is weak. Thus modern
models often introduce inflation inertia. Because of its tractability, the usual
approach is to posit a relationship along the lines suggested by the new Key-
nesian Phillips curve with indexation. Typically, the coefficients on lagged
and expected future inflation are not constrained to equal 1/(1 + β) and
β/(1 + β), as in equation (7.76), but follow the more general set of possibil-
ities allowed by equation (7.77).

Second, to better capture the behavior of prices and wages, the models
often assume incomplete adjustment not just of goods prices, but also of
wages. The most common approach is to assume Calvo wage adjustment
(with an adjustment frequency potentially different from that for price
changes). Under appropriate assumptions, the result is a new Keynesian
Phillips curve for wage inflation:

πw
t = βEt

[
πw

t+1

] + κwyt , (7.105)
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where π w is wage inflation. A natural alternative, paralleling the treatment
of prices, is to assume indexation to lagged wage inflation between ad-
justments, leading to an equation for wage inflation analogous to the new
Keynesian Phillips curve with indexation.

Aggregate Demand

There are two major limitations of the new Keynesian IS curve. First, and
most obviously, it leaves out investment, government purchases, and net
exports. Virtually every model intended for practical use includes invest-
ment modeled as arising from the decisions of profit-maximizing firms. Gov-
ernment purchases are almost always included as well; they are generally
modeled as exogenous. And there are numerous open-economy extensions.
Examples include Obstfeld and Rogoff (2002); Corsetti and Pesenti (2005);
Benigno and Benigno (2006); and Galí (2015, Chapter 8).

Second, because it is purely forward-looking, the new Keynesian IS curve
tends to imply large and rapid responses to shocks even when it is extended
to include other components of output. To better match the data, the mod-
els therefore generally include ingredients that slow adjustment. With re-
gard to consumption, the most common approach is to assume habit forma-
tion. That is, a consumer’s utility is assumed to depend not just on the level
of consumption, but also on its level relative to some reference amount, such
as the consumer’s or others’ past consumption. Under appropriate assump-
tions, this slows the response of consumption to shocks. On the investment
side, the most common way of slowing responses is to assume directly that
there are costs of adjusting investment.

We will see in Chapter 8 that households’ current income appears to have
an important effect on their consumption, and we will see in Chapter 10
that firms’ current cash flow may be important to their investment deci-
sions. The new Keynesian IS curve, with or without the various modifica-
tions we have discussed, does not allow for these possibilities. To let current
income affect the demand for goods, the most common approach is to as-
sume that some fraction of consumption is determined by rule-of-thumb
or liquidity-constrained households that devote all their current income
to consumption.21 This assumption can magnify the economy’s responses
to various disturbances and can introduce a role for shocks that shift the
timing of income, which would otherwise not affect behavior.

21 The models generally do not give current cash flow a role in investment. For some
purposes, the assumption of rule-of-thumb consumers has similar implications, making it un-
necessary to add this complication. In addition, some models that include credit-market im-
perfections, along the lines of the ones we will discuss in a moment, naturally imply an impact
of cash flow on investment.
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Credit-Market Imperfections

The crisis of 2008 2009 made it clear that non-Walrasian features of credit
markets have important macroeconomic consequences. Disruptions in credit
markets can cause large swings in economic activity, and credit-market im-
perfections can have large effects on how other shocks affect the macro-
economy. As a result, introducing credit-market imperfections into new
Keynesian DSGE models is an active area of research.

Three recent efforts in this area are those by Christiano, Motto, and
Rostagno (2010), Gertler and Karadi (2011), and Cúrdia and Woodford
(2015). In all three models, there is a financial sector that intermediates be-
tween saving and investment. Cúrdia and Woodford’s model is conceptually
the simplest. They assume a costly intermediation technology. The spread
between borrowing and lending rates changes because of changes both in
the marginal cost of intermediation and in intermediaries’ markups. These
fluctuations have an endogenous component, with changes in the quantity
of intermediation changing its marginal cost, and an exogenous component,
with shocks to both the intermediation technology and markups.

In Gertler and Karadi’s model, the spread arises from constraints on the
size of the intermediation sector. Intermediaries have limited capital. Be-
cause high leverage would create harmful incentives, the limited capital
restricts intermediaries’ ability to attract funds from savers. The result is
that they effectively earn rents on their capital, charging more to borrowers
than they pay to savers. Again, the spread moves both endogenously and
exogenously. Various types of shocks affect intermediaries’ capital, and so
change their ability to attract funds and the spread. And shocks to the value
of their capital directly affect their ability to attract funds, and so again af-
fect the spread. Both endogenous and exogenous movements in the spread
are propagated to the remainder of the economy.

Christiano, Motto, and Rostagno, building on their earlier work
(Christiano, Motto, and Rostagno, 2003), focus on frictions in the relation-
ship between intermediaries and borrowers. The limited capital of borrow-
ers and the riskiness of their investments affect their ability to borrow and
the interest rates they must pay. As a result, borrowing rates and the quan-
tity of borrowing move endogenously in response to various types of dis-
turbances. In addition, Christiano, Motto, and Rostagno assume that loan
contracts are written in nominal terms (along the lines we discussed in
Section 6.9), so that any disturbance that affects the price level affects bor-
rowers’ real indebtedness, which in turn affects the rest of the economy.
And, as in the other models, there are exogenous disturbances to the fac-
tors governing spreads. Christiano, Motto, and Rostagno consider not only
shocks to borrowers’ net worth and to the riskiness of their projects, but
also the arrival of news about the riskiness of future projects.

All three papers represent early efforts to incorporate financial-market
imperfections and disruptions into larger models. The financial and
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macroeconomic crisis left no doubt that those imperfections and disrup-
tions are important. But the question of how to best incorporate them in
larger macroeconomic models is very much open.

Policy

The policy assumptions of more sophisticated new Keynesian DSGE models
of fluctuations depart from the simple interest-rate rule we considered in
Section 7.8 in three main ways. The first, and most straightforward, is to
consider other interest-rate rules. A seemingly infinite variety of interest-
rate rules have been considered. The rules consider gradual adjustment, re-
sponses to current values or past values of variables instead of (or in addition
to) their expected future values, responses to growth rates rather than levels
of variables, and the possible inclusion of many variables other than output
and inflation. A common strategy in this literature is to ask how some change
in the rule, such as the addition of a new variable, affects macroeconomic
outcomes, such as the variability of inflation and output.

The second, larger departure is to replace the assumption of a prespecified
policy rule with the assumption that policymakers maximize some objec-
tive function. The objective function may be specified directly; for example,
policymakers can be assumed to have a quadratic loss function over inflation
and output. Alternatively, the function may be derived from microeconomic
foundations; most commonly, policymakers’ goal is assumed to be to max-
imize the expected utility of the representative household in the model.
With this approach, it is necessary to specify a model rich enough that
inflation affects welfare. Once the objective is in place (either by assump-
tion or by derivation), policymakers’ decisions come from maximizing that
function.

A natural way to meld the approach based on interest-rate rules and the
approach based on maximization is to ask how well various simple rules
approximate optimal policy. There is a widespread view that policymakers
would be reluctant to follow a complicated rule or the prescriptions of one
particular model. Thus it is important to ask whether there are simple rules
that perform relatively well across a range of models. We will investigate
both modifications of simple interest-rate rules and the derivation of optimal
policy further in Chapter 12, where we examine monetary policy in more
depth.

The third way that recent models extend the analysis of policy is by
considering policy instruments other than the short-term interest rate. One
set of additional policy instruments are those associated with fiscal policy,
notably government purchases, transfers, and various tax rates. And models
that incorporate imperfections in credit markets naturally allow for consid-
eration of various government interventions in those markets.
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Discussion

The optimistic view of this research program is that we are well on the way
to having models of the macroeconomy that are sufficiently well grounded
in microeconomic assumptions that their parameters can be thought of as
structural (in the sense that they do not change when policies change),
and that are sufficiently realistic that they can be used to obtain welfare-
based recommendations about the conduct of policy. Advocates of this view
can point to the facts that the models are built up from microeconomic
foundations; that estimated versions of the models match some important
features of fluctuations reasonably well; that many policymakers value the
models enough to put weight on their predictions and recommendations;
that there is microeconomic evidence for many of their assumptions; and
that their sophistication is advancing rapidly.

Unfortunately, however, there are reasons to be nervous about this opti-
mistic view. To begin with, the real-time forecasting performance of the
models is dismal (Edge and Gürkaynak, 2010). Much more importantly,
while it is true that the starting point of these models is the elegant, micro-
founded baseline new Keynesian model, the models that actually come close
to matching important features of the data are far removed from that start-
ing point. Most notably, these models include assumptions that generate
inertia in decision making: inflation indexation in price adjustment, habit
formation in consumption, and adjustment costs in investment. The inclu-
sion of these features is mainly motivated not by microeconomic evidence,
but by a desire to match macroeconomic facts. For example, at the microe-
conomic level we see nominal prices that are fixed for extended periods,
not frequently adjusted to reflect recent inflation. Similarly, as we will see
in Chapter 9, standard models of investment motivated by microeconomic
evidence involve costs of adjusting the capital stock, not costs of adjusting
investment. The need to introduce these features suggests that the models
have significant gaps.

In addition, despite the models’ complications, there is a great deal they
leave out. As one example, before the crisis their treatment of credit-market
imperfections was generally minimal. As another, the versions of the models
that ground policymakers’ objective functions in welfare analysis focus on
very specific channels through which output fluctuations and inflation af-
fect welfare. But as we will discuss in Section 12.3, there are other, perhaps
more important, channels than the ones the models focus on.

The bottom line is that there is great uncertainty concerning the big pic-
ture of how research on macroeconomic fluctuations should be proceeding.
In the optimistic view, research is on basically the right track, and there is
great value in extending existing models and in analyzing new phenomena
by incorporating them into those models. In the pessimistic view, the fi-
nancial and economic crisis has put macroeconomics back into a position
similar to where it stood in the early 1970s. In each case, an unexpected
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phenomenon emerged that the existing framework was not equipped to
handle (the combination of high unemployment and high inflation in the
earlier episode, the crisis in the recent one). Then, as now, one possibility
was that the unexpected developments revealed only minor problems that
would best be addressed by straightforward modifications of the existing
framework. But another possibility and the one that in fact occurred was
that the developments uncovered deep problems that required fundamental
changes in the field.

Almost all macroeconomists agree that current mainstream models have
important strengths and weaknesses, and thus that the truth lies between
the optimistic and pessimistic views. Nonetheless, where in that range the
truth is matters for how macroeconomists should conduct their research.
The closer it is to the optimistic view, the greater the value of working
within the existing framework. The closer it is to the pessimistic one, the
greater the value of working on new issues in narrower models and of post-
poning efforts to construct integrative models until our understanding of
the component pieces is considerably greater than it is now.

Problems

7.1. The Fischer model with unbalanced price-setting. Suppose the economy is

described by the model of Section 7.2, except that instead of half of firms setting

their prices each period, fraction f set their prices in odd periods and fraction 1− f

set their prices in even periods. Thus the price level is f p1
t + (1 − f )p2

t if t is even

and (1 − f )p1
t + f p2

t if t is odd. Derive expressions analogous to (7.27) and (7.28)

for pt and yt for even and odd periods.

7.2. The instability of staggered price-setting. Suppose the economy is described

as in Problem 7.1, and assume for simplicity that m is a random walk (so mt =
mt−1 + ut , where u is white noise and has a constant variance). Assume the profits

a firm loses over two periods relative to always having pt = p∗
t is proportional to

(pi t − p∗
t )2 + (pi t+1 − p∗

t+1)
2. If f < 1/2 and φ < 1, is the expected value of this

loss larger for the firms that set their prices in odd periods or for the firms that

set their prices in even periods? In light of this, would you expect to see staggered

price-setting if φ < 1?

7.3. Synchronized price-setting. Consider the Taylor model. Suppose, however, that

every other period all the firms set their prices for that period and the next. That

is, in period t prices are set for t and t + 1; in t + 1, no prices are set; in t + 2,

prices are set for t + 2 and t + 3; and so on. As in the Taylor model, prices are both

predetermined and fixed, and firms set their prices according to (7.30). Finally,

assume that m follows a random walk.

(a) What is the representative firm’s price in period t, xt , as a function of mt ,

Etmt+1, pt , and Et pt +1?

(b) Use the fact that synchronization implies that pt and pt +1 are both equal to xt

to solve for xt in terms of mt and Etmt+1.
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(c) What are yt and yt +1? Does the central result of the Taylor model that nominal

disturbances continue to have real effects after all prices have been changed

still hold? Explain intuitively.

7.4. Consider the Taylor model with the money stock white noise rather than a random

walk; that is, mt = εt , where εt is serially uncorrelated. Solve the model using the

method of undetermined coefficients. (Hint: In the equation analogous to (7.33), is

it still reasonable to impose λ + ν = 1?)

7.5. Repeat Problem 7.4 using lag operators.

7.6. Consider the experiment described at the beginning of Section 7.4. Specifically, a

Calvo economy is initially in long-run equilibrium with all prices equal to m, which

we normalize to zero. In period 1, there is a one-time, permanent increase in m

to m1.

Let us conjecture that the behavior of the price level for t ≥ 1 is described by

an expression of the form pt = (1 − λt)m1.

(a) Explain why this conjecture is or is not reasonable.

(b) Find λ in terms of the primitive parameters of the model (α, β , and φ).

(c) How do increases in each of α, β , and φ affect λ? Explain your answers

intuitively.

7.7. State-dependent pricing with both positive and negative inflation. (Caplin

and Leahy, 1991.) Consider an economy like that of the Caplin Spulber model.

Suppose, however, that m can either rise or fall, and that firms therefore follow a

simple two-sided Ss policy: if pi − p∗
t reaches either S or −S , firm i changes pi so

that pi − p∗
t equals 0. As in the Caplin Spulber model, changes in m are continuous.

Assume for simplicity that p∗
t = m (t ). In addition, assume that pi − p∗

t is

initially distributed uniformly over some interval of width S ; that is, pt − p ∗
t is

distributed uniformly on [X,X + S ] for some X between −S and 0.

(a) Explain why, given these assumptions, pi − p∗
i continues to be distributed

uniformly over some interval of width S .

(b) Are there any values of X for which an infinitesimal increase in m of dm raises

average prices by less than dm? by more than dm? by exactly dm? Thus, what

does this model imply about the real effects of monetary shocks?

7.8. (This follows Ball, 1994a.) Consider a continuous-time version of the Taylor model,

so that p(t ) = (1/T )
∫ T

τ=0
x (t − τ )dτ , where T is the interval between each firm’s

price changes and x (t−τ ) is the price set by firms that set their prices at time t−τ .

Assume that φ = 1, so that p∗
i (t ) = m (t ); thus x(t ) = (1/T )

∫ T
τ=0Etm (t + τ )dτ .

(a) Suppose that initially m (t ) = gt (g > 0), and that Etm (t+τ ) is therefore (t+τ )g .

What are x (t ), p (t ), and y (t ) = m (t ) − p(t )?

(b) Suppose that at time 0 the government announces that it is steadily reduc-

ing money growth to zero over the next interval T of time. Thus m (t ) =
t[1 − (t/2T )]g for 0 < t < T , and m (t ) = gT/2 for t ≥ T . The change is unex-

pected, so that prices set before t = 0 are as in part (a).



Romer-3931312--That book January 22, 2018 14:1 367

Problems 367

(i) Show that if x (t ) = gT/2 for all t > 0, then p(t ) = m (t ) for all t > 0, and

thus that output is the same as it would be without the change in policy.

(ii) For 0 < t < T , are the prices that firms set more than, less than, or equal to

gT/2? What about for T ≤ t ≤ 2T ? Given this, how does output during

the period (0,2T ) compare with what it would be without the change in

policy?

7.9. Consider the new Keynesian Phillips curve with indexation, equation (7.76), un-

der the assumptions of perfect foresight and β = 1, together with our usual ag-

gregate demand equation, yt = mt − pt .

(a) Express pt+1 in terms of its lagged values and mt .

(b) Consider an anticipated, permanent, one-time increase in m : mt = 0 for t < 0,

mt = 1 for t ≥ 0. Sketch how you would find the resulting path of pt . (Hint:

Use the lag operator approach from Section 7.3.)

7.10. The new Keynesian Phillips curve with partial indexation. Consider the

analysis of the new Keynesian Phillips curve with indexation in Section 7.7.

Suppose, however, that the indexation is only partial. That is, if a firm does

not have an opportunity to review its price in period t, its price in t is the

previous period’s price plus γπt−1, 0 ≤ γ ≤ 1. Find an expression for πt in

terms of πt−1, Etπt+1, yt , and the parameters of the model. Check that your answer

simplifies to the new Keynesian Phillips curve when γ = 0 and to the new

Keynesian Phillips curve with indexation when γ = 1. (Hint: Start by showing

that [α/(1 − α)](xt − pt) = πt − γπt−1.)

7.11. Consider a continuous-time version of the Mankiw Reis model. Opportunities to

review pricing policies follow a Poisson process with arrival rate α > 0. Thus the

probability that a price path set at time t is still being followed at time t + i is

e−αi . The other assumptions of the model are the same as before.

(a) Show that the expression analogous to (7.81) is a(i ) = φ(1 − e−αi )

[1 − (1 − φ)(1 − e −αi )]
.

(b) Consider the experiment of a permanent fall in the growth rate of aggregate

demand discussed in Section 7.7. That is, until t = 0, all firms expect m (t ) = gt

(where g > 0); thereafter, they expect m (t ) = 0.

(i) Find the expression analogous to (7.83).

(ii) Find an expression for inflation, p (t ), for t ≥ 0. Is inflation ever negative

during the transition to the new steady state?

(iii) Suppose φ = 1. When does output reach its lowest level? When does

inflation reach its lowest level?

7.12. Consider the model of Section 7.8. Suppose, however, that monetary policy

responds to current inflation and output: rt = φππt + φyyt + uMP
t .

(a) For the case of white-noise disturbances, find expressions analogous to (7.92)

(7.94). What are the effects of an unfavorable inflation shock in this case?

(b) Describe how you would solve this model using the method of undetermined

coefficients (but do not actually solve it).
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This chapter and the next investigate households’ consumption choices and
firms’ investment decisions. Consumption and investment are important to
both growth and fluctuations. With regard to growth, the division of soci-
ety’s resources between consumption and various types of investment in
physical capital, human capital, and research and development is central to
standards of living in the long run. That division is determined by the in-
teraction of households’ allocation of their incomes between consumption
and saving given the rates of return and other constraints they face, and
firms’ investment demand given the interest rates and other constraints
they face. With regard to fluctuations, consumption and investment make
up the vast majority of the demand for goods. Thus to understand how such
forces as government purchases, technology, and monetary policy affect ag-
gregate output, we must understand how consumption and investment are
determined.

There are two other reasons for studying consumption and investment.
First, much of the most insightful empirical work in macroeconomics in re-
cent decades has been concerned with consumption and investment. These
two chapters therefore have an unusually intensive empirical focus. Second,
analyzing consumption and investment is essential to understanding finan-
cial markets. Households’ choices about how to save and borrow in finan-
cial markets are crucial to their consumption decisions, and how financial
markets value output in different states of the world is crucial to firms’ in-
vestment decisions. This chapter and the next examine consumption and
investment both in cases where financial markets function perfectly and
in cases where they do not. Chapter 10 then studies how those decisions
meet in financial markets and investigates a range of issues involving the
interaction of financial markets and the macroeconomy.

368
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8.1 Consumption under Certainty: The
Permanent-Income Hypothesis

Assumptions

Although we have already examined aspects of individuals’ consumption
decisions in our investigations of the Ramsey and Diamond models in
Chapter 2 and of real-business-cycle theory in Chapter 5, here we start with
a simple case. Consider an individual who lives for T periods whose lifetime
utility is

U =
T∑

t =1

u(Ct), u′(•) > 0, u′′(•) < 0, (8.1)

where u(•) is the instantaneous utility function and Ct is consumption in
period t. The individual has initial wealth of A0 and labor incomes of Y1,
Y2, . . . , YT in the T periods of his or her life; the individual takes these as
given. The individual can save or borrow at an exogenous interest rate,
subject only to the constraint that any outstanding debt be repaid at the
end of his or her life. For simplicity, this interest rate is set to 0.1 Thus the
individual’s budget constraint is

T∑
t =1

Ct ≤ A0 +
T∑

t =1

Yt. (8.2)

Behavior

Since the marginal utility of consumption is always positive, the individual
satisfies the budget constraint with equality. The Lagrangian for his or her
maximization problem is therefore

L =
T∑

t =1

u(Ct) + λ

⎛
⎝A0 +

T∑
t =1

Yt −
T∑

t =1

Ct

⎞
⎠. (8.3)

The first-order condition for Ct is

u′(Ct) = λ. (8.4)

Since (8.4) holds in every period, the marginal utility of consumption is con-
stant. And since the level of consumption uniquely determines its marginal

1 Note that we have also assumed that the individual’s discount rate is zero (see [8.1] ).
Assuming that the interest rate and the discount rate are equal but not necessarily zero
would have almost no effect on the analysis in this section and the next. And assuming that
they need not be equal would have only modest effects.
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utility, this means that consumption must be constant. Thus C1 = C2 = · · · =
CT . Substituting this fact into the budget constraint yields

Ct = 1

T

⎛
⎝A0 +

T∑
τ =1

Yτ

⎞
⎠ for all t. (8.5)

The term in parentheses is the individual’s total lifetime resources. Thus
(8.5) states that the individual divides his or her lifetime resources equally
among each period of life.

Implications

This analysis implies that the individual’s consumption in a given period
is determined not by income that period, but by income over his or her
entire lifetime. In the terminology of Friedman (1957), the right-hand side
of (8.5) is permanent income, and the difference between current and perma-
nent income is transitory income. Equation (8.5) implies that consumption
is determined by permanent income.

To see the importance of the distinction between permanent and transi-
tory income, consider the effect of a windfall gain of amount Z in the first
period of life. Although this windfall raises current income by Z , it raises
permanent income by only Z/T . Thus if the individual’s horizon is fairly
long, the windfall’s impact on current consumption is small. One implica-
tion is that a temporary tax cut may have little impact on consumption.

Our analysis also implies that although the time pattern of income is not
important to consumption, it is critical to saving. The individual’s saving in
period t is the difference between income and consumption:

St = Yt − Ct
(8.6)

=
⎛
⎝Yt − 1

T

T∑
τ =1

Yτ

⎞
⎠ − 1

T
A0,

where the second line uses (8.5) to substitute for Ct . Thus saving is high
when income is high relative to its average that is, when transitory income
is high. Similarly, when current income is less than permanent income, sav-
ing is negative. Thus the individual uses saving and borrowing to smooth
the path of consumption. This is the key idea of the permanent-income
hypothesis of Modigliani and Brumberg (1954) and Friedman (1957).

What Is Saving?

At a more general level, the basic idea of the permanent-income hypothesis
is a simple insight about saving: saving is future consumption. As long as an
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individual does not save just for the sake of saving, he or she saves to con-
sume in the future. The saving may be used for conventional consumption
later in life, or bequeathed to the individual’s children for their consumption,
or even used to erect monuments to the individual upon his or her death.
But as long as the individual does not value saving in itself, the decision
about the division of income between consumption and saving is driven
by preferences between present and future consumption and information
about future consumption prospects.

This observation suggests that many common statements about saving
may be incorrect. For example, it is often asserted that poor individuals save
a smaller fraction of their incomes than the wealthy because their incomes
are little above the level needed to provide a minimal standard of living. But
this claim overlooks the fact that individuals who have trouble obtaining
even a low standard of living today may also have trouble obtaining that
standard in the future. Thus their saving is likely to be determined by the
time pattern of their income, just as it is for the wealthy.

To take another example, consider the common assertion that individuals’
concern about their consumption relative to others’ tends to raise their
consumption as they try to ‘‘keep up with the Joneses.’’ Again, this claim
fails to recognize what saving is: since saving represents future consumption,
saving less implies consuming less in the future, and thus falling further
behind the Joneses. Thus one can just as well argue that concern about
relative consumption causes individuals to try to catch up with the Joneses
in the future, and thus lowers rather than raises current consumption.2

Empirical Application: Understanding Estimated
Consumption Functions

The traditional Keynesian consumption function posits that consumption
is determined by current disposable income. Keynes (1936) argued that
‘‘the amount of aggregate consumption mainly depends on the amount of
aggregate income,’’ and that this relationship ‘‘is a fairly stable function.’’
He claimed further that ‘‘it is also obvious that a higher absolute level of
income . . . will lead, as a rule, to a greater proportion of income being saved’’
(Keynes, 1936, pp. 96 97; emphasis in original).

The importance of the consumption function to Keynes’s analysis of fluc-
tuations led many researchers to estimate the relationship between con-
sumption and current income. Contrary to Keynes’s claims, these studies
did not demonstrate a consistent, stable relationship. Across households at
a point in time, the relationship is indeed of the type that Keynes postu-
lated; an example of such a relationship is shown in Panel (a) of Figure 8.1.

2 For more on how individuals’ concern about their consumption relative to others’ affects
saving once one recognizes that saving represents future consumption, see n. 16 below.
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FIGURE 8.1 Some different forms of the relationship between current income
and consumption
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But within a country over time, aggregate consumption is essentially pro-
portional to aggregate income; that is, one sees a relationship like that in
Panel (b) of the figure. Further, the cross-section consumption function dif-
fers across groups. For example, the slope of the estimated consumption
function is similar for whites and blacks, but the intercept is higher for
whites. This is shown in Panel (c) of the figure.

As Friedman (1957) demonstrates, the permanent-income hypothesis pro-
vides a straightforward explanation of all these findings. To see this, it is
helpful to extend the model slightly in two directions from the simple for-
mulation we have been considering. In keeping with the fact that thus
far we are only analyzing consumption under certainty, the extension will
introduce variation across individuals and over time in a setting without
uncertainty.

The first modification is to explicitly introduce different individuals, who
we will index by i . Since transitory income is defined as the difference
between current and permanent income, we can write the current income
of individual i in period t as the sum of his or her permanent and transitory
income:

Yit = Y P
i + YT

it . (8.7)

Note that because an individual’s permanent income is his or her average
lifetime resources, Y P does not have a t subscript. We assume that across
individuals at a point in time, YT

it has a mean of zero and is uncorrelated

with Y P
i .3

The second modification is to relax the assumption that there is no
variation in the amounts individuals want to consume over time that is,
that the instantaneous utility function, u(•), is the same each period. As
Friedman recognized, events such as a medical emergency or the wedding
of a child cause fluctuations in consumption that are unrelated to income.
A simple way to model this is to change the expression for utility in equation
(8.1) to:

Ui =
T∑

t=1

u(Cit − eit). (8.8)

The eit’s are assumed to have mean zero over each individual’s lifetime, and
in any period, to have mean zero and be uncorrelated across individuals with
Y P

i and YT
it . Because we are not yet considering uncertainty, we assume that

each individual knows the values that his or her e ’s will take.

3 There are situations where these assumptions could fail. For example, in a short-lived
recession that especially reduces the incomes of the rich, YT

it is likely to have a negative
mean and to be negatively correlated with Y P

i . But since most income fluctuations at the
individual level reflect idiosyncratic rather than aggregate factors, the assumptions are likely
to be reasonably accurate.
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Analysis paralleling that we used to derive equation (8.5) shows that
when utility is given by (8.8), Cit − eit is constant over time. In addition,
recall that the mean of eit over an individual’s lifetime is zero. It follows that
consumption is given by

Cit = Y P
i + eit. (8.9)

eit is referred to as ‘‘transitory consumption.’’4

With these assumptions, we can see what happens if we run a cross-
section regression of consumption on a constant and current income. Since
the time period is the same for all observations in the regression, we drop
the t subscript for simplicity. Thus the regression is:

Ci = a + bYi + ui . (8.10)

In a univariate regression, the estimated coefficient on the right-hand-side
variable is the ratio of the covariance of the right-hand-side and left-hand-
side variables to the variance of the right-hand-side variable. In this case,
this implies

b̂ = Cov(Yi ,Ci )

Var(Yi )

= Cov(Y P
i + Y T

i ,Y P
i + eit)

Var(Y P
i + Y T

i )
(8.11)

= Var(Y P
i )

Var(Y P
i ) + Var(Y T

i )
.

Here the second line uses the facts that current income equals the sum of
permanent and transitory income and that consumption equals permanent
income plus transitory consumption. The third line uses the assumptions
that across individuals at a point in time, the correlations of permanent
and temporary income, transitory consumption and permanent income, and
transitory consumption and transitory income are all zero.

In addition, the estimated constant term in a univariate regression equals
the mean of the left-hand-side variable minus the estimated slope coefficient
times the mean of the right-hand-side variable. Thus,

â = C − b̂Y
(8.12)

= (1 − b̂)Y P ,

4 Note that behavior is unchanged if utility is given by Ui = ∑T

t=1
u(Cit − eit) + vit rather

than by (8.8). An injury requiring extra medical spending might correspond to a case where
eit > 0 and vit < 0. The wedding of a child might correspond to a case where eit > 0 and
vit > 0.
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where the second line uses the assumptions that the means of transitory
consumption and transitory income across individuals are zero.

Thus the permanent-income hypothesis predicts that the key determi-

nant of the slope of an estimated consumption function, b̂ , is the relative
variation in permanent and transitory income. Intuitively, an individual with
higher current income than another will consume more than the other only
to the extent that his or her permanent income is higher. When the varia-
tion in permanent income is much greater than the variation in transitory
income, almost all differences in current income reflect differences in per-
manent income; thus consumption rises nearly one-for-one with current
income. But when the variation in permanent income is small relative to
the variation in transitory income, little of the variation in current income
comes from variation in permanent income, and so consumption rises little
with current income.

This analysis can be used to understand the estimated consumption
functions in Figure 8.1. Equations (8.11) and (8.12) imply that a regression of
consumption on income across individuals should yield an estimated slope
coefficient that is positive and less than 1, and an estimated intercept that
is positive. This is precisely what researchers have found.

Now consider differences between blacks and whites. The relative vari-
ances of permanent and transitory income are similar for the two groups, and
so the estimates of b are similar. But blacks’ average incomes are lower than
whites’; as a result, the estimate of a for blacks is lower than the estimate
for whites (see [8.12]). Thus the permanent-income hypothesis attributes
the different consumption patterns of blacks and whites to the different
average incomes of the two groups, and not to any differences in tastes or
culture.

We have not explicitly worked out the implications of the permanent-
income hypothesis for a regression of aggregate consumption on aggregate
income using time-series data. Intuitively, however, in a sample of any sub-
stantial length, almost all the variation in aggregate income reflects long-run
growth that is, permanent increases in the economy’s resources. Thus, it is
not surprising that estimates of the slope coefficient from such regressions
are quite high, as shown in panel (b) of Figure 8.1.5

5 Our analysis of cross-section regressions suggests that when the variance of permanent
income is very large relative to that of transitory income, as is likely the case with a long time
series of aggregate data, the estimated intercept will be close to zero, consistent with what
researchers have found. Understanding why the estimated slope is noticeably less than 1,
however, requires bringing in additional considerations. For example, one factor that may be
important to the slope being less than 1 is turnover among generations and long-run growth:
since the young generally save and the old generally dissave, the fact that each generation
is wealthier than the previous one implies that the young’s saving is greater than the old’s
dissaving, and thus that aggregate consumption is less than aggregate income.
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8.2 Consumption under Uncertainty: The
Random-Walk Hypothesis

Individual Behavior

We now extend our analysis to account for uncertainty. In particular, sup-
pose there is uncertainty about the individual’s labor income each period
(the Y ′

t S). Continue to assume that both the interest rate and the discount
rate are zero. In addition, suppose that the instantaneous utility function,
u(•), is quadratic. Thus the individual maximizes

E [U ] = E

⎡
⎣ T∑

t=1

(
Ct − a

2
C

2
t

)⎤
⎦, a > 0. (8.13)

We will assume that the individual’s wealth is such that consumption is
always in the range where marginal utility is positive. As before, the indi-
vidual must pay off any outstanding debts at the end of life. Thus the budget

constraint is again given by equation (8.2),
∑T

t =1 Ct ≤ A0 + ∑T
t =1 Yt .

To describe the individual’s behavior, we use our usual Euler equation
approach. Specifically, suppose that the individual has chosen first-period
consumption optimally given the information available, and suppose that
he or she will choose consumption in each future period optimally given
the information then available. Now consider a reduction in C1 of dC from
the value the individual has chosen and an equal increase in consumption at
some future date from the value he or she would have chosen. If the individ-
ual is optimizing, a marginal change of this type does not affect expected
utility. Since the marginal utility of consumption in period 1 is 1 − aC1,
the change has a utility cost of (1 − aC1) dC. And since the marginal util-
ity of period-t consumption is 1 − aCt , the change has an expected utility
benefit of E1[1 − aCt ]dC, where E1[•] denotes expectations conditional on
the information available in period 1. Thus if the individual is optimizing,

1 − aC1 = E1[1 − aCt ], for t = 2, 3, . . . , T. (8.14)

Since E1[1 − aCt ] equals 1 − aE1[Ct ], this implies

C1 = E1[Ct ], for t = 2, 3, . . . , T. (8.15)

The individual knows that his or her lifetime consumption will satisfy
the budget constraint, (8.2), with equality. Thus the expectations of the
two sides of the constraint must be equal:

T∑
t=1

E1[Ct ] = A0 +
T∑

t=1

E1[Yt ]. (8.16)
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Equation (8.15) implies that the left-hand side of (8.16) is TC1. Substituting
this into (8.16) and dividing by T yields

C1 = 1

T

⎛
⎝A0 +

T∑
t=1

E1[Yt ]

⎞
⎠. (8.17)

That is, the individual consumes 1/T of his or her expected lifetime
resources.

Implications

Equation (8.15) implies that the expectation as of period 1 of C2 equals C1.
More generally, reasoning analogous to what we have just done implies that
each period, expected next-period consumption equals current consump-
tion. This implies that changes in consumption are unpredictable. By the
definition of expectations, we can write

Ct = Et−1[Ct ] + et , (8.18)

where et is a variable whose expectation as of period t−1 is zero. Thus, since
Et−1[Ct ] = Ct−1, we have

Ct = Ct−1 + et. (8.19)

This is Hall’s famous result that the permanent-income hypothesis implies
that consumption follows a random walk (Hall, 1978).6 The intuition for this
result is straightforward: if consumption is expected to change, the individ-
ual can do a better job of smoothing consumption. Suppose, for example,
that consumption is expected to rise. This means that the current marginal
utility of consumption is greater than the expected future marginal utility
of consumption, and thus that the individual is better off raising current
consumption. Thus the individual adjusts his or her current consumption
to the point where consumption is not expected to change.

In addition, our analysis can be used to find what determines the change
in consumption, e . Consider for concreteness the change from period 1 to
period 2. Reasoning parallel to that used to derive (8.17) implies that C2

equals 1/(T − 1) of the individual’s expected remaining lifetime resources:

C2 = 1

T − 1

⎛
⎝A1 +

T∑
t=2

E2[Yt ]

⎞
⎠

= 1

T − 1

⎛
⎝A0 + Y1 − C1 +

T∑
t=2

E2[Yt ]

⎞
⎠,

(8.20)

6 Strictly speaking, the theory implies that consumption follows a martingale (a series
whose changes are unpredictable) and not necessarily a random walk (a martingale whose
changes are i.i.d.). The common practice, however, is to refer to martingales as random walks.
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where the second line uses the fact that A1 = A0 + Y1 − C1. We can re-
write the expectation as of period 2 of income over the remainder of life,∑T

t=2 E2[Yt ], as the expectation of this quantity as of period 1,
∑T

t=2E1[Yt ],

plus the information learned between period 1 and period 2,
∑T

t=2E2[Yt ] −∑T
t=2 E1[Yt ]. Thus we can rewrite (8.20) as

C2 = 1

T − 1

⎡
⎣A0 + Y1 − C1 +

T∑
t=2

E1[Yt ] +
⎛
⎝ T∑

t=2

E2[Yt ] −
T∑

t=2

E1[Yt ]

⎞
⎠

⎤
⎦. (8.21)

From (8.17), A0 + Y1 + ∑T
t=2E1[Yt ] equals TC1. Thus (8.21) becomes

C2 = 1

T − 1

⎡
⎣TC1 − C1 +

⎛
⎝ T∑

t=2

E2[Yt ] −
T∑

t=2

E1[Yt ]

⎞
⎠

⎤
⎦

(8.22)

= C1 + 1

T − 1

⎛
⎝ T∑

t=2

E2[Yt ] −
T∑

t=2

E1[Yt ]

⎞
⎠.

Equation (8.22) states that the change in consumption between period 1
and period 2 equals the change in the individual’s estimate of his or her
lifetime resources divided by the number of periods of life remaining.

Finally, note that the individual’s behavior exhibits certainty equivalence:
as (8.17) shows, the individual consumes the amount he or she would if his
or her future incomes were certain to equal their means; that is, uncertainty
about future income has no impact on consumption.

To see the intuition for this certainty-equivalence behavior, consider the
Euler equation relating consumption in periods 1 and 2. With a general
instantaneous utility function, this condition is

u ′(C1) = E1[u ′(C2)]. (8.23)

When utility is quadratic, marginal utility is linear. Thus the expected
marginal utility of consumption is the same as the marginal utility of ex-
pected consumption. That is, since E1[1−aC2] = 1−a E1[C2], for quadratic
utility (8.23) is equivalent to

u ′(C1) = u ′(E1[C2] ). (8.24)

This implies C1 = E1[C2].
This analysis shows that quadratic utility is the source of certainty-

equivalence behavior: if utility is not quadratic, marginal utility is not lin-
ear, and so (8.24) does not follow from (8.23). We return to this point in
Section 8.6.7

7 Although the specific result that the change in consumption has a mean of zero and is
unpredictable (equation [8.19] ) depends on the assumption of quadratic utility (and on the
assumption that the discount rate and the interest rate are equal), the result that departures
of consumption growth from its average value are not predictable arises under more general
assumptions. See Problem 8.5.
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8.3 Empirical Application: Two Tests of the
Random-Walk Hypothesis

Hall’s random-walk result ran strongly counter to existing views about con-
sumption.8 The traditional view of consumption over the business cycle im-
plies that when output declines, consumption declines but is expected to
recover; thus it implies that there are predictable movements in consump-
tion. Hall’s extension of the permanent-income hypothesis, in contrast, pre-
dicts that when output declines unexpectedly, consumption declines only
by the amount of the fall in permanent income; as a result, it is not expected
to recover.

Because of this divergence in the predictions of the two views, a great
deal of effort has been devoted to testing whether predictable changes in
income produce predictable changes in consumption. The hypothesis that
consumption responds to predictable income movements is referred to as
excess sensitivity of consumption (Flavin, 1981).9

Campbell and Mankiw’s Test Using Aggregate Data

The random-walk hypothesis implies that the change in consumption is
unpredictable; thus it implies that no information available at time t − 1
can be used to forecast the change in consumption from t − 1 to t. One
approach to testing the random-walk hypothesis is therefore to regress the
change in consumption on variables that are known at t −1. If the random-
walk hypothesis is correct, the coefficients on the variables should not differ
systematically from zero.

This is the approach that Hall took in his original work. He was unable
to reject the hypothesis that lagged values of either income or consump-
tion cannot predict the change in consumption. He did find, however, that
lagged stock-price movements have statistically significant predictive power
for the change in consumption.

The disadvantage of this approach is that the results are hard to inter-
pret. For example, Hall’s result that lagged income does not have strong
predictive power for consumption could arise not because predictable

8 Indeed, when Hall first presented the paper deriving and testing the random-walk result,
one prominent macroeconomist told him that he must have been on drugs when he wrote
the paper.

9 The permanent-income hypothesis also makes predictions about how consumption re-
sponds to unexpected changes in income. In the model of Section 8.2, for example, the re-
sponse to news is given by equation (8.22). The hypothesis that consumption responds less
than the permanent-income hypothesis predicts to unexpected changes in income is referred
to as excess smoothness of consumption. Since excess sensitivity concerns expected changes
in income and excess smoothness concerns unexpected changes, it is possible for consump-
tion to be excessively sensitive and excessively smooth at the same time. For more on excess
smoothness, see, for example, Flavin (1993) and Problem 8.6.
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changes in income do not produce predictable changes in consumption,
but because lagged values of income are of little use in predicting income
movements. Similarly, it is hard to gauge the importance of the rejection of
the random-walk prediction using stock-price data.

Campbell and Mankiw (1989) therefore use an instrumental-variables ap-
proach to test Hall’s hypothesis against a specific alternative. The alterna-
tive they consider is that some fraction of consumers simply spend their
current income, and the remainder behave according to Hall’s theory. This
alternative implies that the change in consumption from period t − 1 to
period t equals the change in income between t − 1 and t for the first
group of consumers, and equals the change in estimated permanent income
between t − 1 and t for the second group. Thus if we let λ denote the
fraction of consumption that is done by consumers in the first group, the
change in aggregate consumption is

Ct − Ct −1 = λ(Yt − Yt −1) + (1 − λ)et

≡ λZt + vt ,
(8.25)

where et is the change in consumers’ estimate of their permanent income
from t − 1 to t.

Zt and vt are almost surely correlated. Times when income increases
greatly are usually also times when households receive favorable news about
their total lifetime incomes. But this means that the right-hand-side variable
in (8.25) is positively correlated with the error term. Thus estimating (8.25)
by ordinary least squares leads to estimates of λ that are biased upward.

As described in Section 4.4, the solution to correlation between the right-
hand-side variable and the error term is to use instrumental variables rather
than OLS. The usual problem in using IV is finding valid instruments: it is
often hard to find variables that one can be confident are uncorrelated with
the residual. But in cases where the residual comes from new information
between t − 1 and t, theory tells us that there are many candidate instru-
ments: any variable that is known as of time t − 1 is not systematically
correlated with the residual.

To carry out their test, Campbell and Mankiw measure consumption as
real purchases of consumer nondurables and services per person, and income
as real disposable income per person. The data are quarterly, and the sample
period is 1953 1986. They consider various sets of instruments. They find
that lagged changes in income have almost no predictive power for future
changes. This suggests that Hall’s failure to find predictive power of lagged
income movements for consumption is not strong evidence against the tra-
ditional view of consumption. As a base case, they therefore use lagged val-
ues of the change in consumption as instruments. When three lags are used,
the estimate of λ is 0.42, with a standard error of 0.16; when five lags are
used, the estimate is 0.52, with a standard error of 0.13. Other specifications
yield similar results.
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Thus Campbell and Mankiw’s estimates suggest quantitatively large and
statistically significant departures from the predictions of the random-walk
model: consumption appears to increase by about fifty cents in response
to an anticipated one-dollar increase in income, and the null hypothesis of
no effect is strongly rejected. At the same time, the estimates of λ are far
below 1. Thus the results also suggest that the permanent-income hypoth-
esis is important to understanding consumption.10

One limitation of Campbell and Mankiw’s analysis concerns their treat-
ment of the residual. As we discussed, one factor that affects vt in equa-
tion (8.25) is news about permanent income. If that is the only factor, we
can be confident that any variable known as of t − 1 is not systematically
correlated with vt . But there is no reason to suppose that this is the case:
changes in the real interest rate (discussed in the next section), measure-
ment error, changes in taste, and so on can also affect vt . This complication
implies that the mere fact that a variable is known at t − 1 does not neces-
sarily mean that it is not systematically correlated with the residual. Thus,
there are grounds to be cautious about Campbell and Mankiw’s results.

Hsieh’s Test Using Household Data

Testing the random-walk hypothesis with aggregate data has several dis-
advantages. Most obviously, the number of observations is small. In addi-
tion, it is difficult to find variables with much predictive power for changes
in income; it is therefore hard to test the key prediction of the random-
walk hypothesis that predictable changes in income are not associated with
predictable changes in consumption. And as we just discussed, once we
recognize that the residual reflects more than news, it is difficult to find
instruments that one can be confident are not systematically correlated
with the residual. Finally, the theory concerns individuals’ consumption,

10 In addition, when there are more instruments than right-hand-side variables, the IV ap-
proach has overidentifying restrictions that can be tested. If the lagged changes in consumption
are valid instruments, they are uncorrelated with v. This implies that once we have extracted
all the information in the instruments about income growth, they should have no additional
predictive power for the left-hand-side variable: if they do, that means that they are corre-
lated with v, and thus that they are not valid instruments. This implication can be tested
by regressing the estimated residuals from (8.25) on the instruments and testing whether
the instruments have any explanatory power. Specifically, one can show that under the null
hypothesis of valid instruments, the R2 of this regression times the number of observations
is asymptotically distributed χ2 with degrees of freedom equal to the number of overiden-
tifying restrictions that is, the number of instruments minus the number of endogenous
variables.

In Campbell and Mankiw’s case, this TR2 statistic is distributed χ
2
2 when three lags of the

change in consumption are used, and χ
4
2 when five lags are used. The values of the test statistic

in the two cases are only 1.83 and 2.94; these are only in the 59th and 43rd percentiles of
the relevant χ2 distributions. Thus the hypothesis that the instruments are valid cannot be
rejected.
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and additional assumptions are needed for the predictions of the model to
apply to aggregate data. Entry and exit of households from the population,
for example, can cause the predictions of the theory to fail in the aggregate
even if they hold for each household individually.

Because of these considerations, many investigators have examined con-
sumption behavior using data on individual households. Hsieh (2003) iden-
tifies a particularly interesting set of predictable changes in income. His
main focus is on the Alaska Permanent Fund. The state of Alaska obtains
substantial revenues from oil royalties. Each October, it distributes a large
portion of those revenues by making an equal payment to each resident of
the state. The payments are large; in recent years, they have often been over
$1000 per person. The size of the payment for a year is known reasonably
accurately well in advance. Thus the payments are the source of substantial
predictable movements in income. The permanent-income hypothesis pre-
dicts that consumption does not rise when the payments are made, since
their arrival provides no information about permanent income.

It is possible that consumption behavior is different in Alaska than in
other states for reasons other than the presence of the Permanent Fund;
an obvious example is that Alaska’s weather is different. As a result, simply
asking whether the consumption of Alaska residents rises more rapidly than
the consumption of residents of other states in October and the immediately
following months would not provide a persuasive test of the permanent-
income hypothesis. Hsieh’s strategy is therefore to focus on the cross-section
and time-series variation in the payments within Alaska. Specifically, he asks
whether consumption rises more (in percentage terms) in the fourth quarter
for households whose payments are larger relative to their incomes, and
whether it rises more in the fourth quarter in years when the payments are
larger relative to average incomes.

A natural way to implement this idea would be analogous to Campbell
and Mankiw’s. That is, one could imagine running a time-series/cross-section
regression among Alaskan households of the change in consumption on
the change in income, instrumenting for the change in income with in-
formation known at time t − 1 about payments from the Permanent Fund.
The coefficient on the change in income would then show the fraction of
the anticipated income change that was spent when the income was re-
ceived. Unfortunately, however, Hsieh does not have high-frequency data
on income. He therefore uses a slightly different approach. He has quarterly
consumption data and (loosely speaking) annual income data. His baseline
specification is

ln

⎛
⎝C

Q4
hy

C
Q3
hy

⎞
⎠ = a0 + a1

(
PFDyFamilySizehy

Yhy

)
+ a ′

2Xhy + ehy. (8.26)

Here h indexes households, y indexes years, Q3 and Q4 denote the third
and fourth quarters of a year, C is consumption, PFD is the Permanent Fund
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payment per resident, FamilySize is the number of household members, Y is
income, and X is a vector of control variables. Both C and Y are measured
at monthly rates. Thus, a1 measures the extent to which the growth rate
of consumption from the third quarter to the fourth quarter is greater for
households whose Permanent Fund payments are larger relative to their in-
comes. The permanent-income hypothesis predicts that, because the size of
the payments is known well before the fourth quarter, consumption should
not respond when the payments are made; that is, a1 should be zero. If
consumption depends on current income, on the other hand, a1 is positive.

Indeed, if C
Q3
hy and Yhy are of similar magnitudes, a1 is roughly the marginal

propensity to consume within the quarter out of anticipated changes in
income.

As always, the concern about estimating a regression by OLS is the possi-
bility of systematic correlation between the residual and the right-hand-side
variables. In this case, the key right-hand-side variable is the Permanent Fund
measure. One factor in e is new information about permanent income. But
since the Permanent Fund payment is already known when C Q3 is chosen,
theory tells us that it cannot be systematically correlated with information
about permanent income that arrives after the third quarter. If that were
the only thing in e , we could therefore estimate an equation along the lines
of (8.26) without controls. But, as we discussed in the context of Campbell
and Mankiw’s test, other factors influence e , and theory does not rule out
the possibility that they are correlated with the right-hand-side variable. As
a concrete example, suppose that larger families tend to have more lavish
holiday celebrations. If so, they would have bigger increases in consumption
in the fourth quarter for reasons unrelated to their larger Permanent Fund
payments. The result would be upward bias in the estimate of a1.

Hsieh addresses this concern in three ways. The first is to note that it is
hard to think of plausible sources of a large correlation between e and PFD;
for example, the holiday-celebration example, while possible in principle,
does not seem likely to be quantitatively important. Second, if one is con-
cerned about correlation between one source of variation in the right-hand-
side variable and e , one can control for that variation, and so not use it in
estimating the response of consumption to the Permanent Fund payments.
For example, concerns about correlation operating through family size can
be addressed by including a measure of family size (or even multiple mea-
sures) in X. And third, Hsieh examines not only consumption growth from
the third quarter to the fourth quarter, but also from the fourth quarter to
the first quarter of the next year. The permanent-income hypothesis predicts
no relation with Permanent Fund payments, while the view that consump-
tion depends on current income predicts that consumption falls by more (or
rises by less) for families that received larger payments in the fourth quarter.

Hsieh’s baseline estimate of a1 is 0.0002 with a standard error of 0.0324.
A quick way of summarizing this result is to say that the t-statistic for the
null hypothesis of a1 = 0 is just 0.01 and that the result is therefore a
stunning triumph of the permanent-income hypothesis.
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As we discussed in Section 3.6, however, it never makes sense to look
only at t-statistics. A small t-statistic could arise either because the data
strongly contradict any economically important relationship between con-
sumption and the Permanent Fund payments or because the data are es-
sentially uninformative. Thus, as always, it is important to look not at the
t-statistic, but at the confidence interval. The two-standard-error confidence
interval for Hsieh’s estimate is (−0.064, 0.065). Recall that a1 is approxi-
mately the marginal propensity to consume out of predictable changes in
income. Hsieh’s result is strong evidence against any value of a1 above about
0.07. In short, his result suggests that consumption responds little to the pre-
dictable changes in income from Permanent Fund payments, and thus that
the permanent-income hypothesis provides an excellent approximation to
how consumers respond to the payments. That is in contrast to the exam-
ple we discussed in Section 3.6 this is a case where it turns out that just
looking at the t-statistic does not lead us astray. Hsieh also finds that his
baseline results are quite robust to a range of variations and additional con-
trols, that looking at consumption growth from the fourth quarter to the first
quarter gives similar results, and that the available information about house-
holds’ debt and saving is largely consistent with the results for consumption.

Discussion

Hsieh’s finding is unusual in this literature. Many researchers looking at
individual-level data find that consumption responds to predictable changes
in income; examples include Shea (1995); Parker (1999); Souleles (1999);
Shapiro and Slemrod (2003); Stephens and Unayama (2011); Parker, Souleles,
Johnson, and McClelland (2013); and Baugh, Ben-David, and Park (2014).
And Campbell and Mankiw obtain the same finding with aggregate data.

The predictable income changes that Hsieh considers are much larger
than those considered in most other papers testing the permanent-income
hypothesis. And because they occur every year and affect every resident of
the state, they are also very salient. Hsieh therefore proposes that the main
reason for the difference between his result and most others in this litera-
ture is that the permanent-income hypothesis provides a good description
of how households respond to large, salient predictable changes in income,
where the stakes are large and the cost of obtaining the relevant information
is low, but not to smaller and less prominent predictable income changes.
Consistent with this interpretation, Paxson (1993) and Browning and
Collado (2001) find that the permanent-income hypothesis provides an
excellent description of individual consumption behavior in the face of
large seasonal fluctuations in labor income.

To provide direct evidence about his proposed explanation, Hsieh
examines how the households in his sample respond to one of the
smaller types of predictable income movements that previous work has
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considered: anticipated income-tax refunds. He finds that for these income
changes, the permanent-income hypothesis is clearly rejected, with con-
sumption changing substantially when households receive their payments
(even though households have enough information to largely know the size
of their refunds well in advance). The finding of different responses to differ-
ent types of predictable changes in income by the same households appears
to provide strong support for Hsieh’s proposed interpretation of his results.

Unfortunately, however, we should not go too far in drawing conclusions
from these findings, for two reasons. First, cyclical fluctuations in income
are much smaller and much less obviously predictable than the movements
considered by Hsieh, Paxson, and Browning and Collado. Thus the behavior
of consumption over the business cycle seems more likely to resemble its
behavior in response to the smaller, less salient income movements, where
the permanent-income hypothesis has generally been found to fail, than to
resemble its behavior in response to the movements considered by Hsieh
and others. Certainly Campbell and Mankiw’s findings are consistent with
this view. Thus, although Hsieh’s main result (that involving the Permanent
Fund payments) supports the permanent-income hypothesis, his proposed
interpretation of his full set of results appears to point in the direction of
not using the hypothesis to model how consumption responds to cyclical
income movements.

Second, recent work by Kueng (2016) finds that when Hsieh’s analysis
is redone using newly available data, his results do not survive: Kueng finds
that the new data point to large failures of the permanent-income hypothe-
sis in response to the Permanent Fund payments. Hsieh’s and Kueng’s work
demonstrate the important points that a paper can advance knowledge even
if its main conclusions are later shown to probably be wrong, and that
even analysis that appears to be careful, thorough, and persuasive is worth
reexamining.

8.4 The Interest Rate and Saving

An important issue concerning consumption involves its response to rates
of return. For example, many economists have argued that more favorable
tax treatment of interest income would increase saving, and thus increase
growth. But if consumption is relatively unresponsive to the rate of return,
such policies would have little effect. Understanding the impact of rates of
return on consumption is thus important.

The Interest Rate and Consumption Growth

We begin by extending the analysis of consumption under certainty in Sec-
tion 8.1 to allow for a nonzero interest rate. This largely repeats material in
Section 2.2; for convenience, however, we quickly repeat that analysis here.



Romer-3931312--That book January 11, 2018 10:52 386

386 Chapter 8 CONSUMPTION

Once we allow for a nonzero interest rate, the individual’s budget con-
straint is that the present value of lifetime consumption not exceed initial
wealth plus the present value of lifetime labor income. For the case of a
constant interest rate and a lifetime of T periods, this constraint is

T∑
t=1

1

(1 + r )t
Ct ≤ A0 +

T∑
t=1

1

(1 + r )t
Yt , (8.27)

where r is the interest rate and where all variables are discounted to
period 0.

When we allow for a nonzero interest rate, it is also useful to allow for a
nonzero discount rate. In addition, it simplifies the analysis to assume that
the instantaneous utility function takes the constant-relative-risk-aversion

form used in Chapter 2: u(Ct) = C
1−θ
t /(1 − θ ), where θ is the coefficient of

relative risk aversion (the inverse of the elasticity of substitution between
consumption at different dates). Thus the utility function, (8.1), becomes

U =
T∑

t=1

1

(1 + ρ )t
C

1−θ
t

1 − θ
, (8.28)

where ρ is the discount rate.
Now consider our usual experiment of a decrease in consumption in some

period, period t, accompanied by an increase in consumption in the next
period by 1 + r times the amount of the decrease. Optimization requires
that a marginal change of this type has no effect on lifetime utility. Since
the marginal utilities of consumption in periods t and t +1 are C −θ

t /(1+ρ )t

and C −θ
t +1/(1 + ρ )t +1, this condition is

1

(1 + ρ )t
C −θ

t = (1 + r )
1

(1 + ρ )t +1
C −θ

t +1. (8.29)

We can rearrange this condition to obtain

Ct +1

Ct

=
(

1 + r

1 + ρ

)1/θ

. (8.30)

This analysis implies that once we allow for the possibility that the real
interest rate and the discount rate are not equal, consumption need not be a
random walk: consumption is rising over time if r exceeds ρ and falling if r
is less than ρ . In addition, if there are variations in the real interest rate,
there are variations in the predictable component of consumption growth.
Hansen and Singleton (1983), Hall (1988b), Campbell and Mankiw (1989),
and others therefore examine how much consumption growth responds
to variations in the real interest rate. For the most part they find that it
responds relatively little, which suggests that the intertemporal elasticity
of substitution is low (that is, that θ is high).
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The Interest Rate and Saving in the Two-Period Case

Although an increase in the interest rate reduces the ratio of first-period to
second-period consumption, it does not necessarily follow that the increase
reduces first-period consumption and thereby raises saving. The complica-
tion is that the change in the interest rate has not only a substitution effect,
but also an income effect. Specifically, if the individual is a net saver, the
increase in the interest rate allows him or her to attain a higher path of
consumption than before.

The qualitative issues can be seen in the case where the individual lives
for only two periods. For this case, we can use the standard indifference-
curve diagram shown in Figure 8.2. For simplicity, assume the individual
has no initial wealth. Thus in (C1,C2) space, the individual’s budget con-
straint goes through the point (Y1,Y2): the individual can choose to con-
sume his or her income each period. The slope of the budget constraint is
− (1 + r ): giving up 1 unit of first-period consumption allows the individual
to increase second-period consumption by 1 + r . When r rises, the bud-
get constraint continues to go through (Y1,Y2) but becomes steeper; thus it
pivots clockwise around (Y1,Y2).

In panel (a), the individual is initially at the point (Y1,Y2); that is, saving is
initially zero. In this case the increase in r has no income effect the individ-
ual’s initial consumption bundle continues to be on the budget constraint.
Thus first-period consumption necessarily falls, and so saving necessarily
rises.

In panel (b), C1 is initially less than Y1, and thus saving is positive. In this
case the increase in r has a positive income effect the individual can now af-
ford strictly more than his or her initial bundle. The income effect acts to de-
crease saving, whereas the substitution effect acts to increase it. The overall
effect is ambiguous; in the case shown in the figure, saving does not change.

Finally, in panel (c) the individual is initially borrowing. In this case both
the substitution and income effects reduce first-period consumption, and
so saving necessarily rises.

Since the stock of wealth in the economy is positive, individuals are on
average savers rather than borrowers. Thus the overall income effect of a rise
in the interest rate is positive. An increase in the interest rate thus has two
competing effects on overall saving, a positive one through the substitution
effect and a negative one through the income effect.

Complications

This discussion appears to imply that unless the elasticity of substitution
between consumption in different periods is large, increases in the interest
rate are unlikely to bring about substantial increases in saving. There are
two reasons, however, that the importance of this conclusion is limited.
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FIGURE 8.2 The interest rate and consumption choices in the two-period case
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First, many of the changes we are interested in do not involve just changes
in the interest rate. For tax policy, the relevant experiment is usually a
change in composition between taxes on interest income and other taxes
that leaves government revenue unchanged. As Problem 8.7 asks you to
show, such a change has only a substitution effect, and thus necessarily
shifts consumption toward the future.

Second, and more subtly, if individuals have long horizons, small changes
in saving can accumulate over time into large changes in wealth (Summers,
1981a). To see this, first consider an individual with an infinite horizon and
constant labor income. Suppose that the interest rate equals the individual’s
discount rate. From (8.30), this means that the individual’s consumption is
constant. The budget constraint then implies that the individual consumes
the sum of interest and labor incomes: any higher steady level of consump-
tion implies violating the budget constraint, and any lower level implies
failing to satisfy the constraint with equality. That is, the individual main-
tains his or her initial wealth level regardless of its value: the individual is
willing to hold any amount of wealth if r = ρ . A similar analysis shows that
if r > ρ , the individual’s wealth grows without bound, and that if r < ρ , his
or her wealth falls without bound. Thus the long-run supply of capital is
perfectly elastic at r = ρ .

Summers shows that similar, though less extreme, results hold in the case
of long but finite lifetimes. Suppose, for example, that r is slightly larger than
ρ , that the intertemporal elasticity of substitution is small, and that labor
income is constant. The facts that r exceeds ρ and that the elasticity of sub-
stitution is small imply that consumption rises slowly over the individual’s
lifetime. But with a long lifetime, this means that consumption is much
larger at the end of life than at the beginning. But since labor income is
constant, this in turn implies that the individual gradually builds up consid-
erable savings over the first part of his or her life and gradually decumulates
them over the remainder. As a result, when horizons are finite but long,
wealth holdings may be highly responsive to the interest rate in the long
run even if the intertemporal elasticity of substitution is small.11

8.5 Consumption and Risky Assets

Individuals can invest in many assets, almost all of which have uncertain
returns. Extending our analysis to account for multiple assets and risk raises
some new issues concerning both household behavior and asset markets.

11 Carroll (1997) shows, however, that the presence of uncertainty and precautionary sav-
ing (discussed in Sections 8.6 and 8.7) can greatly weaken this conclusion.
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The Conditions for Individual Optimization

Consider an individual reducing consumption in period t by an infinitesimal
amount and using the resulting saving to buy an asset, i , that produces a
potentially uncertain stream of payoffs, Di

t +1, Di
t +2, . . . . If the individual

is optimizing, the marginal utility he or she forgoes from the reduced con-
sumption in period t must equal the expected sum of the discounted
marginal utilities of the future consumption provided by the asset’s pay-
offs. If we let P i

t denote the price of the asset, this condition is

u ′(Ct)P
i
t = Et

⎡
⎣ ∞∑

k=1

1

(1 + ρ)k
u ′(Ct +k)D

i
t +k

⎤
⎦ for all i . (8.31)

To see the implications (8.31), suppose the individual holds the asset for only
one period, and define the return on the asset, r i

t +1, by r i
t +1 = (Di

t +1/P i
t )−1.

(Note that here the payoff to the asset, D i
t +1, includes not only any dividend

payouts in period t + 1, but also any proceeds from selling the asset.) Then
(8.31) becomes

u ′(Ct) = 1

1 + ρ
Et

[(
1 + r i

t +1

)
u ′(Ct +1)

]
for all i . (8.32)

Since the expectation of the product of two variables equals the product of
their expectations plus their covariance, we can rewrite this expression as

u ′(Ct) = 1

1 + ρ

{
Et

[
1 + r i

t +1

]
Et [u

′(Ct +1)]

(8.33)
+ Covt

(
1 + r i

t +1,u ′(Ct +1)
)}

for all i,

where Covt (•) is covariance conditional on information available at time t.

If we assume that utility is quadratic, u(C ) = C−aC2/2, then the marginal
utility of consumption is 1 − aC. Using this to substitute for the covariance
term in (8.33), we obtain

u ′(Ct) = 1

1 + ρ

{
Et

[
1 + r i

t+1

]
Et [u

′(Ct +1)] − aCovt

(
1 + r i

t +1,Ct +1

)}
. (8.34)

Equation (8.34) implies that in deciding whether to hold more of an asset,
the individual is not concerned with how risky the asset is: the variance of
the asset’s return does not appear in (8.34). Intuitively, a marginal increase
in holdings of an asset that is risky, but whose risk is not correlated with
the overall risk the individual faces, does not increase the variance of the
individual’s consumption. Thus in evaluating that marginal decision, the
individual considers only the asset’s expected return.

More generally, (8.34) implies that the aspect of riskiness that matters to
the decision of whether to hold more of an asset is the relation between
the asset’s payoff and consumption. A central message of this analysis is that
hedging risks is crucial to optimal portfolio choices. A steelworker whose
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future labor income depends on the health of the U.S. steel industry should
avoid or better yet, sell short assets whose returns are positively corre-
lated with the fortunes of the steel industry, such as shares in U.S. steel
companies. Instead the worker should invest in assets whose returns move
inversely with the health of the U.S. steel industry, such as foreign steel
companies or U.S. aluminum companies.

One implication of this analysis is that individuals should exhibit no par-
ticular tendency to hold shares of companies that operate in the individuals’
own countries. In fact, because the analysis implies that individuals should
avoid assets whose returns are correlated with other sources of risk to their
consumption, it implies that their holdings should be skewed against do-
mestic companies. For example, for plausible parameter values it predicts
that the typical person in the United States should sell U.S. stocks short
(Baxter and Jermann, 1997). In fact, however, individuals’ portfolios are very
heavily skewed toward domestic companies (French and Poterba, 1991).
This pattern is known as home bias.

Example: Asset Holdings with a Mean-Variance Objective
Function

To better understand household behavior in the presence of uncertain re-
turns and multiple assets, it may help to consider a concrete example. A
household lives for two periods, with objective function u(C1) + βE [u(C2)].
Assume that u(C ) can be written as a function of the mean and variance of
C .12 The household has no labor income. Instead, it is endowed with wealth
of W to allocate among four uses: first-period consumption and three assets.
Asset 0 is completely safe, with rate of return r0. Assets 1 and 2 are risky. Let
ri denote the realized return on asset i ; μ1 and μ2 the means of r1 and r2;
and � the variance-covariance matrix of the returns on the two risky assets.
Finally, the household can hold negative as well as positive amounts of in-
dividual assets. Although the assumption that the household can sell assets
short as easily as it can purchase them is obviously unrealistic, it simplifies
the analysis greatly.

To see the main messages of the example, it turns out to be enough to
consider only a portion of the household’s full optimization problem. Specif-
ically, since the household’s objective function is increasing in the mean of
second-period consumption and decreasing in its variance, a necessary con-
dition for optimization is that, given first-period consumption and the mean
of second-period consumption, the variance of second-period consumption
is as low as possible. To analyze this component of the household’s problem,

12 A simple case where this occurs is when u(•) is quadratic: if u(C ) = C − 1

2
aC 2, then

E [u] = E [C ] − 1

2
(E [C ])2 − 1

2
aVar(C ). But as Problem 8.14 asks you to show, it also occurs if

u(•) has the constant-absolute-risk-aversion form and asset returns are normally distributed.
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we need to find expressions for the mean and variance of C2. Let Xi denote
the household’s holdings of risky asset i . The household’s budget constraint
implies that its holdings of the safe asset are W− (C1 + X1 + X2). We can
therefore write its second-period consumption as

C2 = (1 + r0)[W− (C1 + X1 + X2)] + (1 + r1)X1 + (1 + r2)X2

= (1 + r0)(W− C1) + (r1 − r0)X1 + (r2 − r0)X2.
(8.35)

In this expression, the coefficients on X1 and X2 are the differences between
the returns on the risky assets and the risk-free return that is, they are the
assets’ excess returns. Since (8.35) shows that it is excess returns that matter
for how investments in the risky assets affect the household’s consumption,
for simplicity we normalize the risk-free return, r0, to zero. Thus the excess
returns on the risky assets are simply r1 and r2, and (8.35) becomes

C2 = (W− C1) + r1X1 + r2X2. (8.36)

The mean and variance of C2 are therefore

E [C2] = (W− C1) + μ1X1 + μ2X2, (8.37)

Var(C2) = σ1
2X1

2 + σ2
2X2

2 + 2σ12X1X2, (8.38)

where the σi
2’s are the variances of the asset returns (that is, the diagonal

elements of �), and σ12 is their covariance (the off-diagonal element of �).
This analysis implies that the Lagrangian for the problem of minimizing

the variance of C2 subject to obtaining a given mean, C2, is

L = σ1
2X1

2 +σ2
2X2

2 +2σ12X1X2 +λ{C2 − [(W−C1)+μ1X1 +μ2X2]}. (8.39)

The first-order conditions for X1 and X2 are

2σ1
2X1 + 2σ12X2 − λμ1 = 0, (8.40)

2σ2
2X2 + 2σ12X1 − λμ2 = 0. (8.41)

Straightforward algebra then gives us

X1 = σ2
2μ1 − σ12μ2

σ1
2σ2

2 − σ12
2

λ

2
, (8.42)

X2 = σ1
2μ2 − σ12μ1

σ1
2σ2

2 − σ12
2

λ

2
. (8.43)

To interpret these conditions, consider first what happens if σ12 = 0
(that is, if the returns on the two assets are uncorrelated). In this case, the
household’s holdings of asset i are

Xi = μi λ

2σi
2
. (8.44)
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Equation (8.44) shows that when asset returns are uncorrelated, the house-
hold’s holdings of a risky asset are proportional to its expected excess return
and inversely proportional to its variance. In addition, a higher value of λ,
which corresponds to the household placing a greater weight on mean con-
sumption relative to its variance (or, equivalently, to lower risk aversion)
increases the household’s holdings of risky assets.

Recall that our general analysis of optimal asset holdings shows that what
enters the household’s Euler equation for optimal holdings of an asset is the
covariance of the asset’s return with the marginal utility of consumption, not
the variance of the asset’s return (see equation [8.33]). It is therefore natural
to wonder why the variance enters the expression for optimal asset hold-
ings in our example. The answer is that the covariance of an asset’s return
with consumption (and hence with the marginal utility of consumption) is
not exogenous but a function of asset holdings, and that that relationship
depends on the variance of the return. To see this, continue to consider the
case of σ12 = 0. Assume μ1 > 0, and think about the household’s decision
of how much of asset 1 to buy. If it buys none, then the asset’s return is
uncorrelated with its consumption. Since the expected excess return on
the asset is positive, the household therefore wants to buy some of the as-
set regardless of the variance of its return. But as its holdings of the asset
increase from zero, the covariance between the return on the asset and the
household’s consumption becomes positive. And for given positive holdings
of the asset, that covariance is increasing in the variance of the asset’s return:
equation (8.35), C2 = (W−C1)+ r1X1 + r2X2, implies that in the case of un-
correlated asset returns, Cov(C2, r1) = X1σ1

2. As a result, although a higher
variance of the return does not affect the household’s decision of whether
to buy the asset at all, it does affect the amount it decides to buy.

Equations (8.42) and (8.43) also show how the correlation between asset
returns affects asset holdings. Consider, for example, a small increase in σ12

from zero. Equation (8.42) shows

∂X1

∂σ12

∣∣∣∣∣
σ12 = 0

= −μ2

σ1
2σ2

2

λ

2

(8.45)

= −X2

σ1
2

,

where the second line uses (8.43) evaluated at σ12 = 0. That is, if the returns
on the two assets become positively correlated and the household is holding
a positive amount of asset 2, asset 1 becomes less attractive, and so the
household holds less of it.

Finally, it is easy to extend the analysis to the case of N risky assets.
Let μ denote the vector of expected excess returns, [μ1, μ2, . . . , μN ], and X
the vector of risky asset holdings, [X1, X2, . . . , XN ]. As before, � denotes the
variance-covariance matrix of returns on the risky assets. Then the
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Lagrangian for the variance-minimization problem is

L = X′�X + λ{C2 − [(W− C1) + μ′X]}. (8.46)

The set of first-order conditions for the Xi ’s is given by

2X′� = λμ, (8.47)

which implies

X = λ

2
�−1μ. (8.48)

The Mutual Fund Separation Theorem

One interesting feature of equations (8.42) (8.43) in the case of two risky
assets, and of equation (8.48) in the more general case, involves the effect of
changes in the weight the household places on the mean of consumption
relative to its variance. One might think that if one household is more risk
averse than another, the composition of its holdings of risky assets will be
more skewed toward assets with lower risk. Our analysis shows that this
intuition is wrong: a fall in λ (that is, a lower weight on the mean relative to
the variance) leads to an equal proportional fall in the household’s holdings
of all risky assets. That is, greater risk aversion leads to an increase in holdings
of the safe asset relative to risky assets, but not to a reallocation of relative
holdings among different risky assets (Tobin, 1958).

This result is known as the mutual fund separation theorem. The theorem
states that (when preferences are mean-variance and there is a completely
riskless asset), there is an optimal allocation of holdings of risky assets whose
proportions are independent of the household’s preferences concerning risk
and return that is, there is an optimal ‘‘mutual fund’’ of risky assets. Differ-
ences in preferences lead only to differences in the allocation of wealth
between the safe asset and the mutual fund.

To see the intuition for the theorem, consider an arbitrary portfolio of
risky assets, and let S denote the household’s total saving, W − C1. If the
household buys none of the portfolio and puts all its saving in the safe
asset, its second-period consumption has mean S (since we have normal-
ized the return on the safe asset to zero) and standard deviation zero. As
the household moves some of its saving out of the safe asset and into the
portfolio of risky assets, both the mean and the standard deviation of its
second-period consumption change linearly with the amount invested in
the portfolio. Thus as the household shifts out of the safe asset and into the
portfolio, the mean and standard deviation of its second-period consump-
tion move along a line (in standard deviation of C2 mean of C2 space) from
(0, S). This analysis implies that every possible portfolio gives the household
access to a line from (0, S) on the standard deviation mean plane. Crucially,
every household prefers to be on a higher line than a lower one, and so every
household chooses the portfolio with the highest slope. Concretely, every
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household chooses the portfolio with the highest ratio of expected excess
return to standard deviation of the return; in the terminology of finance,
they choose the portfolio with the highest Sharpe ratio. Households’ pref-
erences about risk versus return then determine where on the line they
choose to be that is, how they divide their saving between the safe asset
and the risky portfolio.

The Consumption CAPM

So far, our analysis of financial markets takes assets’ expected returns as
given. But individuals’ demands for assets determine these expected returns.
If, for example, an asset’s payoff is highly correlated with consumption, its
price must be driven down to the point where its expected return is high
for individuals to hold it.

To see the implications of this observation for asset prices, suppose that
all individuals are the same, and return to the general first-order condition,
(8.31). Solving this expression for P i

t yields

P i
t = Et

⎡
⎣ ∞∑

k=1

1

(1 + ρ)k
u′(Ct +k)

u′(Ct)
Di

t +k

⎤
⎦. (8.49)

The term [1/(1+ρ)k]u′(Ct +k)/u
′(Ct) shows how the consumer values future

payoffs, and therefore how much he or she is willing to pay for various assets.
It is referred to as the pricing kernel or stochastic discount factor. Similarly, if
we assume quadratic utility, we can find the implications of our analysis for
expected returns by solving (8.34) for Et [1 + r i

t +1]:

Et

[
1 + r i

t +1

]= 1

Et [u
′(Ct +1)]

[
(1 + ρ )u′(Ct) + aCovt

(
1 + r i

t +1,Ct +1

)]
. (8.50)

Equation (8.50) states that the higher the covariance of an asset’s payoff
with consumption, the higher its expected return.

We can simplify (8.50) by considering the return on a risk-free asset.
If the payoff to an asset is certain, then the covariance of its payoff with
consumption is zero. Thus the risk-free rate, r t +1, satisfies

1 + r t +1 = (1 + ρ )u′(Ct)

Et [u
′(Ct +1)]

. (8.51)

Subtracting (8.51) from (8.50) gives

Et

[
r i

t +1

] − r t +1 = a Covt

(
1 + r i

t +1, Ct +1

)
Et [u

′(Ct +1)]
. (8.52)

Equation (8.52) states that the expected-return premium that an asset must
offer relative to the risk-free rate is proportional to the covariance of its
return with consumption.
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This model of the determination of expected asset returns is known as the
consumption capital-asset pricing model, or consumption CAPM. The coefficient
from a regression of an asset’s return on consumption growth is known as
its consumption beta. Thus the central prediction of the consumption CAPM
is that the premiums that assets offer are proportional to their consumption
betas (Breeden, 1979).13

Finally, note that although this analysis makes asset prices endogenous, it
still takes the distribution of payoffs (the Di

t+k ’s) and their covariances with
consumption as given. Thus the analysis is still partial-equilibrium. We will
have to wait until Section 10.1 for a model that fully endogenizes asset
prices.

Empirical Application: The Equity-Premium Puzzle

One of the most important implications of this analysis of assets’ expected
returns concerns the case where the risky asset is a broad portfolio of stocks.
To see the issues involved, it is easiest to return to the Euler equation,
(8.32), and to assume that individuals have constant-relative-risk-aversion
utility rather than quadratic utility. With this assumption, the Euler equation
becomes

C−θ
t = 1

1 + ρ
Et

[(
1 + r i

t +1

)
C−θ

t +1

]
, (8.53)

where θ is the coefficient of relative risk aversion. If we divide both sides
by C −θ

t and multiply both sides by 1 + ρ , this expression becomes

1 + ρ = Et

[(
1 + r i

t +1

)C−θ
t +1

C
−θ
t

]
. (8.54)

Finally, it is convenient to let gc
t+1 denote the growth rate of consumption

from t to t +1, (Ct+1/Ct) − 1, and to omit the time subscripts. Thus we have

E [(1 + r i )(1 + gc )−θ ] = 1 + ρ. (8.55)

To see the implications of (8.55), take a second-order Taylor approxima-
tion of the left-hand side around r = g = 0. Computing the relevant deriva-
tives yields

(1 + r )(1 + g)−θ � 1 + r − θ g − θ gr + 1

2
θ (θ + 1)g2. (8.56)

13 The original CAPM assumes that investors are concerned with the mean and variance of
the return on their portfolio rather than the mean and variance of consumption. That version
of the model therefore focuses on market betas that is, coefficients from regressions of assets’
returns on the returns on the market portfolio and predicts that expected-return premiums
are proportional to market betas.
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Thus we can rewrite (8.55) as

E [r i ] − θE [gc ] − θ{E [r i ]E [gc ] + Cov(r i , gc )}
(8.57)

+ 1

2
θ (θ + 1){(E [gc ])2 + Var(gc )} � ρ.

When the time period involved is short, the E [r i ]E [gc ] and (E [gc ])2 terms
are small relative to the others.14 Omitting these terms and solving the
resulting expression for E [r i ] yields

E [r i ] � ρ + θE [g c ] + θCov(r i, gc ) − 1

2
θ (θ + 1)Var(gc ). (8.58)

Equation (8.58) implies that the difference between the expected returns
on two assets, i and j , satisfies

E [r i ] − E [r j ] = θCov(r i , gc ) − θCov(r j , g c )
(8.59)= θCov(r i − r j , gc ).

In a famous paper, Mehra and Prescott (1985) show that it is difficult
to reconcile observed returns on stocks and bonds with equation (8.59).
Mankiw and Zeldes (1991) report a simple calculation that shows the
essence of the problem. For the United States during the period 1890 1979
(which is the sample that Mehra and Prescott consider), the difference be-
tween the average return on the stock market and the return on short-term
government debt the equity premium is about 6 percentage points. Over
the same period, the standard deviation of the growth of consumption (as
measured by real purchases of nondurables and services) is 3.6 percent-
age points, and the standard deviation of the excess return on the market
is 16.7 percentage points; the correlation between these two quantities is
0.40. These figures imply that the covariance of consumption growth and
the excess return on the market is 0.40(0.036)(0.167), or 0.0024.

Equation (8.59) therefore implies that the coefficient of relative risk aver-
sion needed to account for the equity premium is the solution to 0.06 =
θ (0.0024), or θ = 25. This is an extraordinary level of risk aversion; it implies,
for example, that individuals would rather accept a 17 percent reduction
in consumption with certainty than risk a 50-50 chance of a 20 percent re-
duction. As Mehra and Prescott describe, other evidence suggests that risk
aversion is much lower than this. Among other things, such a high degree
of aversion to variations in consumption makes it puzzling that the average
risk-free rate is close to zero despite the fact that consumption is growing
over time.

Furthermore, the equity-premium puzzle has become more severe in the
period since Mehra and Prescott identified it. From 1979 to 2015, the av-
erage equity premium is 8 percentage points, which is somewhat higher

14 Indeed, for the continuous-time case, one can derive equation (8.58) without any
approximations.
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than in Mehra and Prescott’s sample period. More importantly, consump-
tion growth has become more stable and less correlated with returns: the
standard deviation of consumption growth over this period is 1.3 percentage
points, the standard deviation of the excess market return is 16.8 percentage
points, and the correlation between these two quantities is 0.33. These fig-
ures imply a coefficient of relative risk aversion of 0.08/ [0.33(0.013)(0.168)],
or about 103.

The large equity premium, particularly when coupled with the low risk-
free rate, is thus difficult to reconcile with household optimization. This
equity-premium puzzle has stimulated a large amount of research, and many
explanations for it have been proposed. No clear resolution of the puzzle
has been provided, however.15

8.6 Beyond the Permanent-Income
Hypothesis

Background: Buffer-Stock Saving

The permanent-income hypothesis provides appealing explanations of many
important features of consumption. For example, it explains why temporary
tax cuts appear to have much smaller effects than permanent ones, and it
accounts for many features of the relationship between current income and
consumption, such as those described in Section 8.1.

Yet there are also important features of consumption that appear incon-
sistent with the permanent-income hypothesis. For example, as described
in Section 8.3, both macroeconomic and microeconomic evidence suggest
that consumption often responds to predictable changes in income. And as
we just saw, simple models of consumer optimization cannot account for
the equity premium.

Indeed, the permanent-income hypothesis fails to explain some central
features of consumption behavior. One of the hypothesis’s key predictions
is that there should be no relation between the expected growth of an
individual’s income over his or her lifetime and the expected growth of his
or her consumption: consumption growth is determined by the real interest
rate and the discount rate, not by the time pattern of income.

15 Proposed explanations include incomplete markets and transactions costs (Mankiw,
1986; Mankiw and Zeldes, 1991; Heaton and Lucas, 1996; Luttmer, 1999; and Problem 8.11);
habit formation (Constantinides, 1990; Campbell and Cochrane, 1999); nonexpected utility
(Weil, 1989b; Epstein and Zin, 1991; Bekaert, Hodrick, and Marshall, 1997); concern about
equity returns for reasons other than just their implications for consumption (Benartzi and
Thaler, 1995; Barberis, Huang, and Santos, 2001); gradual adjustment of consumption (Gabaix
and Laibson, 2001; Parker, 2001); and a small probability of a catastrophic decline in consump-
tion and equity prices (Barro, 2006).
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Carroll and Summers (1991) present extensive evidence that this pre-
diction is incorrect. For example, individuals in countries where income
growth is high typically have high rates of consumption growth over their
lifetimes, and individuals in slowly growing countries typically have low
rates of consumption growth. Similarly, typical lifetime consumption pat-
terns of individuals in different occupations tend to match typical lifetime
income patterns in those occupations. Managers and professionals, for ex-
ample, generally have earnings profiles that rise steeply until middle age
and then level off; their consumption profiles follow a similar pattern.

More generally, most households have little wealth, and their consump-
tion approximately tracks their income. As a result, as described in Sec-
tion 8.3, their current income has a large role in determining their con-
sumption. Nonetheless, these households have a small amount of saving
that they use in the event of sharp falls in income or emergency spending
needs. In the terminology of Deaton (1991), most households exhibit buffer-
stock saving behavior. As a result, a small fraction of households hold the
vast majority of wealth.

These failings of the permanent-income hypothesis have motivated a
large amount of work on extensions or alternatives to the theory. Three
ideas that have received particular attention are precautionary saving, liquid-
ity constraints, and departures from full optimization. This section touches
on some of the issues raised by these ideas.16

Precautionary Saving

Recall that our derivation of the random-walk result in Section 8.2 was
based on the assumption that utility is quadratic. Quadratic utility implies,
however, that marginal utility reaches zero at some finite level of consump-
tion and then becomes negative. It also implies that the utility cost of a
given variance of consumption is independent of the level of consumption.
This means that, since the marginal utility of consumption is declining, indi-
viduals have increasing absolute risk aversion: the amount of consumption
they are willing to give up to avoid a given amount of uncertainty about the
level of consumption rises as they become wealthier. These difficulties with
quadratic utility suggest that marginal utility falls more slowly as consump-
tion rises. That is, the third derivative of utility is almost certainly positive
rather than zero.

16 Four extensions of the permanent-income hypothesis that we will not discuss are dura-
bility of consumption goods, habit formation, nonexpected utility, and complementarity be-
tween consumption and employment. For durability, see Mankiw (1982); Caballero (1990,
1993); Eberly (1994); and Problem 8.12. For habit formation, see Carroll, Overland, and Weil
(1997); Dynan (2000); Fuhrer (2000); and Problem 8.13. For nonexpected utility, see Weil
(1989b, 1990) and Epstein and Zin (1991). For complementarity, see Benhabib, Rogerson,
and Wright (1991), Baxter and Jermann (1999), and Aguiar and Hurst (2005).
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To see the effects of a positive third derivative, assume that both the real
interest rate and the discount rate are zero, and consider again the Euler
equation relating consumption in consecutive periods, equation (8.23):
u′(Ct) = Et [u

′(Ct +1)]. As described in Section 8.2, if utility is quadratic,
marginal utility is linear, and so Et [u

′(Ct +1)] equals u′(Et [Ct +1] ). Thus in
this case, the Euler equation reduces to Ct = Et [Ct +1]. But if u′′′(•) is posi-
tive, then u′(C ) is a convex function of C . In this case, Et [u

′(Ct +1)] exceeds
u′(Et [Ct +1] ). But this means that if Ct and Et [Ct +1] are equal, Et [u

′(Ct +1)]
is greater than u′(Ct), and so a marginal reduction in Ct increases expected
utility. Thus the combination of a positive third derivative of the utility
function and uncertainty about future income reduces current consump-
tion, and thus raises saving. This saving is known as precautionary saving
(Leland, 1968).

Panel (a) of Figure 8.3 shows the impact of uncertainty and a positive
third derivative of the utility function on the expected marginal utility
of consumption. Since u ′′(C ) is negative, u ′(C ) is decreasing in C . And
since u ′′′(C ) is positive, u′(C) declines less rapidly as C rises. If consumption

takes on only two possible values, CL and CH , each with probability 1

2
, the

expected marginal utility of consumption is the average of marginal utility
at these two values. In terms of the diagram, this is shown by the midpoint
of the line connecting u′(CL ) and u′(CH ). As the diagram shows, the fact that
u′(C ) is convex implies that this quantity is larger than marginal utility at
the average value of consumption, (CL + CH )/2.

Panel (b) depicts an increase in uncertainty. In particular, the low value
of consumption, CL , falls, and the high value, CH , rises, with no change in
their mean. When the high value of consumption rises, the fact that u′′′(C ) is
positive means that marginal utility falls relatively little; but when the low
value falls, the positive third derivative magnifies the rise in marginal utility.
As a result, the increase in uncertainty raises expected marginal utility for
a given value of expected consumption. Thus the increase in uncertainty
raises the incentive to save.

An important question, of course, is whether precautionary saving is
quantitatively important. To address this issue, recall equation (8.58) from
our analysis of the equity premium: E [r i ] � ρ + θE [gc ] + θCov(r i , g c ) −
1

2
θ (θ + 1)Var(gc ). If we consider a risk-free asset and assume r = ρ for sim-

plicity, this expression becomes

ρ � ρ + θE [gc ] − 1

2
θ (θ + 1)Var(gc ), (8.60)

or

E [g c ] � 1

2
(θ + 1)Var(g c ). (8.61)

Thus the impact of precautionary saving on expected consumption growth
depends on the variance of consumption growth and the coefficient of



Romer-3931312--That book January 11, 2018 10:52 401

8.6 Beyond the Permanent-Income Hypothesis 401

u′(CL)

CL

CL

CH

CH

C

C

(a)

(CL + CH)/2

(CL + CH)/2

(b)

[u′(CL) + u′(CH)]/2

u′(CH)

u′(C )

u′(C )

[u′(CL) + u′(CH)]/2

u′([CL + CH ]/2)

[u′(C ′
L)+ u′(C ′

H)]/2

C ′
L C ′

H

FIGURE 8.3 The effects of a positive third derivative of the utility function on the
expected marginal utility of consumption

relative risk aversion.17 If both are substantial, precautionary saving can have
a large effect on expected consumption growth. If the coefficient of relative
risk aversion is 4 (which is toward the high end of values that are viewed as

17 For a general utility function, the θ + 1 term is replaced by −Cu ′′′(C )/u ′′(C ).
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plausible), and the standard deviation of households’ uncertainty about their
consumption 1 year ahead is 0.1 (which is consistent with the evidence in
Dynan, 1993, and Carroll, 1992), (8.61) implies that precautionary saving

raises expected consumption growth by 1

2
(4 + 1)(0.1)2, or 2.5 percentage

points.
This analysis implies that precautionary saving raises expected consump-

tion growth; that is, it decreases current consumption and thus increases
saving. But one of the basic features of household behavior we are trying
to understand is that most households save very little. Carroll (1992, 1997)
argues that the key to understanding this phenomenon is a combination of a
precautionary motive for saving and a high discount rate. The high discount
rate acts to decrease saving, offsetting the effect of the precautionary-saving
motive.

This hypothesis does not, however, provide a reason for the two forces
to approximately balance, so that savings are typically close to zero. Rather,
this view implies that households that are particularly impatient, that have
particularly steep paths of expected income, or that have particularly weak
precautionary-saving motives will have consumption far in excess of income
early in life. Explaining the fact that there are not many such households
requires something further.18

Liquidity Constraints

The permanent-income hypothesis assumes that individuals can borrow at
the same interest rate at which they can save as long as they eventually
repay their loans. Yet the interest rates that households pay on credit card
debt, automobile loans, and other borrowing are often much higher than the
rates they obtain on their savings. In addition, some individuals are unable
to borrow more at any interest rate.

Liquidity constraints can raise saving in two ways. First, and most obvi-
ously, whenever a liquidity constraint is binding, it causes the individual
to consume less than he or she otherwise would. Second, even if the con-
straints are not currently binding, the fact that they may bind in the future
reduces current consumption. Suppose, for example, there is some chance
of low income in the next period. If there are no liquidity constraints and
income turns out to be low, the individual can borrow to avoid a sharp fall

18 Carroll points out that an extreme precautionary-saving motive can in fact account for
the fact that there are not many such households. Suppose the marginal utility of consumption
approaches infinity as consumption approaches some low level, C 0. Then households will
make certain their consumption is always above this level. As a result, they will choose to
limit their debt if there is any chance of their income path being only slightly above the level
that would finance steady consumption at C 0. But plausible changes in assumptions (such
as introducing income-support programs or assuming large but finite marginal utility at C 0)
eliminate this result.
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in consumption. If there are liquidity constraints, however, a large fall in
income causes a large fall in consumption unless the individual has savings.
Thus liquidity constraints cause individuals to save as insurance against the
effects of future falls in income.

These points can be seen in a three-period model of the consumption be-
havior of an individual who may be liquidity-constrained. For concreteness,
assume that the constraint takes the form that the individual cannot borrow
at all. And to distinguish the effects of liquidity constraints from precau-
tionary saving, assume that the instantaneous utility function is quadratic.
In addition, continue to assume that the real interest rate and the discount
rate are zero.

Begin by considering the individual’s behavior in period 2. Let At denote
assets at the end of period t. Since the individual lives for only three periods,
C3 equals A2 +Y3, which in turn equals A1 +Y2 +Y3 −C2. The individual’s
expected utility over the last two periods of life as a function of his or her
choice of C2 is therefore

U = (
C2 − 1

2
aC

2
2

) + E2

[
(A1 + Y2 + Y3 − C2)

(8.62)
− 1

2
a(A1 + Y2 + Y3 − C2)2

]
.

The derivative of this expression with respect to C2 is

∂U

∂C2

= 1 − aC2 − (1 − aE2[A1 + Y2 + Y3 − C2] )

(8.63)
= a (A1 + Y2 + E2[Y3] − 2C2).

This expression is positive for C2 < (A1 + Y2 + E2[Y3] )/2, and negative
otherwise. Thus, as we know from our earlier analysis, if the liquidity con-
straint does not bind, the individual chooses C2 = (A1 + Y2 + E2[Y3] )/2.
But if it does bind, he or she sets consumption to the maximum attainable
level, which is A1 + Y2. Thus,

C2 = min

{
A1 + Y2 + E2[Y3]

2
, A1 + Y2

}
. (8.64)

Thus the liquidity constraint reduces current consumption if it is binding.
Now consider the first period. If the liquidity constraint is not binding

that period, the individual has the option of marginally raising C1 and paying
for this by reducing C2. Thus if the individual’s assets are not literally zero,
the usual Euler equation holds. With the specific assumptions we are mak-
ing, this means that C1 equals the expectation of C2.

But the fact that the Euler equation holds does not mean that the liq-
uidity constraints do not affect consumption. Equation (8.64) implies that
if the probability that the liquidity constraint will bind in the second pe-
riod is strictly positive, the expectation of C2 as of period 1 is strictly less
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than the expectation of (A1 + Y2 + E2[Y3] )/2. Now note that A1 is given by
A0 +Y1 −C1, and that the law of iterated projections implies that E1[E2[Y3]]
equals E1[Y3]. Thus,

C1 <
A0 + Y1 + E1[Y2] + E1[Y3] − C1

2
. (8.65)

Adding C1/2 to both sides of this expression and then multiplying by 2

3

yields

C1 <
A0 + Y1 + E1[Y2] + E1[Y3]

3
. (8.66)

Thus even when the liquidity constraint does not bind currently, the pos-
sibility that it will bind in the future reduces consumption.

Finally, if the value of C1 that satisfies C1 = E1[C2] (given that C2 is
determined by [8.64]) is greater than the individual’s period-1 resources,
A0 + Y1, the first-period liquidity constraint is binding; in this case the
individual consumes A0 + Y1.

Thus liquidity constraints alone, like precautionary saving alone, raise sav-
ing. Explaining why household wealth is often low on the basis of liquidity
constraints therefore again requires appealing to a high discount rate. As
before, the high discount rate tends to make households want to have high
consumption. But with liquidity constraints, consumption cannot system-
atically exceed income early in life. Instead, households are constrained, and
so their consumption follows their income.

The combination of liquidity constraints and impatience can also explain
why households typically have some savings. When there are liquidity con-
straints, a household with no wealth faces asymmetric risks from increases
and decreases in income even if its utility is quadratic. A large fall in in-
come forces a corresponding fall in consumption, and thus a large rise in the
marginal utility of consumption. In contrast, a large rise in income causes
the household to save, and thus leads to only a moderate fall in marginal
utility. This is precisely the reason that the possibility of future liquidity
constraints lowers consumption. Researchers who have examined this issue
quantitatively, however, generally find that this effect is not large enough
to account for even the small savings we observe. Thus they typically in-
troduce a precautionary-saving motive as well. The positive third deriva-
tive of the utility function increases consumers’ desire to insure themselves
against the fall in consumption that would result from a fall in income, and
so increases the consumers’ savings beyond what would come about from
liquidity constraints and quadratic utility alone.19

19 Gourinchas and Parker (2002) extend the analysis of impatience, liquidity constraints,
and precautionary savings to the life cycle. Even a fairly impatient household wants to avoid a
large drop in consumption at retirement. Gourinchas and Parker find that as a result, it appears
that most households are mainly buffer-stock savers early in life but begin accumulating
savings for retirement once they reach middle age.
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Empirical Application: Credit Limits and Borrowing

In the absence of liquidity constraints, an increase in the amount a particular
lender is willing to lend will not affect consumption. But if there are bind-
ing liquidity constraints, such an increase will increase the consumption of
households that are borrowing as much as they can. Moreover, by making
it less likely that households will be up against their borrowing constraints
in the future, the increase may raise the consumption of households that
are not currently at their constraints.

Gross and Souleles (2002) test these predictions by examining the im-
pact of changes in the credit limits on households’ credit cards. Their basic
regression takes the form:

�Bi t = b0 �L it + b1�L i ,t −1 + · · · + b12 �L i ,t −12 + a ′Xit + ei t. (8.67)

Here i indexes households and t months, B is interest-incurring credit-card
debt, L is the credit limit, and X is a vector of control variables.

An obvious concern about equation (8.67) is that credit-card issuers might
tend to raise credit limits when cardholders are more likely to borrow more.
That is, there might be correlation between e , which captures other influ-
ences on borrowing, and the �L terms. Gross and Souleles take various
approaches to dealing with this problem. For example, in most specifica-
tions they exclude cases where cardholders request increases in their bor-
rowing limits. Their most compelling approach uses institutional features
of how card issuers adjust credit limits that induce variation in �L that is
almost certainly unrelated to variations in e . Most issuers are unlikely to
raise a card’s credit limit for a certain number of months after a previous
increase, with different issuers doing this for different numbers of months.
Gross and Souleles therefore introduce a set of dummy variables, D jn , where
D

jn
i t equals 1 if and only if household i’s card is from issuer j and i’s credit

limit was increased n months before month t. They then estimate (8.67) by
instrumental variables, using the D jn ’s as the instruments.

For Gross and Souleles’s basic instrumental-variables specification, the
sum of the estimated b ’s in (8.67) is 0.111, with a standard error of 0.018.
That is, a one-dollar increase in the credit limit is associated with an 11-cent
increase in borrowing after 12 months. This estimate is highly robust to the
estimation technique, control variables, and sample.20

Gross and Souleles then ask whether the increased borrowing is confined
to households that are borrowing as much as they can. To do this, they split
the sample by the utilization rate (the ratio of the credit-card balance to the

20 Gross and Souleles have data on borrowers’ other credit-card debt; they find no evidence
that the increased borrowing in response to the increases in credit limits lowers other credit-
card debt. However, since they do not have complete data on households’ balance sheets,
they cannot rule out the possibility that the increased borrowing is associated with lower
debt of other types or increased asset holdings. But they argue that since interest rates on
credit-card debt are quite high, this effect is unlikely to be large.
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credit limit) in month t − 13 (the month before the earliest �L term in
[8.67]). For households with initial utilization rates above 90 percent, the
sum of the b’s is very large: 0.452 (with a standard error of 0.125). Crucially,
however, it remains clearly positive for households with lower utilization
rates: 0.158 (with a standard error of 0.060) when the utilization rate is be-
tween 50 and 90 percent, and 0.068 (with a standard error of 0.018) when
the utilization rate is less than 50 percent. Thus the data support not just
the prediction of the theory that changes in liquidity constraints matter for
households that are currently constrained, but the more interesting predic-
tion that they matter for households that are not currently constrained but
may be in the future.

Gross and Souleles do uncover one important pattern that is at odds
with the model, however. Using a separate data set, they find that it is
common for households to have both interest-incurring credit-card debt and
liquid assets. For example, one-third of households with positive interest-
incurring credit-card debt have liquid assets worth more than one month’s
income. Given the large difference between the interest rates on credit-card
debt and liquid assets, these households appear to be forgoing a virtually
riskless opportunity to save money. Thus this behavior is puzzling not just
for theories of liquidity constraints, but for virtually all theories.

Departures from Complete Optimization

The assumption of costless optimization is a powerful modeling device, and
it provides a good first approximation to how individuals respond to many
changes. At the same time, it does not provide a perfect description of
how people behave. There are well-documented cases in which individu-
als appear to depart consistently and systematically from the predictions of
standard models of utility maximization, and in which those departures are
quantitatively important (see, for example, Tversky and Kahneman, 1974,
and Loewenstein and Thaler, 1989). This may be the case with choices be-
tween consumption and saving. The calculations involved are complex, the
time periods are long, and there is a great deal of uncertainty that is difficult
to quantify. So instead of attempting to be completely optimizing, individu-
als may follow rules of thumb in choosing their consumption. Indeed, such
rules of thumb may be the rational response to such factors as computa-
tion costs and fundamental uncertainty about how future after-tax income
is determined. Examples of possible rules of thumb are that it is usually
reasonable to spend one’s current income and that assets should be dipped
into only in exceptional circumstances. Relying on such rules may lead
households to use saving and borrowing to smooth short-run income fluc-
tuations; thus they will typically have some savings, and consumption will
follow the predictions of the permanent-income hypothesis reasonably well
at short horizons. But such behavior may also cause consumption to track
income fairly closely over long horizons; thus savings will typically be small.
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One specific departure from full optimization that has received consider-
able attention is time-inconsistent preferences (for example, Laibson, 1997).
There is considerable evidence that individuals (and animals as well) are
impatient at short horizons but patient at long horizons. This leads to time
inconsistency. Consider, for example, choices concerning consumption over
a two-week period. When the period is in the distant future when it is a
year away, for instance individuals typically have little preference for con-
sumption in the first week over consumption in the second. Thus they pre-
fer roughly equal levels of consumption in the two weeks. When the two
weeks arrive, however, individuals often want to depart from their earlier
plans and have higher consumption in the first week.

Time inconsistency alone, like the other departures from the baseline
model alone, cannot account for the puzzling features of consumption we
are trying to understand. By itself, time inconsistency’s main effect is to
make consumers act as though they are impatient: at each point in time,
individuals value current consumption greatly relative to future consump-
tion, and so their consumption is high (Barro, 1999). And time inconsistency
alone provides no reason for consumption to approximately track income,
so that savings are close to zero. Other factors liquidity constraints, the abil-
ity to save in illiquid forms (so that individuals can limit their future ability
to indulge the strong preference they feel at each moment for current con-
sumption), and perhaps a precautionary-saving motivation appear needed
for models with time inconsistency to fit the facts (Angeletos, Laibson,
Repetto, Tobacman, and Weinberg, 2001).

Conclusion

Two themes emerge from this discussion. First, no single factor can account
for the main departures from the permanent-income hypothesis. Second,
there is considerable agreement on the broad factors that must be present:
a high degree of impatience (from either a high discount rate or time in-
consistency with a perpetually high weight on current consumption); some
force preventing consumption from running far ahead of income (either liq-
uidity constraints or rules of thumb that stress the importance of avoiding
debt); and a precautionary-saving motive.

8.7 A Dynamic-Programming Analysis of
Precautionary Saving

This section uses dynamic programming to analyze a model of consumption
behavior when households have a precautionary-saving motive that is,
when the third derivative of their utility function is positive. The analysis
serves three purposes. First and probably least importantly it delves deeper
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than the brief introduction in the previous section into how a precautionary-
saving motive affects consumption and saving behavior. Second, it is a vehi-
cle for introducing dynamic programming, a powerful technique that is used
extensively in macroeconomics (as well as in other areas of economics). And
third, because the model cannot be solved analytically, it is also a vehicle for
providing a first look into the use of numerical methods to solve economic
problems. Like dynamic programming, numerical methods are often used
in macroeconomics. But since the best way to learn numerical methods is
to actually use them, they are not in fact covered directly in this section,
but are instead introduced through a series of problems at the end of the
chapter that build on the material in this section.

Assumptions

Conceptually, the model is relatively simple. An infinitely lived household
maximizes the expected value of its lifetime utility, which is given by

U =
∞∑

t=0

β tu(Ct), 0 < β < 1, u′(•) > 0, u′′(•) < 0, u′′′(•) > 0. (8.68)

Ct is the household’s consumption in period t; it is required to always be
strictly positive. The household’s labor income in period t, denoted Yt , is
i.i.d. over time, and is likewise assumed to always be strictly positive. Yt is
realized before the household chooses Ct . The household can borrow and
lend at a real interest rate that is constant and known, denoted r . Thus if we
let At denote the household’s wealth at the start of period t (that is, before
Yt is realized and Ct is chosen), At evolves according to

At+1 = (At + Yt − Ct)(1 + r ). (8.69)

Notice that by assuming that all saving and borrowing are done at a fixed
real interest rate, we are implicitly ruling out not only conventional risky
assets, such as stocks, but also any insurance against low realizations of labor
income. Since most fluctuations in income at the household level are due
to factors specific to the household rather than to macroeconomic shocks,
we are assuming uninsurable idiosyncratic risk.

Two assumptions complete the model. The first is that the household is
impatient. Specifically, we assume

(1 + r )β < 1. (8.70)

This assumption implies that under certainty, the household would choose
a path of consumption that declines over time.21 Second, we need to rule
out the possibility of the household running a Ponzi scheme. That is, we

21 To see this, note that the Euler equation relating consumption at t and t + 1 under
certainty is u′(Ct ) = (1 + r )βu′(Ct+1). With (1 + r )β < 1, satisfying this condition requires
u′(Ct+1) > u′(Ct ), which implies Ct+1 < Ct .
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need to make sure that it cannot accumulate debt that it never repays in
present-value terms. A simple way to accomplish this is to impose that the
household cannot go into debt at all:22

Ct ≤ At + Yt for all t. (8.71)

The Bellman Equation and the Solution of the Model

Although the model is not particularly complicated, it is not obvious how
to solve it. The household faces uncertainty about its labor income over an
infinite horizon. Thus it is not possible to spell out a plan for every possible
path of income.

Dynamic programming is extremely valuable in situations like this. The
basic idea is to reduce a long-horizon problem (in this case, an infinite-
horizon one) to a problem with just two periods, the current one and ‘‘the
future,’’ and to summarize the future through a value function. We will work
through the dynamic-programming approach to solving the model heuristi-
cally. Carroll (2012) provides a thorough formal treatment.

Consider the household in period t. The household’s resources when it
chooses Ct are its beginning-of-period wealth, At , and its current labor in-
come, Yt . Let Xt denote those resources: Xt ≡ At +Yt . Now define the value
function, V (X), as the expectation of the household’s objective function
from a given period forward, discounted to that period, if it has resources X
when it makes its choice of consumption for that period and if it behaves
optimally in that period and all future ones.

Three comments may be useful here. First, at this point the purpose of
introducing the value function may seem mysterious. We are trying to find
the household’s optimal behavior, and all we have done is define a function
that characterizes expected lifetime utility under the assumption that the
household behaves optimally. If we do not know what optimal behavior
is, how can that be helpful? That is a completely reasonable question; the
answer should become clearer as we proceed.

Second, note that the only argument of the value function is the house-
hold’s resources in the current period, and, similarly, that the value function
does not shift over time. These follow from the assumptions of the model.
Think of two households, one at time t and one at time t′, each with re-
sources X. Regardless of t and t′ and of how the households got to their
current situations, they are the same in terms of their preferences over con-
sumption in the current and all future periods, the distributions of their

22 Exogenously imposing the liquidity constraint is merely a shortcut way of ruling out
Ponzi schemes, but is not essential. Since negative consumption is not possible, there is a
limit to the amount that the household can borrow and be certain to repay (in present-value
terms). Thus, some limit on the amount the household can borrow arises automatically from
lenders’ unwillingness to let the household run a Ponzi scheme.
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future labor incomes, and their available choices for consumption. Thus the
expectations of the two households’ objective functions from their current
periods forward must be the same. One implication is that X is the only
state variable of the model: X summarizes all information about the past
relevant to the household’s optimization from the current period forward.

The facts that the value function has only one argument and that it is
time-invariant are not essential. Dynamic programming can also be used to
analyze problems with multiple state variables, finite horizons, determinis-
tic time-varying preferences, and so on. The time-invariant, infinite-horizon
structure of the current model merely makes it simpler and more elegant.

Third, we have not proven that the value function exists. Thus we are ne-
glecting some of what can make dynamic programming challenging. Carroll
shows, however, that V (•) does exist for this setup.

To begin to see the usefulness of the value function, consider the house-
hold’s decision about consumption in period t. Its utility in period t is u(Ct).
The value function tells us that expected utility from period t + 1 forward
as a function of Xt+1, discounted to period t+1, is V (Xt+1). The expectation
of this as of period t discounted to period t, is βEt [V (Xt+1)]. And equation
(8.69) tells us that Xt+1 = (Xt − Ct)(1 + r ) + Yt+1. Thus, expected utility
from period t forward is u(Ct) + βEt [V ((Xt − Ct)(1 + r ) + Yt+1)].

Now recall that V (Xt) is defined as the maximized value of expected
utility starting in period t. Thus V (Xt) must be the highest possible value of
the sum of current utility and the discounted expected utility from period
t + 1 forward:

V (Xt) = max
0 ≤ Ct ≤ Xt

u(Ct) + βEt [V ((Xt − Ct)(1 + r ) + Yt+1)]. (8.72)

Equation (8.72) is the Bellman equation for this problem. The Bellman equa-
tion does not give us a closed-form expression for the value function. But it
does define the value function in terms of itself and current-period utility,
which is an enormous simplification relative to the infinite-horizon problem.

Expression (8.72) provides a sense both of how one can establish that
the value function exists and of how one can approximate the value func-
tion numerically. The value function is the fixed point (in function space)
of equation (8.72); that is, it is the function with the property that if one
enters it on the right-hand side of (8.72), the equation yields the same func-
tion back. Thus, think of choosing some arbitrary ‘‘initial’’ value function,
V 0(•) for example, V 0(X) = 0 for all X. Now define V1(X), V2(X), V3(X), . . .
iteratively by:

Vn+1(Xt) = max
0 ≤ Ct ≤ Xt

u(Ct) + βEt [V
n((Xt − Ct)(1 + r ) + Yt+1)]. (8.73)

Proving that the value function exists is then a matter of proving that the
process described by (8.73) converges to a fixed function. And approximat-
ing the value function numerically is a matter of iterating until the process
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has approximately converged. This method of solving the problem numer-
ically is known as value-function iteration.

The final step is to find what the value function implies about the house-
hold’s decision rule that is, its choice of consumption as a function of X.
Because there are constraints on its choice of consumption, we have to be
careful about the possibility of corner solutions, particularly the possibility
that it wants to consume all its available resources in some circumstances.
If the constraints do not bind, the household’s choice of Ct is characterized
by the first-order condition

u′(Ct) − β(1 + r )Et [V
′((Xt − Ct)(1 + r ) + Yt+1)] = 0. (8.74)

But if u′(Xt) − β(1 + r )Et [V
′(Yt+1)] > 0, the household goes to the corner

solution where Ct = Xt.
23 Combining these two conditions, we have that

the general condition that characterizes Ct is that it is the value in [0, Xt ]
that satisfies

u′(Ct) = max{β(1 + r )Et [V
′((Xt − Ct)(1 + r ) + Yt+1)], u′(Xt)}. (8.75)

Equation (8.72) implicitly defines the value function. And the value function
implicitly defines the household’s decision rule, C (X), by equation (8.75).

Discussion and Implications

It is rarely possible to find the value function and the decision rule analyti-
cally. As a result, the usual approach is to assume values for the parameters,
a particular utility function, and a specific distribution for labor income and
then use numerical techniques to approximate the solution.

Figure 8.4 shows the decision rule, C (X), for the case of β = 0.8, r = 0,
constant-relative-risk-aversion utility with a coefficient of relative risk aver-
sion of 2, and Y distributed uniformly on [0,200]. The figure shows several
features of consumption behavior that are typical of models like this one.

The first two features are that consumption is increasing in current
resources and that the marginal impact of an increase in resources on
consumption falls as resources rise. The third feature is more interesting. At
low levels of current resources, the expectation of next period’s resources,
[X − C (X)](1 + r ) +E [Y ], is greater than current resources, X; at a high
level of resources, the expectation of next period’s resources is less than
current resources. Thus there is some critical level of X, X∗, such that
[X∗ − C (X∗)](1 + r ) +E [Y ] = X∗, so that expected next-period resources
exactly equal current resources. It is reasonable to call X∗ the household’s

23 Similarly, if u′(0) − β(1 + r )Et [V
′(Xt (1 + r ) + Yt+1)] < 0, the household chooses the

corner solution where it consumes nothing: Ct = 0. However, if u′(C ) approaches infinity as
C approaches zero, the constraint that consumption cannot be negative never binds and the
household never sets Ct = 0.
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FIGURE 8.4 Consumption as a function of current resources in a model of pre-
cautionary saving

target level of wealth: when its resources are less than X∗, it behaves in a
way that tends to cause them to rise, and when they are greater than X∗,
it behaves in a way that tends to cause them to fall. Depending on para-
meter values, the utility function, and the distribution of labor income, X∗
can be large or small relative to average labor income. When it is small, the
household’s behavior matches what we have called buffer-stock saving: it
normally keeps only a small cushion of assets as insurance against low labor
income. In our example, X∗ is 169, or slightly less than two years’ aver-
age labor income, E [Y ]. Since X∗ includes current-period labor income, this
corresponds to fairly low target wealth.

The final implication is related to the previous ones. When the house-
hold’s current resources are low, its consumption moves almost one-for-one
with those resources; thus its consumption behavior is close to hand-to-
mouth. Intuitively, when the household has low savings and gets a low
draw of income, its impatience causes it to consume almost all its available
resources despite the risk of another low draw of labor income. But when
the household’s current resources are high, its consumption moves much
less strongly with those resources. In that case, the household’s behavior is
closer to that of an impatient permanent-income consumer that is, its con-
sumption is on average falling, but it does not respond strongly to temporary
fluctuations in income.
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These qualitative features of the household’s decision rule are largely ro-
bust. The one notable exception is that there are cases where for low values
of X, behavior is not just close to hand-to-mouth, but fully hand-to-mouth.
That is, there are cases where for low values of X, the household chooses the
corner solution C = X (so that C (X) corresponds to the 45-degree line for
low values of X), with the result that changes in current income translate
one-for-one into changes in current consumption.

Finally, this discussion has said nothing about how the numerical ap-
proximation to the optimal decision rule shown in Figure 8.4 was con-
structed. Problem 8.16 asks you to approximate the decision rule numeri-
cally for a closely related example using a relatively simple approach, and
Problems 8.17 through 8.20 explore some extensions and variations. The
goal is not to delve into the nitty-gritty of numerical algorithms, efficient
solution methods, and analyses of approximation errors, but just to intro-
duce some issues and ideas in numerical analysis and expose you to some
basics.

Problems

8.1. Life-cycle saving. (Modigliani and Brumberg, 1954.) Consider an individual who

lives from 0 to T , and whose lifetime utility is given by U = ∫ T

t =0
u(C (t ))dt, where

u ′(•) > 0, u ′′(•) < 0. The individual’s income is Y0 + gt for 0 ≤ t < R , and 0 for

R ≤ t ≤ T . The retirement age, R , satisfies 0 < R < T . The interest rate is zero,

the individual has no initial wealth, and there is no uncertainty.

(a) What is the individual’s lifetime budget constraint?

(b) What is the individual’s utility-maximizing path of consumption, C (t)?

(c) What is the path of the individual’s wealth as a function of t?

8.2. The average income of farmers is less than the average income of non-farmers, but

fluctuates more from year to year. Given this, how does the permanent-income hy-

pothesis predict that estimated consumption functions for farmers and nonfarmers

differ?

8.3. The time-averaging problem. (Working, 1960.) Actual data do not give con-

sumption at a point in time, but average consumption over an extended period,

such as a quarter. This problem asks you to examine the effects of this fact.

Suppose that consumption follows a random walk: Ct = Ct−1 + et , where e is

white noise. Suppose, however, that the data provide average consumption over

two-period intervals; that is, one observes (Ct +Ct+1)/2, (Ct+2 +Ct+3)/2, and so on.

(a) Find an expression for the change in measured consumption from one two-

period interval to the next in terms of the e ’s.

(b) Is the change in measured consumption uncorrelated with the previous value

of the change in measured consumption? In light of this, is measured consump-

tion a random walk?
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(c) Given your result in part (a), is the change in consumption from one two-

period interval to the next necessarily uncorrelated with anything known as

of the first of these two-period intervals? Is it necessarily uncorrelated with

anything known as of the two-period interval immediately preceding the first

of the two-period intervals?

(d ) Suppose that measured consumption for a two-period interval is not the aver-

age over the interval, but consumption in the second of the two periods. That

is, one observes Ct +1, Ct +3, and so on. In this case, is measured consumption

a random walk?

8.4. In the model of Section 8.2, uncertainty about future income does not affect con-

sumption. Does this mean that the uncertainty does not affect expected lifetime

utility?

8.5. (This follows Hansen and Singleton, 1983.) Suppose instantaneous utility is of the

constant-relative-risk-aversion form, u(Ct) = C
1−θ
t /(1−θ ), θ > 0. Assume that the real

interest rate, r , is constant but not necessarily equal to the discount rate, ρ .

(a) Find the Euler equation relating Ct to expectations concerning Ct +1.

(b) Suppose that the log of income is distributed normally, and that as a result

the log of Ct+1 is distributed normally; let σ 2 denote its variance conditional

on information available at time t. Rewrite the expression in part (a ) in terms

of ln Ct , Et [ln Ct+1], σ 2, and the parameters r , ρ , and θ . (Hint: If a variable x is

distributed normally with mean μ and variance V , E [e x] = eμeV/2.)

(c) Show that if r and σ 2 are constant over time, the result in part (b ) implies

that the log of consumption follows a random walk with drift: ln Ct+1 =
a + ln Ct + ut+1, where u is white noise.

(d ) How do changes in each of r and σ 2 affect expected consumption growth,

Et [ln Ct+1 − ln Ct ]? Interpret the effect of σ 2 on expected consumption growth

in light of the discussion of precautionary saving in Section 8.6.

8.6. A framework for investigating excess smoothness. Suppose that Ct equals

[r/(1 + r )]{At + ∑∞
s =0

Et [Yt +s ]/(1 + r )s}, and that At +1 = (1 + r )(At + Yt − Ct).

(a) Show that these assumptions imply that Et [Ct +1] = Ct (and thus that con-

sumption follows a random walk) and that
∑∞

s=0
Et [Ct +s ]/(1 + r )s = At +∑∞

s=0
Et [Yt +s ]/(1 + r )s .

(b) Suppose that �Yt = φ�Yt−1 + ut , where u is white noise. Suppose that Yt ex-

ceeds E t−1[Yt ] by 1 unit (that is, suppose ut = 1). By how much does con-

sumption increase?

(c) For the case of φ > 0, which has a larger variance, the innovation in income,

ut , or the innovation in consumption, Ct − Et −1[Ct ]? Do consumers use saving

and borrowing to smooth the path of consumption relative to income in this

model? Explain.

8.7. Consider the two-period setup analyzed in Section 8.4. Suppose that the govern-

ment initially raises revenue only by taxing interest income. Thus the individu-

al’s budget constraint is C1 + C2/[1 + (1 − τ )r] ≤ Y1 + Y2/[1 + (1 − τ )r], where

τ is the tax rate. The government’s revenue is 0 in period 1 and τ r (Y1 − C
0

1 ) in
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period 2, where C
0

1 is the individual’s choice of C1 given this tax rate. Now suppose

the government eliminates the taxation of interest income and instead institutes

lump-sum taxes of amounts T1 and T2 in the two periods; thus the individual’s

budget constraint is now C1 + C2/(1 + r ) ≤ (Y1 − T1) + (Y2 − T2)/(1 + r ). Assume

that Y1, Y2, and r are exogenous.

(a) What condition must the new taxes satisfy so that the change does not affect

the present value of government revenues?

(b) If the new taxes satisfy the condition in part (a), is the old consumption bundle,

(C
0

1 , C
0

2 ), not affordable, just affordable, or affordable with room to spare?

(c) If the new taxes satisfy the condition in part (a ), does first-period consumption

rise, fall, or stay the same?

8.8. Consider a stock that pays dividends of Dt in period t and whose price in period t

is Pt . Assume that consumers are risk-neutral and have a discount rate of r ; thus

they maximize E [
∑∞

t =0
Ct/(1 + r )t ].

(a) Show that equilibrium requires Pt = Et [(Dt +1 + Pt +1)/(1 + r )] (assume that if

the stock is sold, this happens after that period’s dividends have been paid).

(b) Assume that lims→∞ Et [Pt +s/(1 + r )s ] = 0 (this is a no-bubbles condition; see

the next problem). Iterate the expression in part (a ) forward to derive an ex-

pression for Pt in terms of expectations of future dividends.

8.9. Bubbles. Consider the setup of the previous problem without the assumption

that lims→∞ Et [Pt +s/(1 + r )s ] = 0.

(a) Deterministic bubbles. Suppose that Pt equals the expression derived in

part (b ) of Problem 8.8 plus (1 + r )tb , b > 0.

(i) Is consumers’ first-order condition derived in part (a ) of Problem 8.8 still

satisfied?

(ii) Can b be negative? (Hint: Consider the strategy of never selling the stock.)

(b) Bursting bubbles. (Blanchard, 1979.) Suppose that Pt equals the expression

derived in part (b ) of Problem 8.8 plus qt , where qt equals (1 + r )qt −1/α with

probability α and equals 0 with probability 1 − α.

(i) Is consumers’ first-order condition derived in part (a) of Problem 8.8 still

satisfied?

(ii) If there is a bubble at time t (that is, if qt > 0), what is the probability that

the bubble has burst by time t + s (that is, that qt+s = 0)? What is the

limit of this probability as s approaches infinity?

(c) Intrinsic bubbles. (Froot and Obstfeld, 1991.) Suppose that dividends follow

a random walk: Dt = Dt−1 + et , where e is white noise.

(i) In the absence of bubbles, what is the price of the stock in period t?

(ii) Suppose that Pt equals the expression derived in (i ) plus b t , where bt =
(1+r )bt−1+cet , c > 0. Is consumers’ first-order condition derived in part (a)

of Problem 8.8 still satisfied? In what sense do stock prices overreact to

changes in dividends?
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8.10. The Lucas asset-pricing model. (Lucas, 1978.) Suppose the only assets in the

economy are infinitely lived trees. Output equals the fruit of the trees, which

is exogenous and cannot be stored; thus Ct = Yt , where Yt is the exogenously

determined output per person and Ct is consumption per person. Assume that

initially each consumer owns the same number of trees. Since all consumers are

assumed to be the same, this means that, in equilibrium, the behavior of the

price of trees must be such that, each period, the representative consumer does

not want to either increase or decrease his or her holdings of trees.

Let Pt denote the price of a tree in period t (assume that if the tree is sold,

the sale occurs after the existing owner receives that period’s output). Finally,

assume that the representative consumer maximizes E [
∑∞

t =0
ln Ct/(1 + ρ )t ].

(a) Suppose the representative consumer reduces his or her consumption in pe-

riod t by an infinitesimal amount, uses the resulting saving to increase his or

her holdings of trees, and then sells these additional holdings in period t + 1.

Find the condition that Ct and expectations involving Yt+1, Pt+1, and Ct+1

must satisfy for this change not to affect expected utility. Solve this condition

for Pt in terms of Yt and expectations involving Yt+1, Pt+1, and Ct+1.

(b) Assume that lims→∞ Et [(Pt+s/Yt+s )/(1 + ρ )s ] = 0. Given this assumption,

iterate your answer to part (a ) forward to solve for Pt . (Hint: Use the fact that

Ct+s = Yt+s for all s.)

(c) Explain intuitively why an increase in expectations of future dividends does

not affect the price of the asset.

(d ) Does consumption follow a random walk in this model?

8.11. The equity premium and the concentration of aggregate shocks.
(Mankiw, 1986.) Consider an economy with two possible states, each of which

occurs with probability one-half. In the good state, each individual’s consumption

is 1. In the bad state, fraction λ of the population consumes 1 − (φ/λ) and the re-

mainder consumes 1, where 0 < φ < 1 and φ ≤ λ ≤ 1. φ measures the reduction in

average consumption in the bad state, and λ measures how broadly that reduction

is shared.

Consider two assets, one that pays off 1 unit in the good state and one that

pays off 1 unit in the bad state. Let p denote the relative price of the bad-state

asset to the good-state asset.

(a) Consider an individual whose initial holdings of the two assets are zero, and

consider the experiment of the individual marginally reducing (that is, selling

short) his or her holdings of the good-state asset and using the proceeds to

purchase more of the bad-state asset. Derive the condition for this change not

to affect the individual’s expected utility.

(b) Since consumption in the two states is exogenous and individuals are ex ante

identical, p must adjust to the point where it is an equilibrium for individu-

als’ holdings of both assets to be zero. Solve the condition derived in part (a)

for this equilibrium value of p in terms of φ, λ, U ′(1), and U ′(1 − (φ/λ)).

(c) Find ∂p/∂λ.

(d) Show that if utility is quadratic, ∂p/∂λ = 0.

(e) Show that if U ′′′(•) is everywhere positive, ∂p/∂λ < 0.
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8.12. Consumption of durable goods. (Mankiw, 1982.) Suppose that, as in Sec-

tion 8.2, the instantaneous utility function is quadratic and the interest rate and

the discount rate are zero. Suppose, however, that goods are durable; specifically,

Ct = (1 − δ)Ct−1 + Xt , where Xt is purchases in period t and 0 ≤ δ < 1.

(a) Consider a marginal reduction in purchases in period t of dXt . Find values of

dXt+1 and dXt+2 such that the combined changes in Xt , Xt+1, and Xt+2 leave

the present value of spending unchanged (so dXt + dXt+1 + dXt+2 = 0) and

leave Ct+2 unchanged (so (1 − δ)2dXt + (1 − δ)dXt+1 + dXt+2 = 0).

(b) What is the effect of the change in part (a) on Ct and Ct+1? What is the effect

on expected utility?

(c) What condition must Ct and Et [Ct+1] satisfy for the change in part (a) not to

affect expected utility? Does C follow a random walk?

(d ) Does X follow a random walk? (Hint: Write Xt − Xt−1 in terms of Ct − Ct−1

and Ct−1 − Ct−2.) Explain intuitively. If δ = 0, what is the behavior of X ?

8.13. Habit formation and serial correlation in consumption growth. Sup-

pose that the utility of the representative consumer, individual i , is given by∑T

t=1
[1/(1 + ρ)t ](Cit/Zit)

1−θ/(1 − θ ), ρ > 0, θ > 0, where Zit is the ‘‘reference” level

of consumption. Assume the interest rate is constant at some level, r , and that

there is no uncertainty.

(a) External habits. Suppose Zit = C
φ

t−1, 0 ≤ φ ≤ 1. Thus the reference level

of consumption is determined by aggregate consumption, which individual

i takes as given.

(i) Find the Euler equation for the experiment of reducing Cit by dC and

increasing Ci ,t+1 by (1 + r )dC. Express Ci ,t+1/Ci ,t in terms of Ct/Ct−1 and

(1 + r )/(1 + ρ).

(ii) In equilibrium, the consumption of the representative consumer must

equal aggregate consumption: Cit = Ct for all t. Use this fact to express

current consumption growth, ln Ct+1 − ln Ct , in terms of lagged consump-

tion growth, ln Ct − ln Ct−1, and anything else that is relevant. If φ > 0

and θ = 1, does habit formation affect the behavior of consumption? What

if φ > 0 and θ > 1? Explain your results intuitively.

(b) Internal habits. Suppose Zt = Ci ,t−1. Thus the reference level of consump-

tion is determined by the individual’s own level of past consumption (and

the parameter φ is fixed at 1).

(i) Find the Euler equation for the experiment considered in part (a)(i ). (Note

that Cit affects utility in periods t and t + 1, and Ci ,t+1 affects utility in

t + 1 and t + 2.)

(ii) Let gt ≡ (Ct/Ct−1) − 1 denote consumption growth from t − 1 to t. As-

sume that ρ = r = 0 and that consumption growth is close to zero (so that

we can approximate expressions of the form (Ct/Ct−1)
γ with 1 + γ gt , and

can ignore interaction terms). Using your results in (i ), find an approxi-

mate expression for gt+2 − gt+1 in terms of gt+1 − gt and anything else

that is relevant. Explain your result intuitively.
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8.14. Precautionary saving with constant-absolute-risk-aversion utility. Con-

sider an individual who lives for two periods and has constant-absolute-

risk-aversion utility, U = − e−γC1 − e−γC2 , γ > 0. The interest rate is zero and

the individual has no initial wealth, so the individual’s lifetime budget constraint

is C1 + C2 = Y1 + Y2. Y1 is certain, but Y2 is normally distributed with mean Y2

and variance σ 2.

(a) With an instantaneous utility function u(C ) = −e −γC , γ > 0, what is the sign

of U ′′′(C )?

(b) What is the individual’s expected lifetime utility as a function of C1 and the

exogenous parameters Y1, Y2, σ 2, and γ ? (Hint: See the hint in Problem 8.5,

part (b).)

(c) Find an expression for C1 in terms of Y1, Y2, σ 2, and γ . What is C1 if there

is no uncertainty? How does an increase in uncertainty affect C1?

8.15. Time-inconsistent preferences. Consider an individual who lives for three pe-

riods. In period 1, his or her objective function is ln c1 + δ ln c2 + δ ln c3, where

0 < δ < 1. In period 2, it is ln c2 + δ ln c3. (Since the individual’s period-3 choice

problem is trivial, the period-3 objective function is irrelevant.) The individual

has wealth of W and faces a real interest rate of zero.

(a) Find the values of c1, c2, and c3 under the following assumptions about how

they are determined:

(i) Commitment: The individual chooses c1, c2, and c3 in period 1.

(ii) No commitment, naivete: The individual chooses c1 in period 1 to maxi-

mize the period-1 objective function, thinking he or she will also choose

c2 to maximize this objective function. In fact, however, the individual

chooses c2 to maximize the period-2 objective function.

(iii) No commitment, sophistication: The individual chooses c1 in period 1 to

maximize the period-1 objective function, realizing that he or she will

choose c2 in period 2 to maximize the period-2 objective function.

(b) (i) Use your answers to parts (a)(i ) and (a)(i i ) to explain in what sense the

individuals’ preferences are time-inconsistent.

(ii) Explain intuitively why sophistication does not produce different

behavior than naivete.

8.16. Consider the dynamic programming problem that leads to Figure 8.4. This prob-

lem asks you to solve the problem numerically with one change: preferences

are logarithmic, so that u(C ) = ln C . Specifically, it asks you to approximate the

value function by value-function iteration, along the lines of equation (8.73), with

V 0(X) assumed to equal zero for all X.

(a) As a preliminary, explain why V1(X) = lnX.

(b) Since it is not literally possible to find V n (X) for every X from 0 to infin-

ity, proceed by discretizing the problem. Choose an N , and define e ≡100/N .

Now, assume that Y can take on only the values e , 3e , 5e , . . . , 200 − e , each

with probability 1/N . Likewise, assume that C can only take on the values

e , 3e , 5e , . . . , and find the V n (X)’s only for X equal to e , 3e , 5e , . . ., up to some
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upper bound B that you choose (and assume that V n (X) = V n (B) for X > B).

Finally, only do some finite number of iterations. (Use whatever programming

language or software you wish; MATLAB is a natural candidate.) Plot or sketch

the resulting V (•).
(c) Comment briefly on the process of solving the problem numerically. For ex-

ample, explain why you chose the values of N , B , and the number of iterations

that you did. Did you encounter anything unexpected?

(d) Using the value function you found, find C (•), and plot or sketch that.

(e) Compare the C (•) you found with that in Figure 8.4. What are the main

similarities? The main differences?

8.17. Consider the following seemingly small variation on part (b) of Problem 8.16.

Choose an N, and define e ≡ 200/N . Now, assume that Y can take on only the

values 0, e , 2e , 3e , . . . , 200, each with probability 1/(N +1). Likewise, assume that

C can only take on the values 0, e , 2e , 3e , . . . , and find the Vn (X)’s only for X

equal to 0, e , 2e , . . . up to some upper bound B that you choose (and assume that

Vn (X) = Vn (B) for X > B).

Show (analytically, not numerically) that value-function iteration using this

numerical algorithm converges to V (X) = −∞ for all X. (Hint: If you get stuck,

try it with N = 2, B = 300.)24

8.18. This problem asks you to use your analysis in Problem 8.16 to see how a one-

time income shock affects the path of consumption starting from different sit-

uations. Specifically, under the same assumptions about the household’s prefer-

ences and the distribution of Y as in Problem 8.16, plot, as a function of time,

the difference between the paths of C for a household with a realized path of

income of {10, 100, 100, 100, . . .} and a household with a realized path of income

of {100, 100, 100, 100, . . .}:
(a) In the case where both households enter the initial period with A = 10. (Re-

call that At is the household’s wealth at the start of period t that is, before

Yt is realized and Ct is chosen.)

(b) In the case where both households enter the initial period with A = 200.

(c) Discuss your results. Are there any noteworthy similarities between the re-

sults in parts (a) and (b)? Any noteworthy differences?

8.19. Consider Problem 8.16. Change something about the model (the natural candi-

dates are the utility function, the value of β , the value of r , and the distribution

of Y ) and find the new V (•) and C (•) functions. Discuss how the change in as-

sumptions changes the results, and explain the intuition.

8.20. Problem 8.16 had you use a very primitive way of tackling the problem numeri-

cally. How might one do better? (Some candidates might involve interpolation or

extrapolation, or not making the points you consider equally spaced.)

24 The intended message here is that numerical analysis is not as easy as it seems. Both
the approach in part (b) of Problem 8.16 and the approach in this problem probably seem
reasonable at first glance. But they give completely different answers.
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INVESTMENT

This chapter investigates the demand for investment. As described at
the beginning of Chapter 8, there are two main reasons for studying
investment. First, the combination of firms’ investment demand and
households’ saving supply determines how much of an economy’s output
is invested; as a result, investment demand is potentially important to the
behavior of standards of living over the long run. Second, investment is
highly volatile; thus investment demand may be important to short-run
fluctuations.

Section 9.1 presents a baseline model of investment where firms face a
perfectly elastic supply of capital goods and can adjust their capital stocks
costlessly. We will see that even though this model is a natural one to
consider, it provides little insight into actual investment. For example, it
implies that discrete changes in the economic environment (such as
discrete changes in interest rates) produce infinite rates of investment or
disinvestment.

Sections 9.2 through 9.5 therefore develop and analyze the q theory model
of investment. The model’s key assumption is that firms face costs of ad-
justing their capital stocks. As a result, the model avoids the unreasonable
implications of the baseline case and provides a useful framework for ana-
lyzing the effects that expectations and current conditions have on invest-
ment. It is therefore the standard baseline model of investment. Section 9.6
then discusses some empirical evidence about one of the model’s central
predictions.

The final two sections of the chapter consider extensions of the base-
line model. In Section 9.7, we will examine the effects of uncertainty. In
Section 9.8, we will consider adjustment costs that take more complicated
forms than the smooth adjustment costs of q theory.

Throughout the chapter, we will be analyzing investment behavior in en-
vironments of perfectly functioning financial markets: we will assume that
there is no asymmetric information between the agents supplying funds and
the firms undertaking investment projects, and thus that firms can borrow
at prevailing interest rates. We will investigate many of the important issues
concerning investment in the presence of financial-market imperfections in
Chapter 10.

420
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9.1 Investment and the Cost of Capital

The Desired Capital Stock

Consider a firm that can rent capital at a price of rK. The firm’s profits at a
point in time are given by R(K, X1,X2, . . . ,Xn)−rKK, where K is the amount
of capital the firm rents and the X ’s are variables that it takes as given. In
the case of a perfectly competitive firm, for example, the X ’s include the
price of the firm’s product and the costs of other inputs. R(•) is assumed to
account for whatever optimization the firm can do on dimensions other than
its choice of K. For a competitive firm, for example, R(K,X1, . . . ,Xn) − rKK
gives the firm’s profits at the profit-maximizing choices of inputs other than
capital given K and the X ’s. We assume that RK > 0 and RKK < 0, where
subscripts denote partial derivatives.

The first-order condition for the profit-maximizing choice of K is

RK (K,X1, . . . ,Xn) = rK. (9.1)

That is, the firm rents capital up to the point where its marginal revenue
product equals its rental price.

Equation (9.1) implicitly defines the firm’s desired capital stock as a func-
tion of rK and the X ’s. We can differentiate this condition to find the impact
of a change in one of these variables on the desired capital stock. Consider,
for example, a change in the rental price of capital, rK. By assumption, the
X ’s are exogenous; thus they do not change when rK changes. K, however,
is chosen by the firm. Thus it adjusts so that (9.1) continues to hold. Differ-
entiating both sides of (9.1) with respect to rK shows that this requires

RKK(K,X1, . . . ,Xn)
∂K (rK ,X1, . . . ,Xn)

∂rK

= 1. (9.2)

Solving this expression for ∂K/∂rK yields

∂K (rK ,X1, . . . ,Xn)

∂rK

= 1

RKK(K,X1, . . . ,Xn)
. (9.3)

Since RKK is negative, (9.3) implies that K is decreasing in rK. A similar anal-
ysis can be used to find the effects of changes in the X ’s on K.

The User Cost of Capital

Most capital is not rented but is owned by the firms that use it. Thus there
is no clear empirical counterpart of rK. This difficulty has given rise to a
large literature on the user cost of capital.

Consider a firm that owns a unit of capital. Suppose the real market price
of the capital at time t is pK (t ), and consider the firm’s choice between
selling the capital and continuing to use it. Keeping the capital has three
costs to the firm. First, the firm forgoes the interest it would receive if it
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sold the capital and saved the proceeds. This has a real cost of r (t )pK (t ) per
unit time, where r (t ) is the real interest rate. Second, the capital is depre-
ciating. This has a cost of δpK (t ) per unit time, where δ is the depreciation
rate. And third, the price of the capital may be changing. This increases the
cost of using the capital if the price is falling (since the firm obtains less if
it waits to sell the capital) and decreases the cost if the price is rising. This
has a cost of −pK (t ) per unit time. Putting the three components together
yields the user cost of capital:

rK (t ) = r (t )pK (t ) + δpK (t ) − pK (t )

=
[
r (t ) + δ − pK (t )

pK (t )

]
pK (t ).

(9.4)

This analysis ignores taxes. In practice, however, the tax treatments of in-
vestment and of capital income have large effects on the user cost of capital.
To give an idea of these effects, consider an investment tax credit. Specifi-
cally, suppose the firm’s income that is subject to the corporate income tax
is reduced by fraction f of its investment expenditures; for symmetry, sup-
pose also that its taxable income is increased by fraction f of any receipts
from selling capital goods. Such an investment tax credit implies that the
effective price of a unit of capital to the firm is (1− fτ )pK (t ), where τ is the
marginal corporate income tax rate. The user cost of capital is therefore

rK (t ) =
[
r (t ) + δ − pK (t )

pK (t )

]
(1 − fτ )pK (t ). (9.5)

Thus the investment tax credit reduces the user cost of capital, and hence in-
creases firms’ desired capital stocks.1 One can also investigate the effects
of depreciation allowances, the tax treatment of interest, and many other
features of the tax code on the user cost of capital and the desired capital
stock.

Difficulties with the Baseline Model

This simple model of investment has at least two major failings as a descrip-
tion of actual behavior. The first concerns the impact of changes in the
exogenous variables. Our model concerns firms’ demand for capital, and it
implies that firms’ desired capital stocks are smooth functions of the exo-
genous variable. As a result, a discrete change in an exogenous variable leads
to a discrete change in the desired capital stock. Suppose, for example, that
the Federal Reserve reduces interest rates by a discrete amount. As the

1 Of course, corporate income taxation will affect not only the user cost of capital, but
the after-tax marginal product of capital. When the marginal corporate tax rate is τ , a profit-
maximizing firm will equate 1 − τ times the marginal product of capital with the user cost
of capital.
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analysis above shows, this discretely reduces the cost of capital, rK. This in
turn means that the capital stock that satisfies (9.1) rises discretely.

The problem with this implication is that, since the rate of change of
the capital stock equals investment minus depreciation, a discrete change
in the capital stock requires an infinite rate of investment. For the economy
as a whole, however, investment is limited by the economy’s output; thus
aggregate investment cannot be infinite.

The second problem with the model is that it does not identify any
mechanism through which expectations affect investment demand. The
model implies that firms equate the current marginal revenue product of
capital with its current user cost, without regard to what they expect
future marginal revenue products or user costs to be. Yet it is clear that
in practice, expectations about demand and costs are central to investment
decisions: firms expand their capital stocks when they expect their sales to
be growing and the cost of capital to be low, and they contract them when
they expect their sales to be falling and the cost of capital to be high.

Thus we need to modify the model if we are to obtain even a remotely
reasonable picture of actual investment decisions. The standard theory that
does this emphasizes the presence of costs to changing the capital stock.
Those adjustment costs come in two forms, internal and external. Internal
adjustment costs arise when firms face direct costs of changing their capital
stocks (Eisner and Strotz, 1963; Lucas, 1967). Examples of such costs are the
costs of installing the new capital and training workers to operate the new
machines. Consider again a discrete cut in interest rates. If the adjustment
costs approach infinity as the rate of change of the capital stock approaches
infinity, the fall in interest rates causes investment to increase but not to
become infinite. As a result, the capital stock moves gradually toward the
new desired level.

External adjustment costs arise when each firm, as in our baseline model,
faces a perfectly elastic supply of capital, but where the price of capital
goods relative to other goods adjusts so that firms do not wish to invest
or disinvest at infinite rates (Foley and Sidrauski, 1970). When the sup-
ply of capital is not perfectly elastic, a discrete change that increases firms’
desired capital stocks bids up the price of capital goods. Under plausible
assumptions, the result is that the rental price of capital does not change
discontinuously but merely begins to adjust, and that again investment
increases but does not become infinite.2

2 As described in Section 7.10, some business-cycle models assume that there are costs
of adjusting investment rather than costs of adjusting the capital stock (for example,
Christiano, Eichenbaum, and Evans, 2005). Like the assumption of adjustment costs for
capital, this assumption implies that investment is a smooth function of the exogenous vari-
ables and that expectations affect investment demand. We will focus on the more traditional
assumption of capital adjustment costs, however, on the grounds that it is simpler and that it
is the usual baseline case. The empirical evidence about costs of adjusting investment rather
than the capital stock is mixed (Groth and Khan, 2010; Eberly, Rebelo, and Vincent, 2012).



Romer-3931312--That book January 11, 2018 10:53 424

424 Chapter 9 INVESTMENT

9.2 A Model of Investment with Adjustment
Costs

We now turn to a model of investment with adjustment costs. For concrete-
ness, the adjustment costs are assumed to be internal; it is straightforward,
however, to reinterpret the model as one of external adjustment costs.3 The
model is known as the q theory model of investment.

Assumptions

Suppose there are N identical firms in the economy (where N is assumed
to be large). A representative firm’s real profits at time t, neglecting any
costs of acquiring and installing capital, are proportional to its capital stock,
κ(t ), and decreasing in the aggregate capital stock, K (t ); thus they take the
form π (K (t ))κ(t ), where π ′(•) < 0. The assumption that the firm’s profits
are proportional to its capital is appropriate if the production function has
constant returns to scale and the markets for output and for all inputs other
than capital are perfectly competitive. Under these assumptions, if one firm
has, for example, twice as much capital as another, it employs twice as much
of all inputs; as a result, both its revenues and its costs are twice as high as
the other’s.4 And the assumption that profits per unit of the firm’s capital are
decreasing in the aggregate capital stock is appropriate if the economy-wide
supply curves of the inputs other than capital are upward-sloping. In that
case, when an increase in the aggregate capital stock increases the marginal
products of those inputs, their prices rise. This reduces a firm’s profits for a
given quantity of capital.

The key assumption of the model is that firms face costs of adjusting
their capital stocks. The adjustment costs are a convex function of the rate
of change of the firm’s capital stock, κ (which can be positive, negative, or
zero). Specifically, the adjustment costs, C (κ), satisfy C (0) = 0, C ′(0) = 0, and
C ′′(•) > 0. These assumptions imply that it is costly for a firm to increase or
decrease its capital stock, and that the marginal adjustment cost is increasing
in the size of the adjustment.

The purchase price of capital goods is constant and equal to 1; thus there
are no external adjustment costs. (Likewise, the price at which a firm can
sell capital is always 1, though reducing its capital holdings, like increasing
them, involves adjustment costs.) Finally, for simplicity, the depreciation

3 See n. 11 and Problem 9.9. The model presented here is developed by Summers (1981b),
Abel (1982), and Hayashi (1982).

4 Note that these assumptions imply that in the model of Section 9.1, R(K,X1, . . . ,Xn )
takes the form R(X1, . . . ,Xn )K, and so the assumption that RKK < 0 fails. Thus in this case, in
the absence of adjustment costs, the firm’s demand for capital is not well defined: it is infinite
if R(X1, . . . ,Xn ) > 0, zero if R(X1, . . . ,Xn ) < 0, and indeterminate if R(X1, . . . ,Xn ) = 0.
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rate is assumed to be zero. It follows that κ(t ) = I (t ), where I is the firm’s
investment.

These assumptions imply that the firm’s profits at a point in time are
π(K )κ − I − C (I ). The firm maximizes the present value of these profits,

� =
∫ ∞

t=0

e−r t
[
π(K (t ))κ(t ) − I (t ) − C (I (t ))

]
dt, (9.6)

where we assume for simplicity that the real interest rate is constant. Each
firm takes the path of the aggregate capital stock, K, as given, and chooses
its investment over time to maximize � given this path.

A Discrete-Time Version of the Firm’s Problem

To solve the firm’s maximization problem, we need to employ the calcu-
lus of variations. To understand this method, it is helpful to first consider
a discrete-time version of the firm’s problem.5 In discrete time, the firm’s
objective function is

�̃ =
∞∑

t =0

1

(1 + r )t
[π(Kt)κt − It − C (It)]. (9.7)

For comparability with the continuous-time case, it is helpful to assume
that the firm’s investment and its capital stock are related by κt = κt−1 + It
for all t.6 We can think of the firm as choosing its investment and capital
stock each period subject to the constraint κt = κt−1 + It for each t. Since
there are infinitely many periods, there are infinitely many constraints.

The Lagrangian for the firm’s maximization problem is

L =
∞∑

t =0

1

(1 + r )t
[π(Kt)κt − It − C (It)] +

∞∑
t =0

λt (κt−1 + It − κt). (9.8)

λt is the Lagrange multiplier associated with the constraint relating κt and
κt −1. It therefore gives the marginal value of relaxing the constraint; that is,
it gives the marginal impact of an exogenous increase in κt on the lifetime
value of the firm’s profits discounted to time 0. This discussion implies that if
we define qt ≡ (1+r )tλt , then qt is the value to the firm of an additional unit
of capital at time t in time-t dollars. With this definition, we can rewrite

5 For more thorough and formal introductions to the calculus of variations, see Obstfeld
(1992), Barro and Sala-i-Martin (2003, Appendix A.3), and Acemoglu (2009, Chapter 7).

6 The more standard assumption is κt = κt−1 + It−1. However, this formulation imposes
a one-period delay between investment and the resulting increase in capital that has no
analogue in the continuous-time case.
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the Lagrangian as

L′ =
∞∑

t =0

1

(1 + r )t
[π(Kt)κt − It − C (It) + qt(κt −1 + It − κt) ]. (9.9)

The first-order condition for the firm’s investment in period t is therefore

1

(1 + r )t
[−1 − C ′(It) + qt ] = 0, (9.10)

which is equivalent to

1 + C ′(It) = qt. (9.11)

To interpret this condition, observe that the cost of acquiring a unit of
capital equals the purchase price (which is fixed at 1) plus the marginal
adjustment cost. Thus (9.11) states that the firm invests to the point where
the cost of acquiring capital equals the value of the capital.

Now consider the first-order condition for capital in period t. The term for
period t in the Lagrangian, (9.9), involves both κt and κt−1. Thus the capital
stock in period t, κt , appears in both the term for period t and the term for
period t + 1. The first-order condition for κt is therefore

1

(1 + r )t
[π(Kt) − qt ] + 1

(1 + r )t+1
qt+1 = 0. (9.12)

Multiplying this expression by (1 + r )t+1 and rearranging yields

(1 + r )π(Kt) = (1 + r )qt − qt+1. (9.13)

If we define 	qt = qt+1 − qt , we can rewrite the right-hand side of (9.13) as
rqt − 	qt . Thus we have

π(Kt) = 1

1 + r
(rqt − 	qt). (9.14)

The left-hand side of (9.14) is the marginal revenue product of capital, and
the right-hand side is the opportunity cost of a unit of capital. Intuitively,
owning a unit of capital for a period requires forgoing rqt of real interest
and involves offsetting capital gains of 	qt (see [9.4] with the depreciation
rate assumed to be zero; in addition, there is a factor of 1/(1 + r ) that will
disappear in the continuous-time case). For the firm to be optimizing, the
returns to capital must equal this opportunity cost. This is what is stated
by (9.14). This condition is thus analogous to the condition in the model
without adjustment costs that the firm rents capital to the point where its
marginal revenue product equals its rental price.

A second way of interpreting (9.14) is as a consistency requirement con-
cerning how the firm values capital over time. To see this interpretation,
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rearrange (9.14) (or [9.13]) as

qt = π(Kt) + 1

1 + r
qt+1. (9.15)

By definition, qt is the value the firm attaches to a unit of capital in period t
measured in period-t dollars, and qt+1 is the value the firm will attach to
a unit of capital in period t + 1 measured in period-(t + 1) dollars. If qt

does not equal the amount the capital contributes to the firm’s objective
function this period, π(Kt), plus the value the firm will attach to the capital
next period measured in this period’s dollars, qt +1/(1 + r ), its valuations in
the two periods are inconsistent.

Conditions (9.11) and (9.15) are not enough to completely characterize
profit-maximizing behavior, however. The problem is that although (9.15)
requires the q’s to be consistent over time, it does not require them to
actually equal the amount that an additional unit of capital contributes to
the firm’s objective function. To see this, suppose the firm has an additional
unit of capital in period 0 that it holds forever. Since the additional unit
of capital raises profits in period t by π(Kt), we can write the amount the
capital contributes to the firm’s objective function as

MB = lim
T→∞

⎡
⎣T−1∑

t=0

1

(1 + r )t
π(Kt)

⎤
⎦. (9.16)

Now note that equation (9.15) implies that q0 can be written as

q0 = π(K 0) + 1

1 + r
q1

= π(K 0) + 1

1 + r

[
π(K1) + 1

1 + r
q2

]

= . . .

= lim
T→∞

⎧⎨
⎩

⎡
⎣T−1∑

t=0

1

(1 + r )t
π(Kt)

⎤
⎦ + 1

(1 + r )T
qT

⎫⎬
⎭ ,

(9.17)

where the first line uses (9.15) for t = 0, and the second uses it for t = 1.
Comparing (9.16) and (9.17) shows that q0 equals the contribution of an

additional unit of capital to the firm’s objective function if and only if

lim
T→∞

1

(1 + r )T
qT = 0. (9.18)

If (9.18) fails, then marginally raising investment in period 0 (which, by
[9.11], has a marginal cost of q0) and holding the additional capital forever
(which has a marginal benefit of MB) has a nonzero impact on the firm’s



Romer-3931312--That book January 11, 2018 10:53 428

428 Chapter 9 INVESTMENT

profits, which would mean that the firm is not maximizing profits. Equa-
tion (9.18) is therefore necessary for profit maximization. This condition is
known as the transversality condition.

An alternative version of the transversality condition is

lim
T→∞

1

(1 + r )T
qTκT = 0. (9.19)

Intuitively, this version of the condition states that it cannot be optimal to
hold valuable capital forever. In the model we are considering, κ and q are
linked through (9.11), and so κ diverges if and only if q does. One can show
that as a result, (9.19) holds if and only if (9.18) does. Thus we can use either
condition. However, transversality conditions analogous to (9.19) apply to a
broader class of problems than those of form (9.18). The version in (9.19) is
therefore standard, and so that is the one we will focus on.7

The Continuous-Time Case

We can now consider the case when time is continuous. The firm’s profit-
maximizing behavior in this case is characterized by three conditions that
are analogous to the three conditions that characterize its behavior in dis-
crete time: (9.11), (9.14), and (9.19). Indeed, the optimality conditions for
continuous time can be derived by considering the discrete-time problem
where the time periods are separated by intervals of length 	t and then
taking the limit as 	t approaches zero. We will not use this method, how-
ever. Instead we will simply describe how to find the optimality conditions,
and justify them as necessary by way of analogy to the discrete-time case.

The firm’s problem is now to maximize the continuous-time objective
function, (9.6), rather than the discrete-time objective function, (9.7).
The first step in analyzing this problem is to set up the current-value Hamil-
tonian:

H (κ(t ), I (t )) = π(K (t ))κ(t ) − I (t ) − C (I (t )) + q (t )I (t ). (9.20)

This expression is analogous to the period-t term in the Lagrangian for the
discrete-time case with the term in the change in the capital stock omitted
(see [9.9]). There is some standard terminology associated with this type of
problem. The variable that can be controlled freely (I ) is the control variable;
the variable whose value at any time is determined by past decisions (κ) is
the state variable; and the shadow value of the state variable (q) is the costate
variable.

7 For more on different versions of the transversality condition and conditions under which
they are or are not necessary for optimality, see Acemoglu (2009, Sections 7.4 and 7.5 and
the accompanying problems). See Problem 9.4 for a simple case to build intuition about the
transversality condition.
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The first condition characterizing the optimum is that the derivative of
the Hamiltonian with respect to the control variable at each point in time
is zero. This is analogous to the condition in the discrete-time problem that
the derivative of the Lagrangian with respect to I for each t is zero. For our
problem, this condition is

1 + C ′(I (t )) = q(t ). (9.21)

This condition is analogous to (9.11) in the discrete-time case.
The second condition is that the derivative of the Hamiltonian with re-

spect to the state variable equals the discount rate times the costate variable
minus the derivative of the costate variable with respect to time. In our case,
this condition is

π(K (t )) = rq(t ) − q(t ). (9.22)

This condition is analogous to (9.14) in the discrete-time problem.
The final condition is the continuous-time version of the transversality

condition. This condition is that the limit of the product of the discounted
costate variable and the state variable is zero. In our model, this condition is

lim
t→∞

e−r tq (t )κ(t ) = 0. (9.23)

Equations (9.21), (9.22), and (9.23) characterize the firm’s behavior.8

9.3 Tobin’s q

Our analysis of the firm’s maximization problem implies that q is a sufficient
statistic for all information about the future that is relevant to a firm’s in-
vestment decision. q shows how an additional dollar of capital affects the
present value of profits. Thus the firm wants to increase its capital stock if
q is high and reduce it if q is low; the firm does not need to know anything
about the future other than the information that is summarized in q in order
to make this decision (see [9.21]).

From our analysis of the discrete-time case, we know that q is the present
discounted value of the future marginal revenue products of a unit of capital.
In the continuous-time case, we can therefore express q as

q (t ) =
∫ ∞

τ=t

e−r (τ−t)π(K (τ )) dτ. (9.24)

8 An alternative approach is to formulate the present-value Hamiltonian,
~
H (κ(t ),I (t )) =

e−r t [π(K (t ))κ(t ) − I (t ) − C (I (t ))] + λ(t )I (t ). This is analogous to using the Lagrangian (9.8)
rather than (9.9). With this formulation, (9.22) is replaced by e−r tπ(K (t )) = −λ(t ), and (9.23)
is replaced by limt→∞ λ(t )κ(t ) = 0. (Confusingly, there is not universal agreement about the
definition of the present-value Hamiltonian. Some authors write it as e−r t [π(K (t))κ(t) − I (t) −
C (I (t)) + q (t)I (t)]. With this definition, expressions [9.22] and [9.23] hold as before.)
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There is another interpretation of q. A unit increase in the firm’s capital
stock increases the present value of the firm’s profits by q, and thus raises
the value of the firm by q. Thus q is the market value of a unit of capital. If
there is a market for shares in firms, for example, the total value of a firm
with one more unit of capital than another firm exceeds the value of the
other by q. And since we have assumed that the purchase price of capital
is fixed at 1, q is also the ratio of the market value of a unit of capital to its
purchase price. Thus equation (9.21) states that a firm increases its capital
stock if the market value of capital exceeds the cost of acquiring it, and that
it decreases its capital stock if the market value of the capital is less than
the cost of acquiring it.

The ratio of the market value to the purchase price of capital (also referred
to as the replacement cost of capital) is known as Tobin’s q (Tobin, 1969);
it is because of this terminology that we used q to denote the value of
capital in the previous section. Our analysis implies that what is relevant to
investment is marginal q the ratio of the market value of a marginal unit of
capital to its replacement cost. Marginal q is likely to be harder to measure
than average q the ratio of the total value of the firm to the replacement
cost of its total capital stock. Thus it is important to know how marginal q
and average q are related.

One can show that in our model, marginal q is less than average q. The
reason is that when we assumed that adjustment costs depend only on κ,
we implicitly assumed diminishing returns to scale in adjustment costs. Our
assumptions imply, for example, that it is more than twice as costly for a firm
with 20 units of capital to add 2 more than it is for a firm with 10 units
to add 1 more. Because of this assumption of diminishing returns, firms’
lifetime profits, �, rise less than proportionally with their capital stocks,
and so marginal q is less than average q.

One can also show that if the model is modified to have constant returns
in the adjustment costs, average q and marginal q are equal (Hayashi, 1982).9

The source of this result is that the constant returns in the costs of adjust-
ment imply that q determines the growth rate of a firm’s capital stock. As a
result, all firms choose the same growth rate of their capital stocks. Thus if,
for example, one firm initially has twice as much capital as another and if
both firms optimize, the larger firm will have twice as much capital as the
other at every future date. In addition, profits are linear in a firm’s capital
stock. This implies that the present value of a firm’s profits the value of �

9 Constant returns can be introduced by assuming that the adjustment costs take the form
C (κ/κ)κ , with C (•) having the same properties as before. With this assumption, doubling both
κ and κ doubles the adjustment costs. Changing our model in this way implies that κ affects
profits not only directly, but also through its impact on adjustment costs for a given level of
investment. As a result, it complicates the analysis. The basic messages are the same, however.
See Problem 9.10.
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when it chooses the path of its capital stock optimally is proportional to
its initial capital stock. Thus average q and marginal q are equal.

In other models, there are potentially more significant reasons than the
degree of returns to scale in adjustment costs that average q may differ from
marginal q. For example, if a firm faces a downward-sloping demand curve
for its product, doubling its capital stock is likely to less than double the
present value of its profits; thus marginal q is less than average q. If the firm
owns a large amount of outmoded capital, on the other hand, its marginal q
may exceed its average q.

9.4 Analyzing the Model

We will analyze the model using a phase diagram similar to the one we
used in Chapter 2 to analyze the Ramsey model. The two variables we will
focus on are the aggregate quantity of capital, K, and its value, q. As with
k and c in the Ramsey model, the initial value of one of these variables is
given, but the other must be determined: the quantity of capital is some-
thing the economy inherits from the past, but its price adjusts freely in
the market.

Recall from the beginning of Section 9.2 that there are N identical firms.
Equation (9.21) states that each firm invests to the point where the purchase
price of capital plus the marginal adjustment cost equals the value of capital:
1 + C ′(I ) = q. Since q is the same for all firms, all firms choose the same
value of I . Thus the rate of change of the aggregate capital stock, K, is given
by the number of firms times the value of I that satisfies (9.21). That is,

K(t ) = f (q (t )), f (1) = 0, f ′(•) > 0, (9.25)

where f (q) ≡ NC ′−1(q−1). Since C ′(I ) is increasing in I , f (q) is increasing in
q. And since C ′(0) equals zero, f (1) is zero. Equation (9.25) therefore implies
that K is positive when q exceeds 1, negative when q is less than 1, and zero
when q equals 1. This information is summarized in Figure 9.1.

Equation (9.22) states that the marginal revenue product of capital equals
its user cost, rq − q . Rewriting this as an equation for q yields

q (t ) = rq (t ) − π(K (t )). (9.26)

This expression implies that q is constant when rq = π(K ), or q = π(K )/r .
Since π(K ) is decreasing in K, the set of points satisfying this condition is
downward-sloping in (K,q ) space. In addition, (9.26) implies thatq is increas-
ing in K ; thus q is positive to the right of the q = 0 locus and negative to
the left. This information is summarized in Figure 9.2.
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FIGURE 9.3 The phase diagram

The Phase Diagram

Figure 9.3 combines the information in Figures 9.1 and 9.2. The diagram
shows how K and q must behave to satisfy (9.25) and (9.26) at every point
in time given their initial values. Suppose, for example, that K and q begin
at Point A. Then, since q is more than 1, firms increase their capital stocks;
thus K is positive. And since K is high and profits are therefore low, q can
be high only if it is expected to rise; thus q is also positive. Thus K and q
move up and to the right in the diagram.

As in the Ramsey model, the initial level of the capital stock is given.
But the level of the other variable consumption in the Ramsey model,
the market value of capital in this model is free to adjust. Thus its initial
level must be determined. As in the Ramsey model, for a given level of K
there is a unique level of q that produces a stable path. Specifically, there
is a unique level of q such that K and q converge to the point where they
are stable (Point E in the diagram). If q starts below this level, the econ-
omy eventually crosses into the region where both K and q are falling, and
they then continue to fall indefinitely. Similarly, if q starts too high, the
economy eventually moves into the region where both K and q are rising
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FIGURE 9.4 The saddle path

and remains there. One can show that the transversality condition fails for
these paths.10 This means that firms are not maximizing profits on these
paths, and thus that they are not equilibria.

Thus the unique equilibrium, given the initial value of K, is for q to equal
the value that puts the economy on the saddle path, and for K and q to then
move along this saddle path to E. This saddle path is shown in Figure 9.4.

The long-run equilibrium, Point E, is characterized by q = 1 (which im-
plies K = 0) and q = 0. The fact that q equals 1 means that the market value
and the purchase price of capital are equal; thus firms have no incentive

10 See Abel (1982) and Hayashi (1982) for formal demonstrations of this result. It is natural
to think that we can directly rule out any path on which K eventually becomes negative on
the grounds that a negative capital stock is not possible. But examining the assumptions of
the model shows that there is nothing in the model that rules out negative capital: because
adjustment costs depend only on I , it is no more costly for a firm to reduce its capital stock
from 1 to −1 than to reduce it from 101 to 99.

There are at least two ways to modify the model to ensure that K never becomes negative.
The first is to assume limK→0 π (K ) = ∞. This change would leave the phase diagram largely
as in the text, but would have the implication that firms would be violating the transversal-
ity condition on any path that crossed the vertical axis. The second approach is to assume
constant returns to scale in the adjustment costs, along the lines of n. 9 and Problem 9.10.
This would cause K to approach zero as K approached zero, and so prevent K from ever
becoming negative.
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to increase or decrease their capital stocks. And from (9.22), for q to equal
0 when q is 1, the marginal revenue product of capital must equal r . This
means that the profits from holding a unit of capital just offset the forgone
interest, and thus that investors are content to hold capital without the
prospect of either capital gains or losses.11

9.5 Implications

The model developed in the previous section can be used to address many
issues. This section examines its implications for the effects of shifts in the
profit function, interest rates, and tax policies.

The Effects of Changes in Profitability

Suppose the economy is initially in long-run equilibrium, and that there
is an unanticipated, permanent upward shift of the π(•) function. Such a
shift might be the result of technological progress causing the production
function to shift up, or of an outward shift in the supply of some other factor
of production leading to a fall in its price.12

The effects of this change are shown in Figure 9.5. The upward shift of the
π(•) function shifts the q = 0 locus up: since profits are higher for a given
capital stock, smaller capital gains are needed for investors to be willing
to hold shares in firms (see [9.26]). From our analysis of phase diagrams in
Chapter 2, we know what the effects of this change are. q jumps immediately
to the point on the new saddle path for the given capital stock; K and q then
move down that path to the new long-run equilibrium at Point E′. Since the
rate of change of the capital stock is an increasing function of q, this implies
that K jumps at the time of the change and then gradually returns to zero.
Thus a permanent increase in profitability leads to a temporary increase in
investment.

11 It is straightforward to modify the model to be one of external rather than internal
adjustment costs. The key change is to replace the adjustment cost function with a supply
curve for new capital goods, K = g(pK ), where g ′(•) > 0 and where pK is the relative price
of capital. With this change, the market value of firms always equals the replacement cost of
their capital stocks; the role played by q in the model with internal adjustment costs is played
instead by the relative price of capital. See Foley and Sidrauski (1970) and Problem 9.9.

12 The assumption that the shift in π(•) does not affect the real interest rate can be justified
by assuming that we are considering a small open economy that can borrow and lend at
a prevailing world interest rate. Notice that because markets are assumed to be perfectly
competitive, the model is not well suited to analyzing the effects of shifts in aggregate demand.
But if the model were modified to incorporate imperfect competition, the effects of a demand-
driven rise in economy-wide output would be similar to those of an upward shift of the π (•)
function.
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FIGURE 9.5 The effects of a permanent increase in profitability

The intuition behind these responses is straightforward. Since the capital
stock cannot adjust instantly to the upward shift of the profit function,
existing capital earns rents; thus its market value rises. The higher market
value of capital attracts investment, and so the capital stock begins to rise. As
a result, profits and the value of capital fall. The process continues until the
value of the capital returns to normal, at which point there are no incentives
for further investment.

Now consider an upward shift of the profit function that is known to be
temporary. Specifically, the economy begins in long-run equilibrium. There
is then an unexpected upward shift of the π(•) function; when this happens,
it is known that the function will return to its initial position at some later
time, T .

The key insight needed to find the effects of this change is that there
cannot be an anticipated jump in q. If, for example, there is an anticipated
downward jump in q, the owners of shares in firms will suffer capital losses
at an infinite rate with certainty at that moment. But that means that no
one will hold shares at that moment.

Thus at time T , K and q must be on the saddle path leading back to
the initial long-run equilibrium: if they were not, q would have to jump
for the economy to get back to its long-run equilibrium. Between the time
of the upward shift of the profit function and T , the dynamics of K and q
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FIGURE 9.6 The effects of a temporary increase in profitability

are determined by the temporarily high profit function. Finally, the initial
value of K is given, but (since the upward shift of the profit function is
unexpected) q can change discretely at the time of the initial shock.

Together, these facts tell us how the economy responds. At the time of
the change, q jumps to the point such that, with the dynamics of K and q
given by the new profit function, they reach the old saddle path at exactly
time T . This is shown in Figure 9.6. q jumps from Point E to Point A at the
time of the shock. q and K then move gradually to Point B, arriving there
at time T . Finally, they then move up the old saddle path to E.

This analysis has several implications. First, the temporary rise in prof-
itability raises investment: since profitability is higher for a period, firms
increase their capital stocks to take advantage of this. Second, comparing
Figure 9.6 with Figure 9.5 shows that q rises less than it does if the in-
crease in profitability is permanent; thus, since q determines investment,
investment responds less. Intuitively, since it is costly to reverse increases
in capital, firms respond less to a rise in profits when they know they will
reverse the increases. And third, Figure 9.6 shows that the path of K and q
crosses the K = 0 line before it reaches the old saddle path that is, before
time T . Thus the capital stock begins to decline before the π(•) function
returns to normal. To understand this intuitively, consider the time just be-
fore time T . The profit function is just about to return to its initial level;
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thus firms are about to want to have smaller capital stocks. And since it
is costly to adjust the capital stock and since there is only a brief period
of high profits left, there is a benefit and almost no cost to beginning the
reduction immediately.

These results imply that it is not just current profitability but its entire
path over time that affects investment. The comparison of permanent and
temporary movements in profitability shows that investment is higher when
profitability is expected to be higher in the future than when it is not.
Thus expectations of high profitability in the future raise current demand.
In addition, as the example of a permanent increase in profitability shows,
investment is higher when profitability has recently risen than when it has
been high for an extended period.

The Effects of Interest-Rate Movements

Recall that the equation of motion for q is q = rq − π(K ) (equation [9.26]).
Thus interest-rate movements, like shifts of the profit function, affect invest-
ment through their impact on the equation for q . Their effects are therefore
similar to the effects of changes in profitability. A permanent decline in the
interest rate, for example, shifts the q = 0 locus up. In addition, since r mul-
tiplies q in the equation for q , the decline makes the locus steeper. This is
shown in Figure 9.7.

The figure can be used to analyze the effects of changes in the interest
rate along the lines of our analysis of the effects of permanent and temporary
changes in profitability. An unexpected permanent fall in the interest rate,
for example, causes q to jump to the point on the new saddle path (Point
A in the diagram). K and q then move down to the new long-run equili-
brium (Point E′). Thus the permanent decline in the interest rate produces
a temporary boom in investment as the economy moves to a permanently
higher capital stock.

It is straightforward to extend this analysis to the case where the fall in
the interest rate is temporary rather than permanent, along the lines of our
analysis of a temporary increase in profitability. One result in this case is
that the immediate effect of a fall in the interest rate is smaller when it is
expected to be temporary than when it is expected to be permanent. Thus,
just as with profitability, both past and expected future interest rates affect
current investment.

The interest rate in our model, r , is the instantaneous rate of return; thus
it corresponds to the short-term interest rate. One implication of this anal-
ysis is that the short-term rate does not reflect all the information about
interest rates that is relevant for investment. As we will see in greater detail
in Section 12.2, long-term interest rates are likely to reflect expectations of
future short-term rates. If long-term rates are less than short-term rates, for
example, it is likely that investors are expecting short-term rates to fall; if
not, they are better off buying a series of short-term bonds than buying a
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FIGURE 9.7 The effects of a permanent decrease in the interest rate

long-term bond, and so no one is willing to hold long-term bonds. Thus, since
our model implies that increases in expected future short-term rates reduce
investment, it implies that, for a given level of current short-term rates, in-
vestment is lower when long-term rates are higher. Thus the model supports
the standard view that long-term interest rates are important to investment.

The Effects of Taxes: An Example

A temporary investment tax credit is often proposed as a way to stimulate
aggregate demand during recessions. The argument is that an investment
tax credit that is known to be temporary gives firms a strong incentive to
invest while the credit is in effect. Our model can be used to investigate
this argument.

For simplicity, assume that the investment tax credit takes the form of a
direct rebate to the firm of fraction θ of the price of capital, and assume that
the rebate applies to the purchase price but not to the adjustment costs.
When there is a credit of this form, the firm invests as long as the value of
the capital plus the rebate exceeds the capital’s cost. Thus the first-order
condition for current investment, (9.21), becomes

q (t ) + θ (t ) = 1 + C ′(I (t )), (9.27)

where θ (t ) is the credit at time t. The equation for q , (9.26), is unchanged.
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FIGURE 9.8 The effects of a permanent investment tax credit

Equation (9.27) implies that the capital stock is constant when q + θ = 1.
An investment tax credit of θ therefore shifts the K = 0 locus down by θ ;
this is shown in Figure 9.8. If the credit is permanent, q jumps down to
the new saddle path at the time it is announced. Intuitively, because the
credit increases investment, it means that profits (neglecting the credit)
will be lower, and thus that existing capital is less valuable. K and q then
move along the saddle path to the new long-run equilibrium, which involves
higher K and lower q.

Now consider a temporary credit. From our earlier analysis of a temporary
change in profitability, we know that the announcement of the credit causes
q to fall to a point where the dynamics of K and q, given the credit, bring
them to the old saddle path just as the credit expires. They then move up
that saddle path back to the initial long-run equilibrium.

This is shown in Figure 9.9. As the figure shows, q does not fall all the way
to its value on the new saddle path; thus the temporary credit reduces q by
less than a comparable permanent credit does. The reason is that, because
the temporary credit does not lead to a permanent increase in the capital
stock, it causes a smaller reduction in the value of existing capital. Now
recall that the change in the capital stock, K , depends on q + θ (see [9.27]).
q is higher under the temporary credit than under the permanent one; thus,
just as the informal argument suggests, the temporary credit has a larger
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FIGURE 9.9 The effects of a temporary investment tax credit

effect on investment than the permanent credit does. Finally, note that the
figure shows that under the temporary credit, q is rising in the later part
of the period that the credit is in effect. Thus, after a point, the temporary
credit leads to a growing investment boom as firms try to invest just before
the credit ends. Under the permanent credit, in contrast, the rate of change
of the capital stock declines steadily as the economy moves toward its new
long-run equilibrium.

9.6 Empirical Application: q and Investment

Summers’s Test

One of the central predictions of our model of investment is that invest-
ment is increasing in q. This suggests the possibility of examining the re-
lationship between investment and q empirically. Summers (1981b) carries
out such an investigation. He considers the version of the theory described
in Section 9.3 where there are constant returns in the adjustment costs. To
obtain an equation he can estimate, he assumes that the adjustment costs
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are quadratic in investment. Together, these assumptions imply:

C (I (t ),κ(t )) = 1

2
a

[
I (t )

κ(t )

]2

κ(t ), a > 0, (9.28)

where the κ(t ) terms are included so that there are constant returns.
Recall that the condition relating investment to q is that the cost of

acquiring capital (the fixed purchase price of 1 plus the marginal adjust-
ment cost) equals the value of capital: 1 + C ′(I (t )) = q(t ) (equation [9.21]).
With the assumption about adjustment costs in (9.28), this condition is

1 + a
I (t )

κ(t )
= q (t ), (9.29)

which implies

I (t )

κ(t )
= 1

a
[q (t ) − 1]. (9.30)

Based on this analysis, Summers estimates various regressions of the form

It

Kt

= c + b[qt − 1] + et. (9.31)

He uses annual data for the United States for 1931 1978, and estimates most
of his regressions by ordinary least squares. His measure of q accounts for
various features of the tax code that affect investment incentives.

Summers’s central finding is that the coefficient on q is very small. Equiv-
alently, the implied value of a is very large. In his baseline specification, the
coefficient on q is 0.031 (with a standard error of 0.005), which implies a
value of a of 32. This suggests that the adjustment costs associated with a
value of I/K of 0.2 a high but not exceptional figure are equal to 65 per-
cent of the value of the firm’s capital stock (see [9.28]). When Summers
embeds this estimate in a larger model, he finds that the capital stock takes
10 years to move halfway to its new steady-state value in response to a
shock.

Summers’s regressions should cause concern, however and not because
the results seem implausible.13 Two related sins are committed in the
formulation of the specification in (9.31). First, a residual is simply appended
to an equation that is derived without one (see [9.30]). Second, there is no

13 Using the rule that one should distrust an empirical approach that yields implausible
results risks discarding any findings that depart from one’s priors, and thus never learning
anything from empirical work. Of course, one will inevitably put some weight on the reason-
ableness of the results in evaluating an approach. For example, if Summers had found that the
capital stock adjusts to a shock in a matter of nanoseconds, one could guess that something
had gone wrong in his analysis (in such an extreme case, most likely a data or programming
error). But nonetheless, the ideal is to derive a specification from theory, logic, auxiliary ev-
idence, and so on, and then update one’s views about the world based on the results from
that specification.
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analysis of the sources for variation in the right-hand-side variable. With no
information about the reasons for variation in the right-hand-side variable
or what factors cause there to be a residual, we have no way of gauging
whether the right-hand-side variable and the residual are likely to be corre-
lated, and thus whether the coefficient estimate is likely to be biased.

Thinking about the sources of the residual and of the variation in q leads
quickly to two possible reasons for downward bias in the estimate of b
from Summers’s regression: measurement error and simultaneity. Measuring
marginal q (which is what the theory implies is relevant for investment) is
extremely difficult; it requires estimating both the market value and the
replacement cost of capital, accounting for a variety of subtle features of the
tax code, and adjusting for a range of factors that could cause average and
marginal q to differ. To the extent that the variation in measured q on the
right-hand side of (9.31) is the result of measurement error, it is presumably
unrelated to variation in investment. As a result, it biases estimates of the
responsiveness of investment to q toward zero.14

To think about simultaneity, consider what happens when e in (9.31)
which captures other forces affecting desired investment is high. Increased
investment demand is likely to raise interest rates. But recall that q is the
present discounted value of the future marginal revenue products of capital
(equation [9.24]). Thus higher interest rates reduce q. This means that there
is likely to be negative correlation between the right-hand-side variable and
the residual, and thus that the coefficient on the right-hand-side variable is
again likely to be biased down.

Cummins, Hassett, and Hubbard’s Test

One way to address the problems of measurement error and simultaneity
that may cause Summers’s test to yield biased estimates is to find cases
where most of the variation in measured q comes from variations in actual
q that are not driven by changes in desired investment. Cummins, Hassett,
and Hubbard (1994) argue that major U.S. tax reforms provide this type of
variation. The tax reforms of 1962, 1971, 1982, and 1986 had very different
effects on the tax benefits of different types of investment. Because the
compositions of industries’ capital stocks differ greatly, the result was that
the reforms’ effects on the after-tax cost of capital differed greatly across
industries. Cummins, Hassett, and Hubbard argue that these differential im-
pacts are so large that measurement error is likely to be small relative to

14 Section 1.7 presents a formal model of the effects of measurement error in the context
of investigations of cross-country income convergence. If one employs that model here (so
that the true relationship is It/Kt = c + bq∗

t + et and q̂t = q∗
t + ut , where q∗ is actual q, q̂ is

measured q, and e and u are mean-zero disturbances uncorrelated with each other and with
q∗), one can show that the estimate of b from a regression of I/K on q − 1 is biased toward
zero.
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the true variation in q caused by the reforms. They also argue that the dif-
ferential impacts were not a response to differences in investment demand
across the industries, and thus that simultaneity is not a major concern.

Motivated by these considerations, Cummins, Hassett, and Hubbard
(loosely speaking) run cross-industry regressions in the tax-reform years of
investment rates, not on q, but only on the component of the change in
q (defined as the ratio of the market value of capital to its after-tax cost)
that is due to the tax reforms. When they do this, a typical estimate of the
coefficient on q is 0.5 and is fairly precisely estimated. Thus a is estimated
to be around 2, which implies that the adjustment costs associated with
I/K = 0.2 are about 4 percent of the value of the firm’s capital stock a
much more plausible figure than the one obtained by Summers.

There are at least two limitations to this finding. First, it is not clear
whether the cross-industry results carry over to aggregate investment. One
potential problem is that forces that affect aggregate investment demand
are likely to affect the price of investment goods; differential effects of tax
reform on different industries, in contrast, seem much less likely to cause
differential changes in the prices of different investment goods. That is,
external adjustment costs may be more important for aggregate than for
cross-section variations in investment. And indeed, Goolsbee (1998) finds
evidence of substantial rises in the price of investment goods in response
to tax incentives for investment.

Second, we will see in Section 10.3 that the funds that firms have avail-
able for investment appear to affect their investment decisions for a given q.
But industries whose marginal cost of capital is reduced the most by tax re-
forms are likely to also be the ones whose tax payments are reduced the
most by the reforms, and which will thus have the largest increases in the
funds they have available for investment. Thus there may be positive corre-
lation between Cummins, Hassett, and Hubbard’s measure and the residual,
and thus upward bias in their estimates.

9.7 The Effects of Uncertainty

Our analysis so far assumes that firms are certain about future profitabil-
ity, interest rates, and tax policies. In practice, they face uncertainty about
all of these. This section therefore introduces some of the issues raised by
uncertainty.

Uncertainty about Future Profitability

We begin with the case where there is no uncertainty about the path of the
interest rate; for simplicity it is assumed to be constant. Thus the uncertainty
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concerns only future profitability. In this case, the value of 1 unit of capital
is given by

q (t ) =
∫ ∞

τ =t

e−r (τ−t )Et [π(K (τ ))] dτ (9.32)

(see [9.24]).
This expression can be used to find how q is expected to evolve over

time. Since (9.32) holds at all times, it implies that the expectation as of
time t of q at some later time, t + 	t, is given by

Et [q (t + 	t )] = Et

[∫ ∞

τ =t+	t

e−r [τ−(t+	t )]Et+	t [π(K (τ ))] dτ

]

=
∫ ∞

τ =t+	t

e−r [τ−(t+	t )]Et [π(K (τ ))] dτ ,

(9.33)

where the second line uses the fact that the law of iterated projections
implies that Et [Et+	t [π(K (τ ))]] is just Et [π(K (τ ))]. Differentiating (9.33) with
respect to 	t and evaluating the resulting expression at 	t = 0 gives us

Et [q (t )] = rq (t ) − π(K (t )). (9.34)

Except for the presence of the expectations term, this expression is identical
to the equation for q in the model with certainty (see [9.26]).

As before, each firm invests to the point where the cost of acquiring
new capital equals the market value of capital. Thus equation (9.25), K (t ) =
f (q (t )), continues to hold.

Our analysis so far appears to imply that uncertainty has no effect on in-
vestment: firms invest as long as the value of new capital exceeds the cost
of acquiring it, and the value of that capital depends only on its expected
payoffs. But this analysis neglects the fact that it is not strictly correct to
assume that there is exogenous uncertainty about the future values of π(K ).
Since the path of K is determined within the model, what can be taken as
exogenous is uncertainty about the position of the π(•) function; the combi-
nation of that uncertainty and firms’ behavior then determines uncertainty
about the values of π(K ).

In one natural baseline case, this subtlety proves to be unimportant: if π(•)
is linear and C (•) is quadratic and if the uncertainty concerns the intercept
of the π(•) function, then the uncertainty does not affect investment. That
is, one can show that in this case, investment at any time is the same as
it is if the future values of the intercept of the π(•) function are certain
to equal their expected values (see Problems 9.11 and 9.12). But if these
assumptions do not hold, the distinction between uncertainty about future
values of π(K ) and future positions of the π (•) function is relevant.



Romer-3931312--That book January 11, 2018 10:53 446

446 Chapter 9 INVESTMENT

q

K

1
E

A

B

E′

q = 0

K = 0

FIGURE 9.10 The effects of uncertainty about future tax policy when adjustment
costs are symmetric

An Example

Even in our baseline case, news about future profitability and the resolu-
tion of uncertainty about future profitability affect investment by affecting
expectations of the mean of the intercept of the π(•) function. To see this,
suppose that π(•) is linear and C (•) is quadratic, and that initially the π(•)
function is constant and the economy is in long-run equilibrium. At some
date, which we normalize to time 0, it becomes known that the govern-
ment is considering a change in the tax code that would raise the intercept
of the π(•) function. The proposal will be voted on at time T , and it has a
50 percent chance of passing. There is no other source of uncertainty.

The effects of this development are shown in Figure 9.10. The figure
shows the K = 0 locus and the q = 0 loci and the saddle paths with the
initial π(•) function and the potential new, higher function. Given our
assumptions, all these loci are straight lines (see Problem 9.11). Initially, K
and q are at Point E. After the proposal is voted on, they will move along the
appropriate saddle path to the relevant long-run equilibrium (Point E′ if the
proposal is passed, E if it is defeated). There cannot be an expected capital
gain or loss at the time the proposal is voted on. Thus, since the proposal has
a 50 percent chance of passing, q must be midway vertically between the
two saddle paths at the time of the vote; that is, it must be on the dotted line
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in the figure. Finally, before the vote the dynamics of K and q are given by
(9.34) and (9.25) with the initial π(•) function and no uncertainty about q.

Thus at the time it becomes known that the government is considering
the proposal, q jumps up to the point such that the dynamics of K and q
carry them to the dotted line at time T . q then jumps up or down depending
on the outcome of the vote, and K and q then converge to the relevant long-
run equilibrium.

Irreversible Investment

If π(•) is not linear or C (•) is not quadratic, uncertainty about the π(•) func-
tion can affect expectations of future values of π(K ), and thus can affect
current investment. Suppose, for example, that it is more costly for firms to
reduce their capital stocks than to increase them. Then if π(•) shifts up, the
economy-wide capital stock will rise rapidly, and so the increase in π(K ) will
be brief; but if π(•) shifts down, K will fall only slowly, and so the decrease
in π(K ) will be long-lasting. Thus with asymmetry in adjustment costs, un-
certainty about the position of the profit function reduces expectations of
future profitability, and thus reduces investment.

This type of asymmetry in adjustment costs means that investment is
somewhat irreversible: it is easier to increase the capital stock than to reverse
the increase. In the phase diagram, irreversibility causes the saddle path to
be curved. If K exceeds its long-run equilibrium value, it falls only slowly;
thus profits are depressed for an extended period, and so q is much less
than 1. If K is less than its long-run equilibrium value, on the other hand,
it rises rapidly, and so q is only slightly more than 1.

To see the effects of irreversibility, consider our previous example, but
now with the assumption that the costs of adjusting the capital stock are
asymmetric. This situation is analyzed in Figure 9.11. As before, at the time
the proposal is voted on, q must be midway vertically between the two
saddle paths, and again the dynamics of K and q before the vote are given
by (9.34) and (9.25) with the initial π(•) function and no uncertainty about q .

Thus, as before, when it becomes known that the government is consid-
ering the proposal, q jumps up to the point such that the dynamics of K and
q carry them to the dashed line at time T . As the figure shows, however, the
asymmetry of the adjustment costs causes this jump to be smaller than it is
under symmetric costs. The fact that it is costly to reduce capital holdings
means that if firms build up large capital stocks before the vote and the pro-
posal is then defeated, the fact that it is hard to reverse the increase causes
q to be quite low. This acts to reduce the value of capital before the vote,
and thus reduces investment. Intuitively, when investment is irreversible,
there is an option value to waiting rather than investing. If a firm does not
invest, it retains the possibility of keeping its capital stock low; if it invests,
on the other hand, it commits itself to a high capital stock.
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FIGURE 9.11 The effects of uncertainty about future tax policy when adjustment
costs are asymmetric

Uncertainty about Discount Factors

Firms are uncertain not only about what their future profits will be, but
also about how those payoffs will be valued. To see the effects of this un-
certainty, suppose the firm is owned by a representative consumer. As we
saw in Section 8.5, the consumer values future payoffs not according to a
constant interest rate, but according to the marginal utility of consumption.
The discounted marginal utility of consumption at time τ , relative to the
marginal utility of consumption at t, is e−ρ (τ−t )u ′(C (τ ))/u ′(C (t )), where ρ is
the consumer’s discount rate, u(•) is the instantaneous utility function, and
C is consumption (see equation [8.49]). Thus our expression for the value
of a unit of capital, (9.32), becomes

q (t ) =
∫ ∞

τ =t

e−ρ (τ−t )Et

[
u ′(C (τ ))

u ′(C (t ))
π(K (τ ))

]
dτ. (9.35)

As Craine (1989) emphasizes, (9.35) implies that the impact of a project’s
riskiness on investment in the project depends on the same considerations
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that determine the impact of assets’ riskiness on their values in the con-
sumption CAPM. Idiosyncratic risk that is, randomness in π(K ) that is un-
correlated with u ′(C ) has no impact on the market value of capital, and
thus no impact on investment. But uncertainty that is positively correlated
with aggregate risk that is, positive correlation of π(K ) and C , and thus neg-
ative correlation of π(K ) and u ′(C ) lowers the value of capital and hence
reduces investment. And uncertainty that is negatively correlated with ag-
gregate risk raises investment.

9.8 Kinked and Fixed Adjustment Costs

The previous section considers a simple form of partial irreversibility of
investment. Realistically, however, adjustment costs are almost certainly
more complicated than just being asymmetric around I = 0. One possibil-
ity is that the marginal costs of both the first unit of investment and the first
unit of disinvestment are strictly positive. This could arise if there are trans-
action costs associated with both buying and selling capital. In this case,
C (I ) is kinked at I = 0. An even larger departure from smooth adjustment
costs arises if there is a fixed cost to undertaking any nonzero amount of
investment. In this case, C (I ) is not just kinked at I = 0, but discontinuous.

Kinked Costs

A kinked adjustment-cost function is shown in Figure 9.12. In the case
shown, the adjustment cost for the first unit of positive investment, which
we will denote c+, is less than the adjustment cost for the first unit of
disinvestment, c−.

It is straightforward to modify our phase-diagram analysis to incorporate
kinked adjustment costs. To do this, start by noting that firms neither in-
vest nor disinvest when 1 − c− ≤ q (t ) ≤ 1 + c+ (Abel and Eberly, 1994).
Thus there is a range of values of q for which K = 0. In terms of the phase
diagram, this means that the K = 0 line at q = 1 in the model with smooth
adjustment costs is replaced by the area from q = 1 − c− to q = 1 + c+. This
is shown in Figure 9.13.

Recall that equation (9.26) for q , q (t ) = rq(t ) − π(K (t )), is simply a consis-
tency requirement for how firms value capital over time. Thus assuming a
more complicated form for adjustment costs does not change this condition.
The q = 0 locus is therefore the same as before; this is also shown in
Figure 9.13.

Let K1 denote the value of K where the q = 0 locus crosses into the K = 0
region, and K2 the level of K where it leaves. If the initial value of K, K (0),
is less than K1, then q (0) exceeds 1 + c+. There is positive investment, and
the economy moves down the saddle path until K = K1 and q = 1 + c+;



Romer-3931312--That book January 11, 2018 10:53 450

450 Chapter 9 INVESTMENT

0

C (I )

I

FIGURE 9.12 Kinked adjustment costs

KK2K1

E−

1

1 +  c+

1 − c−

q

E+

q = 0

FIGURE 9.13 The phase diagram with kinked adjustment costs

this is Point E+ in the diagram. Similarly, if K (0) exceeds K2, there is disin-
vestment, and the economy converges to Point E−. And if K (0) is between
K1 and K2, there is neither investment nor disinvestment, and K remains
constant at K (0). Thus the long-run equilibria are the points on the q = 0
locus from E+ to E−.

Finally, the fact that q is zero when K = K1 or K = K2 allows us to
characterize K1 and K2 in terms of the profit function. The expression for
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q , q (t) = rq(t) − π (K (t )), implies that when q is zero, q equals π (K )/r . Thus
K1 satisfies π (K1)/r = 1 + c +, and K2 satisfies π (K2)/r = 1 − c−. Similarly,
the fact that q = 0 when K is between K1 and K2 implies that if K (0) is in
this range, q equals π (K (0))/r .

Fixed Costs

If there is a fixed cost to any nonzero quantity of investment, the adjustment-
cost function is discontinuous. One might expect this to make the model
very difficult to analyze: with a fixed cost, a small change in a firm’s environ-
ment can cause a discrete change in its behavior. It turns out, however, that
in a natural baseline case fixed costs do not greatly complicate the analy-
sis of aggregate investment. Specifically, we will focus on the case where
there are constant returns to scale in the adjustment costs. This assump-
tion implies that the division of the aggregate capital stock among firms is
irrelevant, and thus that we do not have to keep track of each firm’s capital.

When there are fixed costs, adjustment costs per unit of investment are
nonmonotonic in investment. The fixed costs act to make this ratio de-
creasing in investment at low positive levels of investment. But the remain-
ing component of adjustment costs (which we assume continue to satisfy
C ′(I ) > 0 for I > 0, C ′(I ) < 0 for I < 0, and C ′′(I ) > 0) act to make this ratio
increasing at high positive levels of investment.

Suppose, for example, that adjustment costs consist of a fixed cost and a
quadratic component:

C (I ,κ)

κ
=

⎧⎪⎨
⎪⎩

F + 1

2
a

(
I

κ

)2

if I �= 0

0 if I = 0,

(9.36)

where F > 0, a > 0. (As in equation [9.28], the κ terms ensure constant re-
turns to scale. Doubling I and κ leaves C (I , κ)/κ unchanged, and so doubles
C (I , κ).) Equation (9.36) implies that adjustment costs per unit of invest-
ment (both expressed relative to the firm’s capital stock) are

C (I ,κ)/κ

I/κ
= F

I/κ
+ 1

2
a

(
I

κ

)
if I �= 0. (9.37)

As Figure 9.14 shows, this ratio is first decreasing and then increasing in the
investment rate, I/κ .

A firm’s value is linear in its investment: each unit of investment the
firm undertakes at time t raises its value by q (t ). As a result, the firm never
chooses a level of investment in the range where [C (I ,κ)/κ]/(I/κ) is decreasing.
If a quantity of investment in that range is profitable (in the sense that the
increase in the firm’s value, q (t )I (t ), is greater than the purchase costs of
the capital plus the adjustment costs), a slightly higher level of investment
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FIGURE 9.14 Adjustment costs per unit of investment in the presence of fixed
costs

is even more profitable. Thus, each firm acts as if it has a minimum invest-
ment rate (the level (I/κ)0 in the diagram) and a minimum cost per unit of
investment (C0 in the diagram).

Recall, however, that there are many firms. As a result, for the economy as
a whole there is no minimum level of investment. There can be aggregate
investment at a rate less than (I/κ)0 at a cost per unit of investment of
C0; all that is needed is for some firms to invest at rate (I/κ)0. Thus the
aggregate economy does not behave as though there are fixed adjustment
costs. Instead, it behaves as though the first unit of investment has strictly
positive adjustment costs and the adjustment costs per unit of investment
are constant over some range. And the same is true of disinvestment. The
aggregate implications of fixed adjustment costs in this case are therefore
similar to those of kinked costs.

Fixed costs (and kinked costs) have potentially more interesting impli-
cations when firms are heterogeneous and there is uncertainty. One type
of heterogeneity that has received a great deal of attention is the produc-
tion of differentiated goods. Introducing such imperfect competition leads
to two important departures from the models we have been analyzing. First,
it means that not just the aggregate capital stock but its composition among
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firms matters for outcomes. Second, and closely related, it makes each firm’s
profits concave rather than linear in its capital stock, as increased output
of its product drives down its relative price. One consequence is therefore
that heterogeneity eliminates the simple force in the model we have been
considering that makes fixed costs unimportant to aggregate investment.
The issue of whether fixed costs have important effects in such settings is
a subject of active research and debate. More generally, current research
is examining a variety of aspects of the interactions of heterogeneity, com-
plex forms of adjustment costs, and uncertainty and their implications for
the behavior of investment.15

Problems

9.1. Consider a firm that produces output using a Cobb Douglas combination of capital

and labor: Y = K α L1−α , 0 < α < 1. Suppose that the firm’s price is fixed in the short

run; thus it takes both the price of its product, P , and the quantity, Y , as given.

Input markets are competitive; thus the firm takes the wage, W, and the rental

price of capital, rK , as given.

(a) What is the firm’s choice of L given P , Y , W, and K ?

(b) Given this choice of L , what are profits as a function of P , Y , W, and K ?

(c) Find the first-order condition for the profit-maximizing choice of K . Is the

second-order condition satisfied?

(d) Solve the first-order condition in part (c) for K as a function of P , Y , W, and rK .

How, if at all, do changes in each of these variables affect K ?

9.2. Corporations in the United States are allowed to subtract depreciation allowances

from their taxable income. The depreciation allowances are based on the purchase

price of the capital; a corporation that buys a new capital good at time t can

deduct fraction D(s) of the purchase price from its taxable income at time t + s.

Depreciation allowances often take the form of straight-line depreciation: D(s)

equals 1/T for s ε [0, T ], and equals 0 for s > T , where T is the tax life of the

capital good.

(a) Assume straight-line depreciation. If the marginal corporate income tax rate is

constant at τ and the interest rate is constant at i , by how much does pur-

chasing a unit of capital at a price of PK reduce the present value of the firm’s

corporate tax liabilities as a function of T , τ , i , and PK ? Thus, what is the

after-tax price of the capital good to the firm?

(b) Suppose that i = r + π, and that π increases with no change in r. How does

this affect the after-tax price of the capital good to the firm?

9.3. The major feature of the tax code that affects the user cost of capital in the case of

owner-occupied housing in the United States is that nominal interest payments are

15 See, for example, Veracierto (2002); Cooper and Haltiwanger (2006); Gourio and Kashyap
(2007); Khan and Thomas (2008); Bachmann, Caballero, and Engel (2013); and House (2014).
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tax-deductible. Thus the after-tax real interest rate relevant to home ownership is

r − τ i , where r is the pretax real interest rate, i is the nominal interest rate, and τ

is the marginal tax rate. In this case, how does an increase in inflation for a given r

affect the user cost of capital and the desired capital stock?

9.4. Building intuition concerning the transversality condition. Consider an in-

dividual choosing the path of G to maximize
∫ ∞

t=0
e−ρt

[− a
2
G(t)2

]
dt, a > 0, ρ > 0.

Here G(t) is the amount of garbage the individual creates at time t; for simplicity,

we allow for the possibility that G can be negative. The individual’s creation of

garbage affects his or her stock of trash. In particular, the stock of trash, T , evolves

according to T (0) = 0, T (t) = G(t).

(a) Prove using as little math as possible that the utility-maximizing path is

G(t) = 0 for all t.

(b) Suppose we want to analyze this problem using the calculus of variations. Let

G be the control variable and T the state variable, and let μ denote the costate

variable. What is the current-value Hamiltonian?

(c) Find the conditions for optimality other than the transversality condition. De-

scribe the paths of G that satisfy those conditions.

(d) What is the transversality condition? Show that it rules out all but one of the

paths you found in part (c), and that the one remaining path is the one that

you showed in part (a) to be optimal: G(t) = 0 for all t.

(e) Explain in a sentence or two why the solutions in (c) other than G(t) = 0

for all t look as if they are utility-maximizing if one does not consider the

transversality condition, and why the transversality condition rules them out.

9.5. Using the calculus of variations to solve the social planner’s problem in
the Ramsey model. Consider the social planner’s problem that we analyzed in

Section 2.4: the planner wants to maximize
∫ ∞

t=0
e−βt [c(t )1−θ/(1 − θ )]dt subject to

k(t ) = f (k(t )) − c(t ) − (n + g)k(t ).

(a) What is the current-value Hamiltonian? What variables are the control variable,

the state variable, and the costate variable?

(b) Find the three conditions that characterize optimal behavior analogous to

equations (9.21), (9.22), and (9.23) in Section 9.2.

(c) Show that the first two conditions in part (b ), together with the fact that

f ′(k (t )) = r (t ), imply the Euler equation (equation [9.20] ).

(d) Let μ denote the costate variable. Show that [μ(t )/μ(t )] − β = (n + g) − r (t ),

and thus that e−βtμ(t ) is proportional to e−R(t )e (n+g)t . Show that this implies that

the transversality condition in part (b) holds if and only if the budget constraint,

equation (2.16), holds with equality.

9.6. Using the calculus of variations to find the socially optimal allocation
in the Romer model. Consider the Romer model of Section 3.5. For simplicity,

neglect the constraint that LA cannot be negative. Set up the problem of choosing

the path of LA(t) to maximize the lifetime utility of the representative individ-

ual. What is the control variable? What is the state variable? What is the current
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value Hamiltonian? Find the conditions that characterize the optimum. Is there an

allocation where LA(t) is constant that satisfies those conditions? If so, what is the

constant value of LA? If not, why not?

9.7. Consider the model of investment in Sections 9.2 9.5. Describe the effects of each

of the following changes on the K = 0 and q = 0 loci, on K and q at the time of

the change, and on their behavior over time. In each case, assume that K and q are

initially at their long-run equilibrium values.

(a) A war destroys half of the capital stock.

(b) The government taxes returns from owning firms at rate τ (so that a firm’s

profits per unit of capital for a given aggregate capital stock are (1 − τ )π (K (t ))

rather than π (K (t ))).

(c) The government taxes investment. Specifically, firms pay the government γ

for each unit of capital they acquire, and receive a subsidy of γ for each unit

of disinvestment.

9.8. Consider the model of investment in Sections 9.2 9.5. Suppose it becomes known

at some date that there will be a one-time capital levy. Specifically, capital holders

will be taxed an amount equal to fraction f of the value of their capital holdings at

some time in the future, time T . Assume the economy is initially in long-run equi-

librium. What happens at the time of this news? How do K and q behave between

the time of the news and the time the levy is imposed? What happens to K and q

at the time of the levy? How do they behave thereafter? (Hint: Is q anticipated to

change discontinuously at the time of the levy?)

9.9. A model of the housing market. (Poterba, 1984.) Let H denote the stock of

housing, I the rate of investment, pH the real price of housing, and R the rent.

Assume that I is increasing in pH , so that I = I (pH ), with I ′(•) > 0, and that

H = I − δH . Assume also that the rent is a decreasing function of H : R = R(H ),

R′(•) < 0. Finally, assume that rental income plus capital gains must equal the

exogenous required rate of return, r : (R + pH )/pH = r .

(a) Sketch the set of points in (H , pH ) space such that H = 0. Sketch the set of

points such that pH = 0.

(b) What are the dynamics of H and pH in each region of the resulting diagram?

Sketch the saddle path.

(c) Suppose the market is initially in long-run equilibrium, and that there is an

unexpected permanent increase in r . What happens to H and pH at the

time of the change? How do H , pH , I , and R behave over time following the

change?

(d) Suppose the market is initially in long-run equilibrium, and that it becomes

known that there will be a permanent increase in r time T in the future. What

happens to H and pH at the time of the news? How do H , pH , I , and R behave

between the time of the news and the time of the increase? What happens to

them when the increase occurs? How do they behave after the increase?

(e) Are adjustment costs internal or external in this model? Explain.

( f ) Why is the H = 0 locus not horizontal in this model?
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9.10. Suppose the costs of adjustment exhibit constant returns in κ and κ. Specifically,

suppose they are given by C (κ/κ) κ , where C (0) = 0, C ′(0) = 0, C ′′(•) > 0. In

addition, suppose capital depreciates at rate δ; thus κ(t ) = I (t ) − δκ(t ). Consider

the representative firm’s maximization problem.

(a) What is the current-value Hamiltonian?

(b) Find the three conditions that characterize optimal behavior analogous to

equations (9.21), (9.22), and (9.23) in Section 9.2.

(c) Show that the condition analogous to (9.21) implies that the growth rate of

each firm’s capital stock, and thus the growth rate of the aggregate capital

stock, is determined by q. In (K, q ) space, what is the K = 0 locus?

(d) Substitute your result in part (c) into the condition analogous to (9.22) to

express q in terms of K and q.

(e) In (K, q ) space, what is the slope of the q = 0 locus at the point where q = 1?

9.11. Suppose that π(K ) = a − bK and C (I ) = αI 2/2.

(a) What is the q = 0 locus? What is the long-run equilibrium value of K ?

(b) What is the slope of the saddle path? (Hint: Use the approach in Section 2.6.)

9.12. Consider the model of investment under uncertainty with a constant interest

rate in Section 9.7. Suppose that, as in Problem 9.10, π(K ) = a − bK and that

C (I ) = α I 2/2. In addition, suppose that what is uncertain is future values of a .

This problem asks you to show that it is an equilibrium for q (t ) and K (t ) to have

the values at each point in time that they would if there were no uncertainty

about the path of a. Specifically, let q̂ (t + τ,t ) and K̂ (t + τ ,t ) be the paths q and K

would take after time t if a(t + τ ) were certain to equal Et [a (t + τ )] for all τ ≥ 0.

(a) Show that if Et [q (t + τ )] = q̂ (t + τ ,t ) for all τ ≥ 0, then Et [K (t + τ )] =
K̂ (t + τ ,t ) for all τ ≥ 0.

(b) Use equation (9.32) to show that this implies that if Et [q (t + τ )] = q̂ (t + τ ,t ),

then q (t ) = q̂ (t,t ), and thus that K (t ) = N [q̂ (t,t ) − 1]/α, where N is the number

of firms.

9.13. Consider the model of investment with kinked adjustment costs in Section 9.8.

Describe the effect of each of the following on the q = 0 locus, on the area where

K = 0, on q and K at the time of the change, and on their behavior over time.

In each case, assume q and K are initially at Point E+ in Figure 9.13.

(a) There is a permanent upward shift of the π(•) function.

(b) There is a small permanent rise in the interest rate.

(c) The cost of the first unit of positive investment, c +, rises.

(d) The cost of the first unit of positive investment, c +, falls.

9.14. (This follows Bernanke, 1983a, and Dixit and Pindyck, 1994.) Consider a firm

that is contemplating undertaking an investment with a cost of I . There are two

periods. The investment will pay off π1 in period 1 and π2 in period 2. π1 is certain,

but π2 is uncertain. The firm maximizes expected profits and, for simplicity, the

interest rate is zero.
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(a) Suppose the firm’s only choices are to undertake the investment in period 1

or not to undertake it at all. Under what condition will the firm undertake

the investment?

(b) Suppose the firm also has the possibility of undertaking the investment in

period 2, after the value of π2 is known; in this case the investment pays off

only π2. Is it possible for the condition in (a) to be satisfied but for the firm’s

expected profits to be higher if it does not invest in period 1 than if it does

invest?

(c) Define the cost of waiting as π1, and define the benefit of waiting as

Prob (π2 < I )E [I − π2 | π2 < I ]. Explain why these represent the cost and the

benefit of waiting. Show that the difference in the firm’s expected profits

between not investing in period 1 and investing in period 1 equals the benefit

of waiting minus the cost.

9.15. The Modigliani--Miller theorem. (Modigliani and Miller, 1958.) Consider the

analysis of the effects of uncertainty about discount factors in Section 9.7. Sup-

pose, however, that the firm finances its investment using a mix of equity and

risk-free debt. Specifically, consider the financing of the marginal unit of capital.

The firm issues quantity b of bonds; each bond pays 1 unit of output with cer-

tainty at time t + τ for all τ ≥ 0. Equity holders are the residual claimant; thus

they receive π(K (t + τ )) − b at t + τ for all τ ≥ 0.

(a) Let P (t ) denote the value of a unit of debt at t, and V (t ) the value of the

equity in the marginal unit of capital. Find expressions analogous to (9.35)

for P (t ) and V (t ).

(b) How, if at all, does the division of financing between bonds and equity affect

the market value of the claims on the unit of capital, P (t )b + V (t )? Explain

intuitively.

(c) More generally, suppose the firm finances the investment by issuing n finan-

cial instruments. Let di (t +τ ) denote the payoff to instrument i at time t +τ ;

the payoffs satisfy d1(t + τ ) + · · · + dn (t + τ ) = π(K (t + τ )), but are other-

wise unrestricted. How, if at all, does the total value of the n assets depend

on how the total payoff is divided among the assets?

(d) Return to the case of debt and equity finance. Suppose, however, that the

firm’s profits are taxed at rate θ, and that interest payments are tax-deductible.

Thus the payoff to bond holders is the same as before, but the payoff to equity

holders at time t + τ is (1 − θ )[π(K (t + τ ))−b]. Does the result in part (b) still

hold? Explain.
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Chapter 10
FINANCIAL MARKETS
AND FINANCIAL CRISES

The previous two chapters study the behavior of households and firms in
partial-equilibrium settings. In Chapter 8, households divide their income
between consumption and saving, taking the set of available assets and the
distribution of their rates of returns as given. In Chapter 9, firms decide
how much investment to undertake, taking the way that future profits are
valued as given.

Financial markets are where these saving and investment decisions meet.
In the absence of asymmetric information, externalities, and other imperfec-
tions, they play a central role in getting the economy to its Arrow-Debreu
outcome. The signals sent by asset prices and state-contingent returns are
what frame the partial-equilibrium problems that households and firms face.
They therefore determine how households allocate their resources among
consumption and holdings of various risky assets and what investment
projects are undertaken. And it is the interaction of the demand and supply
of risky assets that determines their prices. General equilibrium occurs when
households and firms are optimizing taking prices as given, and where prices
cause asset markets to clear. Section 10.1 presents a model of perfectly func-
tioning financial markets in general equilibrium that shows this interplay
between saving and investment decisions.

The main reason that macroeconomists are so interested in financial mar-
kets, however, is that they do not appear to function in this idealized way.
There are at least four distinct issues related to financial markets that are
important to macroeconomics.

The first is whether there are important macroeconomic propagation
mechanisms operating through financial markets. With perfect financial
markets, asset prices passively summarize all available information. But if
there are imperfections in financial markets that cause departures from first-
best outcomes, those distortions may change endogenously in response to
economic developments. As a result, they can magnify the macroeconomic
effects of various types of shocks to the economy.

Sections 10.2 and 10.3 investigate this idea. Section 10.2 presents a micro-
economicmodel of investment in the presence of asymmetric information

458
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between outside investors and entrepreneurs and examines the determi-
nants and effects of the resulting distortions. It then shows that there are
several channels that cause those distortions to be greater when the econ-
omy is weaker. Because the distortions reduce investment, their endogenous
response to the state of the economy magnifies the macroeconomic effects
of shocks a mechanism that is known as the financial accelerator. Then in
Section 10.3, we will examine some microeconomic evidence about the
importance of financial-market imperfections to investment.

The second issue concerns whether departures of financial markets from
the Arrow-Debreu baseline not only magnify the effects of other distur-
bances, but can also be an independent source of shocks to the economy.
In particular, Section 10.4 is devoted to the issue of possible excess volatil-
ity of asset prices. In perfect financial markets, the price of any asset is the
rational expectation given the available information of the present value of
the asset’s future payoffs using the stochastic discount factor that arises from
agents’ marginal utilities of consumption; the price of the asset changes only
if there is new information about its payoffs or about the stochastic discount
factor. Section 10.4 examines the possibility that this assumption might fail.
It shows that the forces pushing asset prices toward fundamentals if they de-
part are not unlimited, and analyzes several factors that limit their strength.
It also describes how movements in asset prices not driven by fundamen-
tals can affect macroeconomic outcomes. Section 10.5 addresses the issue of
whether the possibilities described in Section 10.4 are merely hypothetical
or whether there is evidence that they are important in practice.

A third macroeconomic subject raised by financial markets and the possi-
bility of financial-market imperfections is financial crises. One might expect
that a large financial system in an economy with millions of participants
would change smoothly in response to economic developments. In fact,
however, financial markets are subject to convulsions not only at the level
of individual assets and financial institutions, but at the level of broad swaths
of the financial system. One notable episode occurred in the Great Depres-
sion, when the economic downturn and repeated waves of panics led to the
failure of one-third of U.S. banks. For decades, the conventional wisdom was
that such worldwide financial crises were a thing of the past. But in the fall
of 2008, this view was proven wrong. Lehman Brothers, a major investment
bank, declared bankruptcy in September. In the aftermath, equity prices fell
by more than 25 percent in just four weeks; spreads between interest rates
on conventional but slightly risky loans and those on the safest and most
liquid assets skyrocketed; many borrowers were unable to borrow at any
interest rate; and economies around the world went into severe recessions.

Financial crises are the subject of Sections 10.6 through 10.8. The first
of these presents the classic Diamond Dybvig model of the possibility of a
self-fulfilling run on a financial institution that would otherwise be solvent.
The second addresses the issue of how financial market disruptions and
failures can spread among financial institutions. And the third discusses
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some microeconomic evidence that sheds light on the macroeconomic
effects of crises.

The final issue concerns the social value of financial markets. Private
marginal products in financial markets can be either bigger or smaller than
social marginal products. For example, someone who channels funds from
small savers to a poor entrepreneur with the potential to become the next
Thomas Edison or Steve Jobs will probably capture only a tiny part of the
social value of the resulting inventions. On the other hand, someone who
makes an enormous profit by buying an undervalued asset whose price
would otherwise have risen a few seconds later probably has almost no ef-
fect on any actual investment decisions, and so has negligible social product.

Although this issue is fascinating and important, we will not pursue it.
McKinnon (1973) and others argue that the financial system has important
effects on overall investment and on the quality of the investment projects
that are undertaken, and thus on economies’ growth over extended pe-
riods. But the development of the financial system may be a by-product
rather than a cause of growth; and factors that lead to the development of
the financial system may affect growth directly. As a result, this argument is
difficult to test. Nonetheless, there is at least suggestive evidence that finan-
cial development is important to growth (for example, Jayaratne and Stra-
han, 1996; Levine and Zervos, 1998; Rajan and Zingales, 1998; Levine, 2005).
Likewise, Banerjee and Newman (1993) and Buera, Kaboski, and Shin (2011)
argue that financial-market imperfections can lead to large inefficiencies in
both human- and physical-capital investment, and that this misallocation
has large effects on development.

There is even less evidence about whether too many resources are de-
voted to the financial sector in advanced economies. Budish, Cramton, and
Shim (2015) present compelling evidence that efforts to increase trading
speed are close to pure rent-seeking with little social value. But whether
this description fits with much of how other resources in the financial sec-
tor are used is not clear. Philippon and Reshef (2012) present evidence that
compensation in finance in the United States in recent decades is puzzlingly
high, and Philippon (2015) finds that the large improvements in informa-
tion technology and other types of technological progress do not appear to
have increased the efficiency of the U.S. financial sector over the past hun-
dred years. But again, this does not come close to resolving the question of
whether too many resources are devoted to the financial sector.

10.1 A Model of Perfect Financial Markets

This section presents a model of perfectly functioning financial markets to
show how the interaction of consumer preferences and the set of possible
investments determine what investment projects are undertaken and how
claims on the projects’ output are valued.
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Assumptions and Equilibrium Conditions

The economy lasts for two periods. A representative household has an en-
dowment E of the economy’s sole good in period 1 and no endowment in
period 2. It maximizes the expected value of its lifetime utility, which is
given by

V = U (C1) + βU (C2), β > 0, U ′(•) > 0, U ′′(•) < 0, (10.1)

where Ct is the household’s consumption in period t.
All period-2 output comes from investments undertaken in period 1.

There are N possible investment projects. The output of each project is
potentially uncertain. Specifically, there are S possible states of the world
in period 2. If quantity Ki of period-1 output is devoted to project i , it
produces RisKi in period 2 in state s (where Ris ≥ 0 for all i and s). We
let πs denote the probability of state s occurring; the πs ’s satisfy πs ≥ 0

and
∑S

s=1 πs = 1. The Ki ’s cannot be negative. It is convenient to think
of each investment project as being undertaken by a distinct firm. Finally,
the economy is perfectly competitive: households and firms are price-takers.

It is straightforward to write down the conditions that characterize the
equilibrium of this economy. Because there are complete markets and no
imperfections, we can describe the equilibrium in terms of Arrow-Debreu
commodities that is, claims on period-2 output in the various states of the
world. Specifically, let qs be the price, in units of period-1 output, of a claim
on one unit of perod-2 output in state s. Then equilibrium is a set of prices,
{qs}, investment decisions, {Ki }, and consumption decisions, C1 and {Cs

2},
with three properties.

First, households must be maximizing their utility subject to their budget
constraint. The budget constraint is

C1 +
S∑

s=1

qsC
s
2 = E. (10.2)

Utility maximization requires that reducing C1 by a small amount and using
the savings to increase Cs

2 does not affect lifetime utility. This yields the
Euler equation.

U ′(C1) = 1

qs

πsβU ′(Cs
2) for all s. (10.3)

We can rearrange this as

qs = πsβ
U ′(Cs

2)

U ′(C1)
for all s. (10.4)

That is, in equilibrium the price of a claim on output in state s equals the
product of the probability that the state occurs and the marginal utility of
consumption in that state relative to consumption today.
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Second, there must be no unexploited profit opportunities. The cost of
investing marginally more in project i , in terms of period-1 consumption, is
just1. The payoff is the revenues from selling the state-contingent output,
which is

∑S
s =1 qs Ris. If a strictly positive amount is invested in the project,

the payoff to investing marginally more must equal the cost. And if nothing
is invested in the project, the payoff from the first unit of investment must
be less than or equal to the cost. Thus we have

S∑
s=1

qs Ris

⎧⎨
⎩

= 1 if Ki > 0

≤ 1 if Ki = 0 for all i .
(10.5)

Notice that since there is a full set of Arrow-Debreu commodities, there is
no risk in undertaking the project: although the amount that the project
produces depends on the state, claims on output in all states are sold in
period 1.

Finally, markets must clear. The market-clearing condition in period 1 is

C1 +
N∑

i=1

Ki = E. (10.6)

And the market-clearing condition for claims on period-2 output in state s is

N∑
i=1

Ki Ris = Cs
2 for all s. (10.7)

The number of equilibrium conditions is 1 (from [10.2]), plus S (from
[10.3] or [10.4]), plus N (from [10.5]), plus 1 (from [10.6]), plus S (from
[10.7]). The unknowns are the S qs ’s, the S C2’s, the N Ki ’s, and C1. The
number of equations exceeds the number of unknowns by 1 because of
Walras’s law.

Discussion

From firms’ perspective, this model is little different from the partial-
equilibrium model of investment we studied in Chapter 9, particularly the
model of investment under uncertainty in Section 9.7. And from house-
holds’ perspective, the model is similar to the partial-equilibrium model of
consumption in the presence of risky assets in Section 8.5. But because
both investment and consumption are endogenous in the current model,
the marginal utility of consumption in different states, and hence the pay-
off to investment projects in different states, is now endogenous.

The only assets with net supplies that are strictly positive are claims on
the output of the investment projects that are undertaken. But although
the net supplies of any other potential financial assets are zero, one can still
think of markets where some agents can sell them and others buy them. The
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price of any asset (including ones without positive net supplies) depends
on the pricing kernel of this economy, which is determined by the marginal
utility of consumption in different states. That is, the price of an asset with
payoff in state s of xs is

∑S
s=1 qsxs . Two potentially interesting assets are

debt and insurance. The price of riskless debt that is, an asset that pays 1
unit regardless of the state is

∑S
s=1 qs . The price of insurance against state s

occurring that is, an asset that pays 1 unit in state s and 0 otherwise is qs .
Of course, since all households are the same, in equilibrium we will not
observe some agents selling these assets and others buying them. But with
heterogeneity in preferences or income, we would.

Also, notice that trade in financial assets can get the economy to the
Walrasian outcome without there literally being Arrow-Debreu commodi-
ties with all transactions taking place at the beginning of time. In the model,
where agents are homogeneous, the Arrow-Debreu allocation can be
achieved through equity markets where claims on firms’ output are traded.
With heterogeneous agents, additional assets, such as insurance contracts,
would also be needed.

Crucially, because all markets are perfectly competitive, information is
symmetric, and there are no externalities, the equilibrium is Pareto effi-
cient. If we enriched the model to allow for the arrival of new information
(for example, about the probabilities of the different states or the returns
to investment projects in different states), there would be changes in as-
set prices, but they would be efficient. And the only reason for there to
be sudden large changes in prices would be the sudden arrival of major
news.

There are numerous possible extensions that would not affect these cen-
tral features of the model. Examples include additional periods, hetero-
geneity among households, adjustment costs in investment, and a role for
other inputs into production (most obviously, labor supplied by house-
holds). None of these would alter the messages that financial markets are
where households and firms meet to efficiently share risk and determine
the level and composition of investment. Rather than pursuing those ex-
tensions, the rest of the chapter turns to settings where financial markets
have more significant consequences.

10.2 Agency Costs and the Financial
Accelerator

Introduction

In the models of Chapter 9 and Sections 10.1, all parties are equally well in-
formed, and so financial markets function efficiently. Potential investments
are valued according to their state-contingent payoffs using the prevailing
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stochastic discount factor. As a result, they are undertaken if their value
exceeds the cost of acquiring and installing the necessary capital.

In fact, however, firms are much better informed than potential out-
side investors about their investment projects. Outside financing must ulti-
mately come from individuals. These individuals usually have little contact
with the firm and little expertise concerning the firm’s activities. In addi-
tion, their stakes in the firm are usually low enough that their incentive to
acquire relevant information is small.

Because of these problems, institutions such as banks, mutual funds, and
bond-rating agencies that specialize in acquiring and transmitting informa-
tion play central roles in financial markets. But even they can be much
less informed than the firms or individuals in whom they are investing their
funds. The issuer of a credit card, for example, is usually much less informed
than the holder of the card about the holder’s financial circumstances and
spending habits. In addition, the presence of intermediaries between the
ultimate investors and firms means that there is a two-level problem of
asymmetric information: there is asymmetric information not just between
the intermediaries and the firms, but also between the individuals and the
intermediaries (Diamond, 1984).

Asymmetric information creates agency problems between investors and
firms. Some of the risk in the payoff to investment is usually borne by the
investors rather than by the firm; this occurs, for example, in any situation
where there is a possibility that the firm may go bankrupt. When this is
the case, the firm can change its behavior to take advantage of its superior
information. It can only borrow if it knows that its project is particularly
risky, for example, or it can choose a high-risk strategy over a low-risk one
even if this reduces overall expected returns. Thus asymmetric information
can distort investment choices away from the most efficient projects. In
addition, asymmetric information can lead the investors to expend resources
monitoring the firm’s activities, and the managers or entrepreneurs running
the firm to devote less than the socially optimal amount of effort to the
firm. Thus again, asymmetric information imposes costs.

This section presents a simple model of asymmetric information and the
resulting agency problems and discusses some of their effects. We will find
that when there is asymmetric information, investment depends on more
than just interest rates and profitability; such factors as investors’ ability to
monitor firms and firms’ ability to finance their investment using internal
funds also matter. We will also see that asymmetric information changes
how interest rates and profitability affect investment and that it magnifies
the effects of shocks to the economy.

Assumptions

An entrepreneur has the opportunity to undertake a project that requires
1 unit of resources. The entrepreneur has wealth of W, which is less than 1.
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Thus, he or she must obtain 1 − W units of outside financing to undertake
the project. If the project is undertaken, it has an expected output of γ ,
which is positive. γ is heterogeneous across entrepreneurs and is publicly
observable. Actual output can differ from expected output, however; specif-
ically, the actual output of a project with an expected output of γ is dis-
tributed uniformly on [0,2γ ]. Since the entrepreneur’s wealth is all invested
in the project, his or her payment to the outside investors cannot exceed
the project’s output. This limit on the amount that the entrepreneur can
pay to outside investors means that the investors must bear some of the
project’s risk.

To keep things simple, we assume that the entrepreneur and outside
investors are risk-neutral, and that there is a technology with no risk or
asymmetric information that yields a rate of return of r for sure. We also
assume that the outside investors are competitive. These assumptions have
several implications. First, the project is socially desirable if and only if the
expected rate of return is greater than r ; that is, the requirement for a social
planner to want the project to be undertaken is γ > 1+ r . Second, because
the entrepreneur can invest at the risk-free rate, he or she undertakes the
project if the difference between γ and the expected payments to the out-
side investors is greater than (1 + r )W. And third, competition implies that
in equilibrium, outside investors’ expected rate of return on any financing
they provide to the entrepreneur is r .

The key assumption of the model is that entrepreneurs are better in-
formed than outside investors about their projects’ actual output. Specif-
ically, an entrepreneur observes his or her output costlessly; an outside
investor, however, must pay a cost c to observe output. c is assumed to
be positive; for convenience, it is also assumed to be less than expected
output, γ .

This type of asymmetric information is known as costly state verification
(Townsend, 1979). In studying it, we will see not only how asymmetric
information affects investment outcomes, but also how it shapes financial
contracts. There are other types of information asymmetries, such as asym-
metric information about the riskiness of projects or about entrepreneurs’
actions, that may be more important than costly state verification in prac-
tice. However, they have broadly similar implications concerning distortions
and the amplification of shocks, so it is instructive to study these issues
through the lens of the simpler costly-state-verification model.

The Equilibrium under Symmetric Information

In the absence of the cost of observing the project’s output, the equilib-
rium is straightforward. Entrepreneurs whose projects have an expected
payoff that exceeds 1 + r obtain financing and undertake their projects; en-
trepreneurs whose projects have an expected output less than 1+ r do not.
For the projects that are undertaken, the contract between the entrepreneur
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and the outside investors provides the investors with expected payments
of (1 − W )(1 + r ). There are many contracts that do this. One example is a
contract that gives to investors the fraction (1 − W )(1 + r )/γ of whatever
output turns out to be. Since expected output is γ , this yields an expected
payment of (1 − W )(1 + r ). The entrepreneur’s expected income is then
γ − (1 − W )(1 + r ), which equals W (1 + r ) + γ − (1 + r ). Since γ exceeds
1 + r by assumption, this is greater than W (1 + r ). Thus the entrepreneur
is made better off by undertaking the project.

The Form of the Contract under Asymmetric Information

Now consider the case where it is costly for outside investors to observe a
project’s output. In addition, assume that each outsider’s wealth is greater
than 1 − W. Thus we can focus on the case where, in equilibrium, each
project has only a single outside investor. This allows us to avoid dealing
with the complications that arise when there is more than one outside
investor who may want to observe a project’s output.

Since outside investors are risk-neutral and competitive, an entre-
preneur’s expected payment to the investor must equal (1+r ) (1−W ) plus
the investor’s expected spending on verifying output. The entrepreneur’s
expected income equals the project’s expected output, which is exogenous,
minus the expected payment to the investor. Thus the optimal contract is
the one that minimizes the fraction of the time that the investor verifies out-
put while providing the outside investor with the required rate of return.

Given our assumptions, the contract that accomplishes this takes a sim-
ple form. If the payoff to the project exceeds some critical level D , then the
entrepreneur pays the investor D and the investor does not verify output.
But if the payoff is less than D , the investor pays the verification cost and
takes all of output. Thus the contract is a debt contract. The entrepreneur
borrows 1 − W and promises to pay back D if that is possible. If the en-
trepreneur’s output exceeds the amount that is due, he or she pays off the
loan and keeps the surplus. And if the entrepreneur cannot make the re-
quired payment, all of his or her resources go to the lender. This payment
function is shown in Figure 10.1.

The argument that the optimal contract takes this form has several steps.
First, when the investor does not verify output, the payment cannot de-
pend on actual output. To see this, suppose that the payment is supposed
to be Q 1 when output is Y1 and Q 2 when output is Y2, with Q 2 > Q 1, and
that the investor does not verify output in either of these cases. Since the
investor does not know output, when output is Y2 the entrepreneur pre-
tends that it is Y1, and therefore pays Q 1. Thus the contract cannot make
the payment when output is Y2 exceed the payment when it is Y1.

Second, and similarly, the payment with verification can never exceed
the payment without verification, D ; otherwise the entrepreneur always
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FIGURE 10.1 The form of the optimal payment function

pretends that output is not equal to the values of output that yield a pay-
ment greater than D . In addition, the payment with verification cannot
equal D ; otherwise it is possible to reduce expected expenditures on veri-
fication by not verifying whenever the entrepreneur pays D .

Third, the payment is D whenever output exceeds D . To see this, note
that if the payment is ever less than D when output is greater than D , it is
possible to increase the investor’s expected receipts and reduce expected
verification costs by changing the payment to D for these levels of output;
as a result, it is possible to construct a more efficient contract.

Fourth, the entrepreneur cannot pay D if output is less than D. Thus in
these cases the investor must verify output.

Finally, if the payment is less than all of output when output is less than
D , increasing the payment in these situations raises the investor’s expected
receipts without changing expected verification costs. But this means that
it is possible to reduce D , and thus to save on verification costs.

Together, these facts imply that the optimal contract is a debt contract.1

1 For formal proofs, see Townsend (1979) and Gale and Hellwig (1985). This analysis ne-
glects two subtleties. First, it assumes that verification must be a deterministic function of the
state. One can show, however, that a contract that makes verification a random function of the
entrepreneur’s announcement of output can improve on the contract shown in Figure 10.1
(Bernanke and Gertler, 1989). Second, the analysis assumes that the investor can commit to
verification if the entrepreneur announces that output is less than D . For any announced
level of output less than D , the investor prefers to receive that amount without verifying
than with verifying. But if the investor can decide ex post not to verify, the entrepreneur
has an incentive to announce low output. Thus the contract is not renegotiation-proof. For
simplicity, we neglect these complications.
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The Equilibrium Value of D

The next step of the analysis is to determine what value of D is specified
in the contract. Investors are risk-neutral and competitive, and the risk-free
interest rate is r . Thus the expected payments to the investor, minus his or
her expected spending on verification, must equal 1 + r times the amount
of the loan, 1 − W. To find the equilibrium value of D , we must therefore
determine how the investor’s expected receipts net of verification costs
vary with D, and then find the value of D that provides the investor with
the required expected net receipts.

To find the investor’s expected net receipts, suppose first that D is less
than the project’s maximum possible output, 2γ . In this case, actual output
can be either more or less than D . If output is more than D , the investor
does not pay the verification cost and receives D . Since output is distributed
uniformly on [0,2γ ], the probability of this occurring is (2γ − D)/(2γ ). If
output is less than D , the investor pays the verification cost and receives
all of output. The assumption that output is distributed uniformly implies
that the probability of this occurring is D/(2γ ), and that average output
conditional on this event is D/2.

If D exceeds 2γ , on the other hand, then output is always less than D .
Thus in this case the investor always pays the verification cost and receives
all of output. In this case the expected payment is γ .

Thus the investor’s expected receipts minus verification costs are

R(D) =

⎧⎪⎨
⎪⎩

2γ − D

2γ
D + D

2γ

(
D

2
− c

)
if D ≤ 2γ

γ − c if D > 2γ .

(10.8)

Equation (10.8) also implies that when D is less than 2γ , R ′(D) is equal to
1−[c/(2γ )]−[D/(2γ )]. Thus R increases until D = 2γ −c and then decreases.
The reason that raising D above 2γ − c lowers the investor’s expected net
revenues is that when the investor verifies output, the net amount he or
she receives is always less than 2γ − c . Thus setting D = 2γ − c and ac-
cepting 2γ − c without verification when output exceeds 2γ − c makes
the investor better off than setting D > 2γ − c .

Equation (10.8) implies that when D = 2γ − c , the investor’s expected
net revenues are R(2γ −c ) = [(2γ −c )/(2γ )]2γ ≡ RMAX. Thus the maximum
expected net revenues equal expected output when c is zero, but are less
than this when c is greater than zero. Finally, R declines to γ −c at D = 2γ ;
thereafter further increases in D do not affect R(D). The R(D) function is
plotted in Figure 10.2.

Figure 10.3 shows three possible values of the investor’s required net rev-
enues, (1+r )(1−W ). If the required net revenues equal V1 more generally,
if they are less than γ − c there is a unique value of D that yields the in-
vestor the required net revenues. The contract therefore specifies this value
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FIGURE 10.3 The determination of the entrepreneur’s required payment to
the investor

of D . For the case when the required payment equals V1, the equilibrium
value of D is given by D1 in the figure.

If the required net revenues exceed RMAX if they equal V3, for example
there is no value of D that yields the necessary revenues for the investor.
Thus in this situation there is credit rationing: investors refuse to lend to the
entrepreneur at any interest rate.

Finally, if the required net revenues are between γ − c and RMAX, there
are two possible values of D . For example, the figure shows that a D of
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either D A
2 or D B

2 yields R(D) = V2. The higher of these two D ’s (D B
2 in the

figure) is not a competitive equilibrium, however: if an investor is making
a loan to an entrepreneur with a required payment of D B

2 , other investors
can profitably lend on more favorable terms. Thus competition drives D
down to D A

2 . The equilibrium value of D is thus the smaller solution to

R(D) = (1 + r )(1 − W ). Expression (10.9) implies that this solution is2

D ∗ = 2γ − c −
√

(2γ − c )2 − 4γ (1 + r )(1 − W )
(10.9)

for (1 + r )(1 − W) ≤ RMAX.

Equilibrium Investment

The final step of the analysis is to determine when the entrepreneur under-
takes the project. Clearly a necessary condition is that he or she can obtain
financing at some interest rate. But this is not sufficient: some entrepreneurs
who can obtain financing may be better off investing in the safe asset.

An entrepreneur who invests in the safe asset obtains (1 + r )W. If the
entrepreneur instead undertakes the project, his or her expected receipts
are expected output, γ , minus expected payments to the outside investor.
If the entrepreneur can obtain financing, the expected payments to the in-
vestor are the opportunity cost of the investor’s funds, (1 + r )(1 − W ), plus
the investor’s expected spending on verification costs. Thus to determine
when a project is undertaken, we need to determine these expected verifi-
cation costs.

These can be found from equation (10.9). The investor verifies when out-
put is less than D∗, which occurs with probability D∗/(2γ ). Thus expected
verification costs are

A = D∗

2γ
c

=
⎡
⎣2γ − c

2γ
−

√(
2γ − c

2γ

)2

− (1 + r )(1 − W )

γ

⎤
⎦c.

(10.10)

Straightforward differentiation shows that A is increasing in c and r and de-
creasing in γ and W. We can therefore write

A = A(c, r, W, γ ), Ac > 0, Ar > 0, AW < 0, Aγ < 0. (10.11)

2 Note that the condition for the expression under the square root sign to be negative is
that [(2γ −c)/(2γ )]2γ < (1+r )(1−W ) that is, that R MAX is less than required net revenues.
Thus the case where the expression in (10.9) is not defined corresponds to the case where
there is no value of D at which investors are willing to lend.
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The entrepreneur’s expected payments to the investor are (1 + r )
(1 − W ) + A(c, r, W, γ ). Thus the project is undertaken if (1 + r )(1 − W ) ≤
RMAX and if

γ − (1 + r )(1 − W ) − A(c, r, W, γ ) > (1 + r )W. (10.12)

In general, either constraint investors’ willingness to lend to the en-
trepreneur at some interest rate, or the entrepreneur’s willingness to un-
dertake the project if a loan is available can be the relevant one. Suppose,
for example, that W is very small. Then undertaking the project is attrac-
tive to the entrepreneur even when investors obtain the maximum possible
revenues. Thus what determines whether the investment is undertaken is
whether investors are willing to finance it. On the other hand, suppose W
is substantial, but γ is only slightly above 1 + r . In this case, there is a level
of D that gives investors their needed net revenues, (1+ r )(1− W ), but the
agency costs involved (that is, A(c , r , W, γ )) may exceed γ − (1 + r ). In this
case, whether the investment is undertaken is determined by whether the
entrepreneur is willing to undertake it.

Discussion

Although we have derived these results from a particular model of asym-
metric information, the basic ideas are general. Suppose, for example, there
is asymmetric information about how much risk the entrepreneur is taking.
In such a setting, if the investor bears some of the cost of poor outcomes, the
entrepreneur has an incentive to increase the riskiness of his or her activities
beyond the point that maximizes the expected return to the project. That
is, asymmetric information about actions can create moral hazard. In that
situation, asymmetric information again reduces the total expected returns
to the entrepreneur and the investor, just as it does in our model of costly
state verification. Under plausible assumptions, these agency costs are de-
creasing in the amount of financing that the entrepreneur can provide (W ),
increasing in the amount that the investor must be paid for a given amount
of financing (r ), decreasing in the expected payoff to the project (γ ), and
increasing in the magnitude of the asymmetric information (c when there
is costly state verification, and the entrepreneur’s ability to take high-risk
actions when there is moral hazard).

Similarly, suppose that entrepreneurs are heterogeneous in terms of how
risky their projects are, and that risk is not publicly observable that is,
suppose there is asymmetric information about types that creates adverse
selection. Then again there are agency costs of outside finance, and again
those costs are determined by the same types of considerations as in our
model. Thus the qualitative results of this model apply to many other models
of asymmetric information in financial markets.

Likewise, although we have discussed the effects of asymmetric informa-
tion in the context of an entrepreneur with a potential investment project,
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its effects in other settings are broadly similar. For example, they carry over
to the case of a household with uncertain future income that is considering
buying a house or an automobile, and to that of an established firm with
uncertain future profits that is considering increasing its capital stock.

The Financial Accelerator

A central implication of this analysis is that financial-market imperfections
act to magnify the effects of shocks to the economy. With perfect financial
markets, whether an investment is undertaken depends on the expected
value of its output computed using the stochastic discount factor; what
resources the agent undertaking the investment has are irrelevant. But as our
model shows, this is no longer true when financial-markets are imperfect.
Equation (10.11) shows that agency costs are a decreasing function of the
entrepreneur’s wealth, W ; thus a fall in W can cause the investment not to
occur in the absence of any other changes. More broadly, the resources that
firms can use to finance investment depend on the excess of their current
revenues over current expenses, and the resources households can use to
purchase houses and consumer durables depend on their current income.
When some force reduces output, those resources fall. Thus the agency costs
associated with a given level of investment rise. As a result, investment falls,
magnifying the initial fall in output. Bernanke and Gertler (1989) show this
formally in the context of technology shocks in a simple real-business-cycle
model, but the logic is general. For example, it applies equally to monetary
shocks in sticky-price models.

Financial-market imperfections can magnify the effects of shocks not only
through the shocks’ impact on current resources, but also through their im-
pact on the value of collateral. If we extended the model of this section
to include collateral that the outside investor could claim in the event of
default, agency costs would be greater when the value of the collateral
was lower. And there are two reasons that asset values tend to fall when
economy-wide output falls. First, and most straightforwardly, since declines
in output are generally at least somewhat persistent, a fall in output today
is typically associated with a decrease in expectations of future output. As
a result, the expected future marginal products or service flows from assets
fall, which translates into lower values of those assets today. Second, and
more subtly, the financial-market imperfections themselves act to amplify
the falls in collateral values from declines in output. For example, Kiyotaki
and Moore (1997) develop a model where a productive asset that can be
used as collateral is held by two types of firms: credit-constrained and un-
constrained firms. When a fall in economy-wide output raises agency costs,
and so reduces the constrained firms’ ability to borrow and purchase the
asset, more of the asset must be held by the unconstrained firms. With di-
minishing marginal product, the marginal product of the asset at these firms
falls. In the baseline case in which there is no change in the interest rate at
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which these firms (which can borrow and lend at the prevailing safe interest
rate) discount future profits, the value of the asset falls. The result is further
reductions in the constrained firms’ purchases of the asset, further falls in
its value, and so on.

The idea that financial-market imperfections magnify the effects of shocks
to economy-wide output is known as the financial accelerator.3

Other Implications

The model of this section has many other implications. As with the financial
accelerator, the most important arise from financial-market imperfections in
general rather than from the specific model. Here we discuss four.

First, financial-market imperfections have a particularly large magnifica-
tion effect for output movements stemming from changes in interest rates.
Consider an increase in the safe interest rate, for example as a result of a
tightening of monetary policy in an economy with sticky prices. Agency
costs rise not just because of the fall in output, but also because interest
rates affect agency costs directly. An increase in r raises the total amount
the entrepreneur must pay the investor. This means that the probability
that the entrepreneur is unable to make the required payment is higher,
and thus that agency costs are higher. This acts to reduce investment, and
so further magnifies the output effects of the increase in interest rates.

Second, in the case of monetary and other aggregate demand distur-
bances, there is yet another channel through which financial-market imper-
fections make the real effects of shocks larger: as described in Section 6.7,
they increase the degree of real rigidity. Recall that firms’ incentives to
change prices are an important determinant of the real effects of nomi-
nal shocks. Greater real rigidity that is, a smaller responsiveness of profit-
maximizing real prices to changes in aggregate output reduces incentives
for price adjustment in response to nominal shocks, and so increases the
shocks’ real effects. Costs of obtaining financing are one component of firms’
costs. Thus, the fact that agency costs are higher when aggregate output is
lower mutes the decline in firms’ costs when output is lower, and so reduces
the fall in their profit-maximizing prices. If firms face costs of adjusting their
nominal prices, the result is that they adjust their prices by less (or are less
likely to adjust them at all) in response to a monetary shock, and so the
effects of the shock on aggregate output are greater.

Fourth, many variables that do not affect investment when capital mar-
kets are perfect matter when they are imperfect. Entrepreneurs’ wealth

3 Since the financial accelerator has nothing to do with an increasing rate of change, a
more logical name would be financial amplifier. Nonetheless, the term financial accelerator is
standard. See Bernanke, Gertler, and Gilchrist (1999) for a model of the financial accelerator
in a much richer model of business cycles than the highly stylized models of Bernanke and
Gertler (1989) and Kiyotaki and Moore (1997).
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FIGURE 10.4 The determination of the projects that are undertaken under sym-
metric and asymmetric information

provides a simple example. Suppose that γ andW are heterogeneous across
entrepreneurs. With perfect financial markets, whether a project is funded
depends only on γ . Thus the projects that are undertaken are the most
productive ones. This is shown in panel (a) of Figure 10.4. With asymmet-
ric information, in contrast, since W affects the agency costs, whether a
project is funded depends on both γ and W. Thus a project with a lower
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expected payoff than another can be funded if the entrepreneur with the
less productive project is wealthier. This is shown in panel (b) of the figure.

Two other examples of variables that affect investment only when capital
markets are imperfect are average tax rates and idiosyncratic risk. If taxes are
added to the model, the average rate (rather than just the marginal rate) af-
fects investment through its impact on firms’ ability to use internal finance.
And risk, even if it is uncorrelated with consumption, affects investment
through its impact on agency costs. Outside finance of a project whose
payoff is certain, for example, involves no agency costs, since there is no
possibility that the entrepreneur will be unable to repay the investor. But,
as our model shows, outside finance of a risky project involves agency costs.

Finally, and critically, our analysis implies that the financial system it-
self can be important to investment. The model implies that increases in c ,
the cost of verification, reduce investment. More generally, the existence
of agency costs suggests that the efficiency of the financial system in pro-
cessing information and monitoring borrowers is a potentially important
determinant of investment.

This observation has implications for both long-run growth and short-
run fluctuations. With regard to long-run growth, as discussed in the in-
troduction to this chapter, there is evidence that the financial system is
important to overall investment and growth. With regard to short-run fluc-
tuations, our analysis implies that disruptions to the financial system can
affect investment, and thus aggregate output. Recall that the transformation
of saving into investment is often done via financial intermediaries, creat-
ing a two-level asymmetric information problem. This creates a potentially
large propagation mechanism for shocks. Suppose some development for
example, the crash of the stock market in 1929 and the contraction of the
economy in 1930, or the fall in house prices in 2007 and 2008 lowers
borrowers’ wealth. This not only reduces their ability to borrow and in-
vest; it also weakens the position of financial intermediaries, and so reduces
their ability to obtain funds from ultimate wealthholders. This reduces their
lending, further depressing investment and output. This amplification can
be compounded by links among intermediaries. In the extreme, some inter-
mediaries fail. The end result can be catastrophic. Precisely these types of
financial amplification mechanisms were at work in the Great Depression
(Bernanke, 1983b) and in the crisis that began in 2007. We will return to
these issues in the final two sections of the chapter.

10.3 Empirical Application: Cash Flow and
Investment

Theories of financial-market imperfections imply that internal finance is less
costly than external finance. They therefore imply that all else equal, firms
with higher profits invest more.
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A naive way to test this prediction is to regress investment on measures
of the cost of capital and on cash flow loosely speaking, current revenues
minus expenses and taxes. Such regressions can use either firm-level data at
a point in time or aggregate data over time. In either form, they typically
find a strong link between cash flow and investment.

There is a problem with such tests, however: cash flow is likely to be
correlated with the future profitability of capital. We saw in Section 9.5,
for example, that our model of investment without financial-market imper-
fections predicts that a rise in profitability that is not immediately reversed
raises investment. The reason is not that higher current profitability reduces
firms’ need to rely on outside finance, but that higher future profitability
means that capital is more valuable. A similar relationship is likely to hold
across firms at a point in time: firms with high cash flow probably have suc-
cessful products or low costs, and thus have incentives to expand output.
Because of this potential correlation between cash flow and future prof-
itability, the regression may show a relationship between cash flow and
investment even if financial markets are perfect.

A large literature, begun by Fazzari, Hubbard, and Petersen (1988), ad-
dresses this problem by comparing the investment behavior of different
types of firms. Fazzari, Hubbard, and Petersen’s idea is to identify groups of
firms that may differ in their costs of obtaining outside funds. There is likely
to be an association between cash flow and investment among both types
of firms even if financial-market imperfections are not important. But the
theory that financial-market imperfections have large effects on investment
predicts that the association is stronger among the firms that face greater
barriers to external finance. And unless the association between current
cash flow and future profitability is stronger for the firms with less access
to financial markets, the view that financial-market imperfections are not
important predicts no difference in relationship between cash flow and in-
vestment for the two groups. Thus, Fazzari, Hubbard, and Petersen argue,
the difference in the relationship between cash flow and investment between
the two groups can be used to test for the importance of financial-market
imperfections to investment.

The specific way that Fazzari, Hubbard, and Petersen group firms is by
their dividend payments. Firms that pay high dividends can finance addi-
tional investment by reducing their dividends. Firms that pay low dividends,
in contrast, must rely on external finance.4

4 One complication is that it may be costly for high-dividend firms to reduce their div-
idends: there is evidence that reductions in dividends are interpreted as a signal of lower
future profitability, and that the reductions therefore lower the value of firms’ shares. Thus
it is possible that the test could fail to find differences between the two groups of firms not
because financial-market imperfections are unimportant, but because they are important to
both groups.
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Fazzari, Hubbard, and Petersen’s test is thus an example of difference in
differences. To see this, suppose for simplicity that cash flow has only two
possible values, low and high. First consider the regression,

Ii = a + bD
HighCashFlow
i + ei , (10.13)

where Ii is investment by firm i and DHighCashFlow is a dummy for firms with
high cash flow. The estimate of b from this regression shows the difference
in investment between firms with high and low cash flow. As we just dis-
cussed, because there are reasons other than effects through the relative
cost of internal and external finance that firms with higher cash flow might
invest more, this regression is not a persuasive way of estimating the effect
of cash flow on investment. So consider instead,

Ii = a + b1D
HighCashFlow
i + b2D

LowDividends
i + b3D

HighCashFlow
i D

LowDividends
i + ei ,

(10.14)

where DLowDividends is a dummy for firms with low dividend payments.
With this specification, the estimate of b1 shows the difference in invest-
ment among high-dividend firms between ones with high and low cash
flow. The estimate of b1 + b3 shows the analogous difference among low-
dividend firms. Thus the estimate of b3 shows the difference in differences
specifically, the difference between low-dividend and high-dividend firms
in the difference in investment between firms with high cash flow and firms
with low cash flow. Fazzari, Hubbard, and Petersen’s argument is that any
correlation between cash flow and investment that is not causal is captured
by b1, and so finding a positive value of b3 would indicate a causal impact

of cash flow on investment.5

Although this discussion captures the essence of Fazzari, Hubbard, and
Petersen’s approach, their actual specification is more complicated than
(10.14). They measure cash flow as a continuous variable rather than as
a dummy. To account for differences in firm size, they measure both in-
vestment and cash flow as fractions of the firm’s capital stock. In addi-
tion, their regression includes an estimate of q and dummy variables for
each year (all entered both directly and interacted with the dummy for
low-dividend firms), as well as dummy variables for each firm. The sample
consists of 422 relatively large U.S. firms over the period 1970 to 1984. Low-
dividend firms are defined as those with ratios of dividends to income consis-
tently under 10 percent, and high-dividend firms are defined as those with

5 Using differences in differences is even more appealing if there is a compelling argument
that any correlation in the control group is not causal. In Fazzari, Hubbard, and Petersen’s
setting, if there were strong reasons to believe that the high-dividend firms faced no difference
in the costs of external and internal finance (and that there was no other reason for cash flow
to affect investment at those firms), the estimate of b3 would be an estimate of the impact of
cash flow on investment for low-dividend firms. In Fazzari, Hubbard, and Petersen’s setting,
however, such an interpretation is not persuasive.
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dividend income ratios consistently over 20 percent. (Fazzari, Hubbard, and
Petersen also consider an intermediate-dividend group.)

Fazzari, Hubbard, and Petersen find that for the high-dividend firms, the
coefficient on cash flow is 0.230 (with a standard error of 0.010); for the low-
dividend firms, it is 0.461 (0.027). The t-statistic for the hypothesis that the
two coefficients are equal is 12.1; thus equality is overwhelmingly rejected.
The point estimates imply that low-dividend firms invest 23 cents more of
each extra dollar of cash flow than the high-dividend firms do. Thus even if
we interpret the estimate for the high-dividend firms as reflecting only the
correlation between cash flow and future profitability, the results still sug-
gest that financial-market imperfections have a large effect on investment
by low-dividend firms.

Fazzari, Hubbard, and Petersen’s identification is not airtight. Low-
dividend firms differ systematically from high-dividend firms. For example,
they are generally younger and less established. As a result, it is not out of
the question that the correlation between current cash flow and future prof-
itability differs importantly between low-dividend and high-dividend firms,
in which case the differing relations between cash flow and investment
could arise for reasons other than differential access to external finance.

Because of this concern, many authors have explored variations on
Fazzari, Hubbard, and Petersen’s approach. For example, Lamont (1997)
compares the investment behavior of the nonoil subsidiaries of oil com-
panies after the collapse in oil prices in 1986 with the investment behavior
of comparable companies not connected with oil companies. The view that
internal finance is cheaper than external finance predicts that a decline in
oil prices, by reducing the availability of internal funds, should reduce the
subsidiaries’ investment; the view that financial-market imperfections are
unimportant predicts that it should have no effect. Thus Lamont is employ-
ing differences in differences, looking at the difference between oil-affiliated
subsidiaries and nonoil companies in the difference in investment between
times of high and low oil prices. He finds a statistically significant and quan-
titatively large difference in the behavior of the two groups. Thus his results
suggest that the barriers to outside finance are considerably larger than the
barriers to finance between different parts of a company.

Another example of a variation on Fazzari, Hubbard, and Petersen’s ap-
proach is the study by Rauh (2006), who focuses on how the idiosyn-
crasies in rules about required funding of pensions affect the internal funds
firms have available for investment. Like Fazzari, Hubbard, and Petersen and
Lamont, he finds large effects of internal funds. In addition, as we will dis-
cuss in Section 10.8, there is extensive evidence that credit availability was
important to firms’ behavior in the 2008 financial crisis, again supporting
the view that financial-market imperfections are important.

Another line of work looks at the predictions of theories of financial-
market imperfections concerning the importance not of firms’ cash flow, but
of the value of the assets they can use as collateral. The theories imply that



Romer-3931312--That book January 12, 2018 19:1 479

10.4 Mispricing and Excess Volatility 479

a positive shock to the value of collateral makes it easier for a firm to obtain
finance, and so increase its investment; if financial-market imperfections are
unimportant, on the other hand, changes in the value of collateral should
not matter. Gan (2007) and Chaney, Sraer, and Thesmar (2012) find that
shocks to the value of firms’ collateral that appear to be unrelated to their
investment opportunities have large effects on investment.

More broadly, the literature on financial-market imperfections is one of
unusual empirical consensus: there is strong and consistent evidence that
cash flow and other determinants of access to internal resources affect in-
vestment, and that they do so in ways that suggest the relationship is the
result of financial-market imperfections.6

10.4 Mispricing and Excess Volatility

In the models of financial markets we have considered so far the partial-
equilibrium models of consumers’ asset allocation and the determinants of
investment in Sections 8.5 and 9.7, and the general-equilibrium model of
Section 10.1 asset prices equal their fundamental values. That is, they are
the rational expectations, given agents’ information and their stochastic dis-
count factors, of the present value of assets’ payoffs.

But a quick look at the actual behavior of asset prices raises doubts
about whether this view is correct. There are many asset-price movements
including ones that are macroeconomically important that, at least at first
glance, cannot be easily explained by fundamentals. Examples include the
20 percent fall in the stock market in a single day with no evident major
news in October 1987 and the run-ups and sharp declines in the overall
stock market in the late 1920s, in internet stocks in the 1990s and early
2000s, and in house prices in the early 2000s. But of course, simply pointing
to some puzzling asset-price movements hardly proves that there are large
mispricings of assets.

The question of whether asset prices equal their fundamental values or
whether they move much more than is warranted by fundamentals is im-
portant to two of the key issues about financial markets and the macroe-
conomy that we discussed at the start of the chapter. First, it is central to
the question of whether financial markets can be an independent source
of disturbances to the economy a point we will return to at the end of
this section. Second, if departures of asset prices from fundamentals take
the form of sharp rises relative to fundamentals followed by sharp reversals,
the result can be defaults by households and firms and failures of financial

6 Kaplan and Zingales (1997) challenge this consensus both theoretically and empirically,
focusing especially on Fazzari, Hubbard, and Petersen’s evidence. But see Fazzari, Hubbard,
and Petersen (2000) for a rebuttal.
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intermediaries. As a result, as we will discuss in Section 10.7, such move-
ments are a potential source of financial crises.

The assumption that asset prices equal their fundamental values is the
natural benchmark. It is generally a good idea to start by assuming rationality
and no market imperfections. And it is natural to think that even if only a
small fraction of participants in financial markets are rational, that is enough
to prevent mispricing: mispricing would create profit opportunities, and the
profit opportunities would create incentives to trade against the mispricing
(Friedman, 1953).

In fact, however, there is not an open-and-shut theoretical case that as-
set prices cannot differ from fundamentals. For a small number of rational
agents to be enough to make mispricing impossible, one of two conditions
must hold: either there must be no risk in trading to take advantage of mis-
pricing (that is, there must be riskless arbitrage opportunities), or the agents
must not only be rational, but risk-neutral with unlimited resources. Neither
condition holds in practice.

This section is therefore devoted to examining the possibility of depar-
tures of asset prices from the values warranted by fundamentals. We start
by considering a model, due to DeLong, Shleifer, Summers, and Waldmann
(1990), that demonstrates what is perhaps the most economically interest-
ing force making such departures possible. DeLong et al. show that depar-
tures of prices from fundamentals can be self-reinforcing: the very fact that
there can be departures creates a source of risk, and so limits the willingness
of rational investors to trade to correct the mispricing. Indeed, they develop
a model in which the presence of some traders who act on the basis of in-
correct beliefs has the effect that the price of an asset is not equal to its
fundamental value even though its payoffs are certain and some investors
are fully rational. After examining DeLong et al.’s model in detail, we will
turn to other factors that limit the forces correcting mispricing and discuss
the macroeconomic implications of our analysis.

Assumptions

DeLong et al. consider an economy with two seemingly identical assets. One
unit of either asset pays a constant, known amount r > 0 of the economy’s
single good each period. Where the two assets differ is in their supply. The
first asset, which we refer to as safe, can be converted into one unit of the
economy’s good at any time, and one unit of the good can be converted
into the asset. This ensures that its price (in units of the good) is always 1.
If not, agents could earn immediate riskless profits by selling the asset for
goods and converting the proceeds into the asset (if its price exceeded 1),
or buying the asset with goods and converting it into goods (if its price was
less than 1). In contrast, the other asset, which we refer to as risky, cannot
be created or destroyed. Thus its supply is equal to a constant, which for
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simplicity we normalize to 1. We denote its price in period t (in terms of
the good in period t) by Pt .

The economy is an overlapping-generations economy with two types
of agents. They are the same in several ways. They live for two periods,
are price-takers, and value consumption only in the second period of life.
For tractability, each agent’s utility takes the constant-absolute-risk-aversion
form, U (C ) = −e−2γC , γ > 0, where C is the agent’s consumption in his or
her second period. Finally, each agent has the same amount of first-period
income, which is constant over time. Since there is nothing special about
whether consumption is positive or negative when agents have constant-
absolute-risk-aversion utility, we normalize that income to zero.

Where the types differ is in their beliefs about the returns to the risky
asset. The first type has rational expectations. That is, this type correctly
perceives the distribution of returns from holding the asset. We refer to
these agents as arbitrageurs. The second type misestimates the mean return
on the asset. In particular, in period t, the entire distribution of the price of
the asset in period t+1, pt+1, perceived by each agent of this type, is shifted
relative to the true distribution by an amount ηt . The ηt ’s are independent
over time and normally distributed with mean zero and variance Vη . We
refer to these agents as noise traders, which is the conventional term for
agents who trade in financial markets based on considerations unrelated to
fundamentals. The fraction of noise traders in each generation is f , where
0 ≤ f ≤ 1. For simplicity, population growth is assumed to be zero, and
the size of each generation is set to 1.

Analyzing the Model

The assumptions of the model are chosen so there is a stationary equilibrium
where the price of the asset is linear in the shocks and where the distribu-
tion of agents’ second-period consumption, conditional on their first-period
information, is normal. Two assumptions are central to this result. The most
obvious is that the only shock in the model (the shift in the noise traders’
beliefs) is normally distributed with the same distribution each period. The
other is that utility takes the constant-absolute-risk-aversion form. To see
why this assumption leads to tractable results, note that if C is normally
distributed with mean μ and variance W, then −2γC is normal with mean
−2γμ and variance 4γ 2W. Thus (by the properties of lognormal distribu-
tions), expected utility, E [−e−2γC ], is 2γμ − 2γ 2W, which is proportional
to μ − γ W. That is, the combination of normally distributed consumption
and constant-absolute-risk-aversion utility implies that agents act as if they
have linear preferences over the mean and variance of consumption. This
causes outcomes to be linear in the shock. And since the shock is normally
distributed, this linearity causes outcomes to be normally distributed as
well.
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Our strategy will therefore be to look for a stationary equilibrium where
the price of the asset (Pt) is linear in the shock (ηt). To find such an equi-
librium, consider first the arbitrageurs. Let Et [pt+1] denote the rational ex-
pectation of pt+1 (the price of the risky asset in period t + 1) given the
information available at t, and let V denote the variance of pt+1 − Et [pt+1].
If an arbitrageur in period t buys X a

t of the risky asset, he or she must hold
−pt X

a
t of the safe asset (recall that first-period income is assumed to be

zero). Both assets pay r per unit in period t + 1. The risky asset is sold at
a price of pt+1, while the safe asset is sold at a price of 1. Thus the agent’s
second-period consumption is

C a
2t = r (X a

t − pt X
a
t ) + pt+1X a

t − pt X
a
t

= [r + pt+1 − (1 + r )pt ]X
a
t .

(10.15)

Equation (10.15) implies that given the information available at time t, Ca
2t

has mean [r +Et [pt+1]−(1+r )pt ]X
a
t and variance (X a

t )2V . Note also that the
only variable in the expression for Ca

2t that is uncertain as of period t is pt+1.
Thus if pt+1 is linear in ηt+1, the distribution of Ca

2t (given the information
available at t) is normal.

We saw above that an agent’s expected utility is proportional to the mean
of his or her consumption minus γ times its variance. Thus an arbitrageur’s
expected utility is proportional to [r+Et [pt+1]−(1+r )pt ]X

a
t −γ (X a

t )2V . The
first-order condition for the level of X a

t that maximizes the agent’s expected
utility is therefore

[r + Et [pt+1] − (1 + r )pt ] − 2γX a
t V = 0. (10.16)

Solving for X a
t yields

X a
t = r + Et [pt+1] − (1 + r )pt

2γV
. (10.17)

Since all period-t arbitrageurs are the same, each purchases this quantity of
the risky asset.

The analysis of the representative noise trader’s behavior is identical, ex-
cept that Et [pt+1] is replaced by the agent’s incorrect belief about the mean
of pt+1, which is Et [pt+1] + ηt . His or her demand is therefore

Xn
t = r + Et [pt+1] + ηt − (1 + r )pt

2γV
. (10.18)

When the economy enters period t, the fixed supply of the risky asset
is held by old agents, who sell their holdings regardless of the price. Thus
equilibrium requires that the sum of the demands of the 1 − f arbitrageurs
and the f noise traders equals the fixed supply, which we have set to 1:

(1 − f )X a
t + f Xn

t = 1. (10.19)
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Substituting expressions (10.17) and (10.18) for X a
t and Xn

t and then solving
for pt gives

pt = r + Et [pt+1] + f ηt − 2γV

1 + r
. (10.20)

Applying (10.20) to future periods (and taking expectations of both sides as
of period t) implies that Et [pt+1] = (r + Et [pt+2] − 2γV )/(1 + r ), Et [pt+2] =
(r + Et [pt+3] − 2γV )/(1 + r ), and so on.7 Repeated substitution into (10.20)
therefore gives us:

pt =
(

1

1 + r
+ 1

(1 + r )2
+ 1

(1 + r )3
+ · · ·

)
(r − 2γV )

(10.21)

+ lim
n→∞

Et [pt+n ]

(1 + r )n
+ f ηt

1 + r
.

The fact that we are focusing on stationary equilibria implies that the mean
of p is constant over time, and thus that limn→∞[Et [pt+n ]/(1+r )n ] is zero. In
addition, the infinite sum in (10.21) simplifies to 1/r . Thus (10.21) implies:

pt = 1 − 2γV

r
+ f ηt

1 + r
. (10.22)

The last step in solving the model is to rewrite V , the variance of pt+1 −
Et [pt+1], in terms of primitive parameters. The only stochastic term in (10.22)

is f ηt/(1 + r ). It follows that V = [ f 2/(1 + r )2]Vη . Substituting this expres-
sion into (10.22) gives us our final equation for the equilibrium price in a
given period:

pt = 1 − 2γ

r

f 2

(1 + r )2
Vη + f ηt

1 + r
. (10.23)

Note that the price is linear in ηt . It follows that the distributions of the
consumption of agents born at t, conditional on the information available at
t, are normal (see [10.15]). Equation (10.23) also implies that the distribution
of p is the same each period. Thus we have found an equilibrium of the form
we were looking for.

7 Recall that we defined V as the variance of pt+1 − Et [pt+1]. Thus this step implicitly
assumes that the variances of pt+2 − Et+1[pt+2], pt+3 − Et+2[pt+3], and so on are all equal
to V . Equation (10.22) shows that this assumption is correct in the equilibrium that we
find. Another approach would be to appeal to the assumption of stationarity and the fact
that no past variables appear in (10.20) to conjecture that Et−1[pt ] = Et−1[pt+1] = Et [pt+1].
Taking expectations of both sides of (10.20) as of t − 1 and using the conjecture then gives
Et [pt+1] = 1 − (2γV/r ). Substituting this expression into (10.20) then yields (10.22), and
(10.22) shows that the conjecture is correct.
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Discussion

The model’s key implication is that the price of the asset is risky despite
the fact that there is no uncertainty about its payoffs everyone knows that
it will pay r each period with certainty. The reason is that the fluctuations
in the beliefs of the noise traders are themselves a source of risk. Rational
traders considering buying the asset must be concerned not only about its
dividend payments, but also about the price at which they will sell the asset.
Even if the sentiments of the noise traders are pushing down the asset’s
current price, a rational trader who buys the asset at the low price faces
the possibility that sentiments could deteriorate further by the time he or
she needs to sell the asset, and so the price could fall even more. Thus,
noise-trader risk limits the willingness of rational but risk-averse investors to
trade to offset departures of prices from fundamentals. As DeLong et al. put
it, noise traders ‘‘create their own space.’’ The result is excess volatility of
the price of the risky asset: the variance of the risky asset’s price (which is
positive) exceeds the variance of its fundamental value (which is zero).8

The short horizons of the rational traders are critical to this finding. If
they had infinite horizons, they could hold the risky asset indefinitely, and
so the selling price would be irrelevant. As a result, departures of the asset’s
price from its fundamental value would not be possible. The assumption of
limited horizons is reasonable, however. The ultimate holders of assets are
individuals. They are likely to need to sell their assets at some point, for ex-
ample to pay for consumption in retirement or to smooth their consumption
in the face of fluctuations in labor income. In addition, as we will discuss
below, there are forces that may make the horizons of portfolio managers
shorter than those of the underlying asset-holders.

The model implies not only that the price of the risky asset fluctuates,
but also that on average it is less than its fundamental value of 1 (see [10.23]).
This result is a direct consequence of the noise-trader risk: the asset is riskier
than is warranted by fundamentals, which reduces the average amount that
the agents in the model (who are risk averse) are willing to pay for it.

8 One might expect that even if there is an equilibrium where asset prices fluctuate in
response to noise traders’ sentiments, there would be another where they do not. After all, if
rational traders know that the price of the ‘‘risky’’ asset always equals 1, the asset is riskless, and
so their demand for the asset is perfectly elastic. What rules out this potential equilibrium in
DeLong et al.’s model is their assumption that what is exogenous and constant is the variance
of the error in noise traders’ beliefs about the mean of next period’s price, rather than the
variance of the shock to the quantity of the risky asset they demand. As a result, in the
proposed equilibrium where the asset’s price is constant and equal to 1, noise traders’ demand
each period would be infinite (either positive or negative). This discussion implies that the
result that there is not a second equilibrium where the noise traders do not cause prices to
depart from fundamentals is not general. Rather, DeLong et al. make a particular assumption
that eliminates this equilibrium, which allows them to focus on the interesting case where
there are departures from fundamentals. See Problem 10.10 for more on these issues.
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Finally, the model has implications about the effects of changes in the
parameters. Most are unsurprising. Equation (10.23) shows that the mean
departure of prices from fundamentals is larger when agents are more risk
averse, when there are more noise traders, and when the variance of senti-
ment shocks is greater. And it is smaller when r is larger, which corresponds
to a larger fraction of the present value of the payoff to the asset being paid
in the next period. Similarly, the effect of a given shift in sentiment is larger
when there are more noise traders and smaller when r is greater.

The only implications about the effects of the parameters that may be
surprising concern two parameters that do not appear in the last term of
(10.23): neither risk aversion (γ ) nor the variance of sentiment shocks (Vη)
influences how a given shift in sentiment affects the price of the asset.
The reason is that the sentiment shocks correspond to a given change in
expectations of next period’s price rather than in the quantity demanded.
As a result, higher risk aversion and a greater variance of sentiment shocks
mute not only the arbitrageurs’ willingness to trade to correct mispricing,
but also noise traders’ willingness to trade on the basis of their sentiments
(see equation [10.18]). These two forces offset one another, with the result
that neither γ nor Vη enters into the last term of (10.23).

Other Factors Limiting Arbitrageurs’ Willingness to Trade to
Correct Mispricing

Researchers have identified two factors in addition to noise-trader risk that
mute the extent to which sophisticated investors are willing to trade to
move asset prices back toward fundamentals if they depart from them. Like
noise-trader risk, these forces make it easier for asset prices to differ from
fundamentals.

The most obvious additional factor is fundamental risk. Suppose an asset
is undervalued given currently available information. An investor who buys
the asset faces the risk that its price will fall because of the arrival of new
information about its future payoffs. That is, the price of an undervalued
asset can fall not just because its price falls further below fundamentals (as
in our model of noise-trader risk), but also because the fundamental value
of the asset declines. By reducing sophisticated investors’ willingness to
trade against mispricings, fundamental risk magnifies the effects of depar-
tures from fundamentals coming from other sources.

The second is agency risk (Shleifer and Vishny, 1997). Many of the in-
vestors who are most likely to trade to exploit mispricing rely mainly on
funds obtained from others. If the funders base their assessment of the
investors’ abilities partly on their short-run performance, they may with-
draw their funds and so force investors to sell undervalued assets precisely
in situations where the mispricing has worsened in the short run, and
so the prices of the undervalued assets have fallen. That is, the fact that
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sophisticated traders are often acting as agents of less knowledgeable indi-
viduals can force the sophisticated investors to behave as if they have short
horizons. Notice that in contrast to the baseline model of noise-trader risk,
in this case the sophisticated investors’ short horizons arise endogenously,
and only occur when the departure of an asset’s price from fundamentals
becomes larger.9

Problems 10.6 and 10.7 develop a model where noise-trader risk, funda-
mental risk, and agency risk are present together.10

Macroeconomic Implications

Our analysis shows that the forces working against possible mispricing are
not infinitely strong. Risk-neutral agents with unbounded funds at their
disposal do not exist. As a result, rational investors’ willingness to trade to
correct a possible mispricing is inherently limited. We have discussed three
factors that weaken the forces working to mute mispricing: noise-trader risk,
fundamental risk, and agency risk.

But the fact that departures of prices from fundamentals are possible
does not prove that they are important for the economy. A first question is
whether they can be quantitatively large. A simple calculation suggests that
they can if two key conditions are met: they involve assets whose prices
are relatively volatile, and they are on average fairly persistent. Consider
a class of assets that rational investors estimate is overvalued relative to
fundamentals by 30 percent. Suppose first that the asset class is all equities
and that on average a tenth of a mispricing disappears over a year. Recall
from Section 8.5 that the average annual excess return of equities over a safe
interest rate is about 6 percentage points, and that the standard deviation
of the excess return is about 17 percentage points. Then rational investors
believe that the expected excess return over the next year is 3 percentage
points, and (if returns are normal) that there is a 43 percent chance rather
than the usual 50 percent chance that the excess return will be greater than
its long-term average. The optimal response to this information is simply
to hold fewer equities than usual, not to make large trades against them.
Thus the forces acting to prevent such a mispricing are not particularly
strong. On the other hand, if the mispricing concerns a class of assets whose

9 The essence of agency risk is nicely summarized by a statement that is sometimes at-
tributed (erroneously) to Keynes: ‘‘The market can remain irrational longer than you can
remain solvent.’’

10 A fourth factor potentially limiting sophisticated investors’ willingness to trade to cor-
rect mispricing is model-based risk: arbitrageurs cannot be certain that their estimates of fun-
damental values are in fact the best estimates given the available information. This risk can be
thought of as just a subtle form of fundamental risk: the fundamental value of the asset may
turn out to be less than currently expected not just because of the arrival of conventional
types of news, but also because of new information showing that the model that sophisticated
investors were using to estimate fundamentals was incorrect.
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excess return has a standard deviation of 5 percentage points and on average
one-third of the mispricing is corrected in a year, then rational investors
believe that the expected excess return over the coming year is −4 percent,
and that the chance of the excess return being negative is about 80 percent.
Thus the incentives to trade against the mispricing are vastly larger, and so
the forces preventing such a mispricing are vastly stronger.11

A second question about whether departures of asset prices from funda-
mentals can be important to the economy is whether substantial mispricings
can have large macroeconomic effects. Again the answer appears to be yes:
large movements in asset prices appear to have large effects on the com-
position and level of economic activity. Theoretically, we know that asset
prices affect both investment and consumption. In the q theory model of
investment, the market prices of various capital goods are critical inputs
into firms’ investment decisions. And as described in Section 10.2, increases
in asset prices reduce distortions in financial markets, and so raise invest-
ment. Likewise, the permanent-income hypothesis implies that increases in
wealth resulting from higher asset prices raise consumption. And if house-
holds are liquidity constrained, increases in wealth relax the constraints, and
so potentially raise consumption by more than implied by the permanent-
income hypothesis. In the extreme, a household that is at a corner solution
for its choice of consumption may raise its consumption one-for-one with
increases in wealth (see equation [8.64] in Section 8.6).

Empirically, the huge run-up in the prices of technology stocks in the
late 1990s appears to have led to a large increase in investment in fiber-
optic cable, capital goods of various internet start-ups, and so on, and to
have been an important driver of the boom in overall economic activity
in that period. Likewise, the enormous rise in house prices in the early
2000s appears to have caused very large increases in housing investment.
More interestingly, there is evidence that it also led to large increases in
consumption, particularly among low-income homeowners, as homeowners
tapped their new wealth (Mian and Sufi, 2014). As with the 1990s dot-com
boom, these forces again had a notable impact on the overall economy.

Thus, there are strong reasons to believe that substantial departures of
asset prices from fundamentals are possible, and that if they take place,
they are likely to have significant macroeconomic consequences. But that
does not tell us whether they do occur. The next section therefore turns to
empirical evidence on that issue.

11 Endogenous information acquisition is likely to make these effects self-reinforcing. In-
formation about mispricings of assets with low volatility where departures of prices from
fundamentals are corrected quickly is much more valuable than information about mispric-
ings of assets with high volatility where departures from fundamentals are very persistent.
Individuals interested in profiting from trading against mispricings therefore concentrate on
acquiring the first type of information. As a result, the pool of agents who know enough
to identify large, fairly persistent mispricings and who trade against them is endogenously
reduced.
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10.5 Empirical Application: Evidence on
Excess Volatility

The analysis in the previous section shows that the prices of large categories
of assets could depart substantially from fundamentals, and that this could
have important effects on the economy. But it does not tell us whether
those things in fact occur.

Unfortunately, a direct attack on this question is unlikely to be insightful.
As we just discussed, there were large run-ups in the prices of technology
stocks in the 1990s and of houses in the early 2000s. It is tempting to in-
terpret the fact that those prices then fall sharply (as well as other episodes
where prices of assets first rose greatly and then plummeted) as showing that
there are sometimes large departures of prices from fundamentals. This judg-
ment is implicit in such phrases as ‘‘the dot-com bubble’’ and ‘‘the housing
bubble.’’ But there could be run-ups and collapses of asset prices not because
of mispricing, but because the best available information first suggests large
upward revisions to the rational expectations of the present value of pay-
offs and then suggests that those revisions were unwarranted. Moreover, the
real-time assessments of experts in periods of rapidly rising asset prices show
that determining fundamental values is difficult, and thus that large ex post
errors are at best weak evidence of mispricing. For example, after Federal
Reserve chair Alan Greenspan famously warned of ‘‘irrational exuberance’’ in
the stock market in December 1996, stock prices almost doubled over the
next three years a performance that does not fit easily with Greenspan’s
implication that stocks were overvalued. More tellingly, Gerardi, Foote, and
Willen (2011) document that expert housing economists held a wide range
of views about the reasonableness of house prices during their run-up in
the early 2000s. And Cheng, Raina, and Xiong (2014) show that the per-
sonal investment decisions of real-estate professionals in the run-up suggest
they did not believe that houses were overvalued.12

More broadly, the same forces that mute agents’ willingness to trade to
correct mispricings can make the mispricing of an asset (or of a category of
assets) almost impossible to detect. Summers (1986) constructs an example
in which the standard deviation of the departure of an asset’s price from fun-
damentals is 30 percent, yet because of the persistence of the departures and
the volatility of the asset’s price, it would typically take thousands of years
of data to confidently reject the null hypothesis that the price is a random
walk. And even establishing that an asset price is not a random walk would
not show that there are departures from fundamentals. In well-functioning

12 One corollary of this discussion is that the term ‘‘bubble’’ does not have a clear-cut
meaning, unless it is being used to describe a rational bubble (see Problem 8.9). Thus any use
of the term should be accompanied by a clear statement of what it is intended to mean.
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financial markets, assets’ payoffs are valued using the appropriate stochastic
discount factor, not a constant discount rate. As a result, expected returns
can vary over time in response to variation in the expected change in the
marginal utility of consumption and its comovement with assets’ payoffs.

Because of these difficulties, more compelling efforts to assess whether
there are macroeconomically important departures of asset prices from fun-
damentals generally involve working up from microeconomic evidence. At
the level of individual stocks, there are cases where there is clear-cut ev-
idence of mispricing. In particular, although it is almost never possible to
confidently determine the fundamental value of a stock, there are settings
where two assets are so closely related that one can be confident of their
relative fundamental values. One type of case along these lines arises when
two assets represent claims on identical payoffs. For example, for historical
reasons, shares of Shell Oil and shares of Royal Dutch Petroleum entitle the
holder to the same dividend streams. Thus the fundamental values of the
two assets are the same. But as Rosenthal and Young (1990) and Froot and
Dabora (1999) document, the prices of the two stocks differ, often by sub-
stantial amounts. They also show that such complications as voting rights
and taxes cannot come close to explaining the differences.

Another type of case along these lines arises when one asset includes an-
other as one component. Barring highly unusual circumstances, the funda-
mental value of the broader asset must be higher than that of the narrower
one. But Lamont and Thaler (2003) document several cases of asset pairs
where the price of the narrower asset exceeded the price of the broader
one. One striking example is that of 3Com and Palm in 2000, documented
in Figure 10.5. During this period, 3Com owned much of Palm, yet shares
of Palm also traded separately. Thus investors had two ways of obtaining
a claim on Palm’s payoffs: by buying shares in 3Com or by buying shares
in Palm directly. Since the first approach entitled the investor to some-
thing else as well, namely a claim on 3Com’s non-Palm payoffs (which, as
Lamont and Thaler document, could not plausibly have had negative value),
the fundamental value of the first asset was necessarily larger than that of
the second. But as Figure 10.5 shows, the prices of the two assets often
strongly violated that relationship: from early March 2000 until the middle
of May, the implied value of 3Com’s non-Palm payoffs was negative often
substantially so. Thus at least one of the two assets must have been mis-
priced. The relationship between the two prices only became sensible when
it was known that 3Com was about to divest itself of Palm, so that holders
of 3Com shares would soon receive shares of Palm.

The fact that there are mispricings at the microeconomic level makes it
more plausible that there are macroeconomically important mispricings, but
it does no more than that. A step that brings us closer to the macroeconomic
level is a comparison of closed-end mutual funds and their underlying assets.
A closed-end fund holds shares in other publicly traded stocks. Since a share
in a closed-end mutual fund is a claim on a portfolio, its fundamental value is
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FIGURE 10.5 The implied value of the non-Palm portion of 3Com, March 2--
September 18, 2000 (from Lamont and Thaler, 2003)13

the same as the sum of the fundamental values of the assets in the portfolio.
But shares in a closed-end fund cannot be redeemed with the fund; instead,
they can only be sold to other investors.14 Thus a departure of the price of
a closed-end fund from the price of the underlying portfolio does not create
an opportunity for immediate riskless profit.

Lee, Shleifer, and Thaler (1991) document that the prices of closed-end
funds often differ from those of their underlying portfolios. More impor-
tantly, they show that the differences are in line with what one would
expect if noise traders are especially likely to trade closed-end funds and
if those funds are subject to noise-trader risk. Shares in closed-end funds
on average trade at a discount relative to the underlying portfolios (as one
would expect if they were subject to an additional source of risk see equa-
tion [10.23]); they occasionally trade above (which is generally when new
closed-end funds are created); and their returns are more variable than those
on the underlying portfolios.

Taking the analysis a step further, Lee, Shleifer, and Thaler (1991) and
DeLong and Shleifer (1991) document a relationship between the discount
on closed-end funds and the behavior of overall stock prices. If noise traders
are particularly likely to trade closed-end funds, then the behavior of the
closed-end discount may reflect ‘‘sentiment’’ about stocks. That is, it may be
that optimism about stocks that is not warranted by fundamentals drives
the closed-end discount down, and pessimism drives the discount up. These
authors therefore ask whether the value of the overall stock market relative

13 Reprinted by permission from the Journal of Political Economy. Copyright 2003 by the
University of Chicago.

14 This is the defining feature of a closed-end fund; the shares of an open-end fund, in
contrast, can be redeemed with the fund.
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to current dividends or earnings is higher when the closed-end discount
is low or negative, and low when the closed-end discount is high. They
find that it is. For example, the closed-end discount was sharply nega-
tive (that is, there was a substantial closed-end premium) in the huge run-
up in stock prices before the 1929 crash. In the same spirit, Froot and
Dabora (1999) show that the price of Royal Dutch Petroleum (which is
traded mainly on U.S. stock exchanges) relative to the price of Shell Oil
(which is traded mainly on U.K. exchanges) moves with the overall value of
U.S. stocks relative to U.K. stocks. Of course, these results do not prove that
the rise in stock prices in the late 1920s (and, more generally, the compo-
nent of overall stock-price movements that is correlated with movements
in the closed-end discount) was not warranted by fundamentals, or that sen-
timent plays a role in driving the relative value of the U.S. and U.K. stock
markets. But the results are consistent with what one would expect if these
things were true.

A very different way of obtaining evidence that bears on mispricing is by
asking market participants about their thinking. For instance, Case, Shiller,
and Thompson (2012) find that homebuyers often report views that seem
very difficult to justify on rational grounds, such as expectations of double-
digit annual price appreciation for a decade. Moreover, such expectations
are particularly common in periods of rapidly rising house prices. Again, this
does not prove that these arguably irrational expectations are the source
of the price movements, but the patterns are certainly consistent with
that view.

The idea that asset prices equal the rational expectation of the appropri-
ately discounted value of assets’ payoffs given the available information is
extremely appealing. But the analysis of the previous section and this one
leads to the conclusion that that hypothesis may nonetheless be very far
off as a description of reality. Theoretically, the forces that would correct
mispricing if it arose are limited, and so large departures of asset prices from
fundamentals are possible. Empirically, one cannot reject large mispricing
at the level of large classes of assets; there is clear evidence of mispricing at
the microeconomic level; and some of the microeconomic patterns fit with
what one would expect if there were important aggregate mispricing.

10.6 The Diamond--Dybvig Model

We have discussed how asymmetric information can have important ef-
fects on investment and how it can magnify the macroeconomic impact
of shocks. And we have seen that asset prices may depart from the values
warranted by fundamentals and that such departures can have important
consequences for the economy. But none of the analysis we have done so
far gets at a central feature of financial markets: they are subject to sudden,
convulsive changes. These changes happen at both the microeconomic and
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macroeconomic levels. At the microeconomic level, a bank that appears to
be operating normally one day can face a run the next; or an investment
bank that is funding itself by rolling over short-term loans at low interest
rates can suddenly find that it cannot borrow at any interest rate. And at
the macroeconomic level, sudden changes like these can affect many insti-
tutions almost simultaneously.

This section focuses on convulsions at the level of individual institutions.
In particular, it presents the classic Diamond Dybvig model of the possibil-
ity of a bank run (Diamond and Dybvig, 1983; see also Bryant, 1980). What
drives the possibility of a run in the model is demand for liquidity that
is, a desire on the part of savers to be able to retrieve their funds at any
time. If the underlying investment projects that financial intermediaries are
funding are long-term, this creates maturity mismatch: the intermediaries’ as-
sets (their claims on a portion of the returns to the investment projects) are
long-term, but their liabilities (the savers’ claims on the intermediary) can be
redeemed at any time, and so are short-term. Diamond and Dybvig develop
a model that shows why banks may create maturity mismatch to meet the
demand for liquidity and how this mismatch creates the possibility of a run.

Assumptions

Diamond and Dybvig develop a model where there is a demand for assets
that resemble traditional demand deposits. That is, the assets have a preset
value and can be redeemed at any time. They then show that if investment
projects are long-term, a financial institution that issues demand deposits is
vulnerable to runs.

Specifically, there are three periods, denoted 0, 1, and 2. The economy
consists of a continuum of agents, each of whom is endowed with 1 unit
of the economy’s single good in period 0. If the good is invested, it yields
R > 1 units of the good if it is held until period 2, but only 1 unit if the
project is stopped in period 1. The fact that the two-period return exceeds
the one-period return gives investment a long-term character.

Ex ante, all individuals are the same. But in period 1, fraction θ learn
that they only value consumption in period 1. The remainder are willing
to consume in either period 1 or period 2. We refer to the individuals who
want to consume only in period 1 as ‘‘type-a’’ individuals and the others as
‘‘type-b’’ individuals, and we assume 0 < θ < 1. Importantly, an individual’s
type is not observable by others.

Let ci
t be the consumption of a type-i individual in period t. The utilities

of the two types are given by

U a = ln ca
1, (10.24)

U b = ρ ln
(
cb

1 + cb
2

)
, (10.25)

where 0 < ρ < 1 and ρR > 0.
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These assumptions, which are obviously not general, are chosen so that
the model leads to economically interesting possibilities. For example, the
assumption that ρ < 1 has the effect that the type a ’s particularly value
consumption.

Two Baseline Cases

Before introducing the possibility of a financial intermediary, it is useful to
consider two simple variants of the model.

The first case is autarchy. That is, we rule out any type of trade or in-
surance among individuals. In this case, individuals’ optimization problem
is trivial. Since they do not value period-0 consumption, each individual
invests his or her 1 unit of endowment. Those who learn in period 1 that
they are type a ’s liquidate their investment projects early and have period-
1 consumption of 1 and period-2 consumption of 0. Individuals who turn
out to be type b’s hold their projects to period 2 and have period-1 con-
sumption of 0 and period-2 consumption of R. Thus expected utility under
autarchy is

U AUTARCHY = θ ln 1 + (1 − θ )ρ ln R

= (1 − θ )ρ ln R.
(10.26)

The second special case is a social planner who can observe individuals’
realized types. Because type a ’s get no utility from period-2 consumption,
the planner will clearly choose ca

2 = 0. And because type b’s are indifferent
between consumption in the two periods and projects yield more if they
are held to maturity, the planner will also clearly choose cb

1 = 0. Thus the
interesting choice variables are ca

1 and cb
2.

A project that is liquidated early yields 1 unit. It follows that the fraction
of projects liquidated early must equal θ (the fraction of individuals who
consume in period 1) times ca

1 (period-1 consumption per individual who
consumes in period 1). This leaves fraction 1−θca

1 that are held to maturity.
Each yields R, and the output is divided among the type b’s, who are fraction
1 − θ of the population. Thus the planner’s resource constraint (when ca

2 =
cb

1 = 0) is

cb
2 = (1 − θca

1)R

1 − θ
. (10.27)

A representative individual’s expected utility is θ ln ca
1 + (1−θ )ρ ln cb

2. Using
the budget constraint, (10.27), to substitute for cb

2, we can write this as

E [U ] = θ ln ca
1 + (1 − θ )ρ[ln(1 − θca

1) + ln R − ln(1 − θ )]. (10.28)

Before solving for the utility-maximizing value of ca
1, it is helpful to ask

what happens if the social planner changes ca
1 marginally from the autarchy
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outcome. As shown earlier, the autarchy outcome is ca
1 = 1. Thus,

∂E [U ]

∂ca
1

∣∣∣∣∣
ca

1
=c

a , AUTARCHY

1

= ∂E [U ]

∂ca
1

∣∣∣∣∣
ca

1
=1

= θ + (1 − θ )ρ

1 − θ
(−θ )

(10.29)= (1 − ρ)θ

> 0.

It is easy to check that ∂2E [U ]/∂c1
a2< 0. Hence a planner who wants to

maximize the representative individual’s expected utility and who can ob-
serve types will transfer some resources from the type b’s to the type a ’s.
The intuition is simply that the type a ’s particularly value consumption.

Equation (10.28) implies that the first-order condition for the optimal
level of ca

1 under full information is

θ

ca∗
1

+ (1 − θ )ρ

1 − θca∗
1

(−θ ) = 0, (10.30)

which implies

ca∗
1 = 1

θ + (1 − θ )ρ
(10.31)

> 1.

Substituting this expression into (10.27) gives

cb∗
1 = ρR

θ + (1 − θ )ρ

< R.

(10.32)

Notice that although cb∗
1 is less than its level under autarchy, the assumption

that ρR > 1 implies it is greater than ca∗
1 .

A Bank

One of Diamond and Dybvig’s key results is that we do not need either
observability of types or a social planner to achieve the first best. Consider
what happens if one individual sets up a bank. The bank offers to take
deposits on the following terms. Any individual regardless of type who
deposits 1 unit can withdraw ca∗

1 in period 1 if the bank has funds available.
Whatever funds the bank has in period 2 are divided equally among the
depositors who do not withdraw in period 1. The bank pays the depositors
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by investing its deposits in the projects and liquidating projects as needed to
meet the demand for early withdrawals. Note that these assumptions imply
that the owner of the bank breaks even. He or she does not put in any
resources of his or her own, and the output obtained with the depositors’
resources is all paid out to the depositors.15

Since each unit invested yields only 1 unit if it is liquidated in period 1
and ca∗

1 is greater than 1, it is necessary to specify what happens if a large
fraction of depositors (specifically, more than 1/ca∗

1 ) asks to withdraw early.
Diamond and Dybvig assume that in this situation, the bank provides ca∗

1

to as many of the early withdrawers as possible and nothing to the remain-
der. Because the bank has no way of distinguishing among individuals, the
ones who receive ca∗

1 are assumed to be chosen at random. The assump-
tion that the bank pays the promised amount to as many early withdrawers
as possible and nothing to the remainder is intended as a shortcut way of
modeling the idea that instead of there being a single moment when some
individuals discover that they need liquidity and make early withdrawals,
liquidity needs arise at different times for different individuals, and so there
is some heterogeneity in the timing of early withdrawals. In the context
of banking, this first-come, first-served assumption is known as a sequential
service constraint. Notice that in the case where more than 1/ca∗

1 of deposi-
tors withdraw early, the bank liquidates all its projects in period 1, and so
depositors who wait until period 2 get nothing.

Under these assumptions, the social optimum type a ’s getting ca∗
1 and

type b’s getting cb∗
2 is a Nash equilibrium. To see this, suppose everyone

believes that the type a ’s, and only the type a ’s, will withdraw in period 1.
Since the bank’s period-2 resources are divided equally among period-2
withdrawers, in the proposed equilibrium the amount that each period-2
withdrawer receives is

c2 = (1 − θca∗
1 )R

1 − θ

= cb∗
2 ,

(10.33)

where the second line uses the economy’s resource constraint, (10.27). A
representative type-a individual will clearly choose to withdraw in period 1,
since he or she only values period-1 consumption. And since cb∗

2 > ca∗
1 and

type b’s are indifferent about the timing of their consumption, the type
b’s will wait until period 2. That is, there is a Nash equilibrium where the
economy attains the first best even though individuals’ types are unobserved
and there is no government intervention.

Thus, one of Diamond and Dybvig’s central results is that a bank can
provide liquidity: it makes long-term investments but allows depositors
to access funds before the investments mature. Depositors value liquidity

15 Thus we are implicitly assuming free entry into banking, so that profits are driven to zero.
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because of their uncertainty about when they will most want their funds.
And the bank is able to provide liquidity because depositors end up want-
ing their funds at different times and it can pool risks about the timing of
desired withdrawals across depositors.

Also, notice that early withdrawers obtain an above-market return: ca
1

is greater than 1, the realized value of an investment that is liquidated in
period 1. This result is realistic. A bank that pays interest on deposits makes
some investments (in the form of loans, for example), but also holds some
cash and highly liquid, low-interest-rate assets (Treasury bills, for example)
to allow for early withdrawals. Despite the lower interest rate the bank earns
on those assets, depositors who withdraw early are paid the same interest
rate as ones who do not.

The Possibility of a Run

Unfortunately, although the social optimum is a Nash equilibrium, there is
a second equilibrium: a bank run. Consider what happens if each type b be-
lieves that all agents, not just the type a ’s, will try to withdraw their deposits
in period 1. As described above, the fact that ca∗

1 > 1 means that if every
agent tries to withdraw early, the bank is not able to satisfy them all. It has
to liquidate all its investments, and there is nothing left in period 2. Thus, if
a type b believes all other type b’s will try to withdraw in period 1, he or she
is better off trying to withdraw in period 1 (and having a positive probability
of getting ca∗

1 ) than waiting until period 2 (and getting zero for sure). That
is, a bank run all agents trying to withdraw early is a Nash equilibrium.16

16 This analysis ignores one complication. Because utility is logarithmic (see [10.24] and
[10.25]), the fact that individuals face some chance of having zero consumption when there
is a run means that their expected utility in the run equilibrium is infinitely negative. As
a result, any positive probability of a bank run would cause individuals to be unwilling to
deposit their endowment in the bank. That is, it appears that rather than providing a candidate
explanation of bank runs, the model shows that the possibility that there might be a bank run
could prevent banks from attracting any deposits, and so prevent the economy from reaping
the benefits of pooling liquidity risk across individuals.

There are at least two ways to address this complication. First, as Diamond and Dybvig
point out, if there is a positive probability of a run, individuals could still want to deposit part
of their endowments in the bank. By depositing some of their endowment but retaining some
to invest themselves, they would guarantee themselves positive consumption for sure even
in the event of a run. Thus there can be an equilibrium with a bank that attracts deposits
and where there is a positive probability of a run, and so the model provides a candidate
explanation of runs. The second approach is to make a minor change to the utility functions.
Specifically, suppose we replace (10.24) and (10.25) with functions that are logarithmic over
the range from 1 to R, but not infinitely negative when consumption is zero. With this change,
the autarchy and first-best outcomes (and expected utilities in those cases) are unchanged.
But expected utility in the run equilibrium is now well defined. As a result, as long as the
probability of a run is not too large, individuals are willing to deposit their entire endowment
in the bank even in the face of a strictly positive probability of a run. Thus again the model
provides a candidate explanation of runs.
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Discussion

The possibility of a run is inherent when a bank has illiquid assets and liquid
liabilities. Liquid liabilities give depositors the option of withdrawing early.
But since the bank’s assets are illiquid, if all depositors try to withdraw early,
the bank will not be able to satisfy them. As a result, if each agent believes
that all others are trying to withdraw early, they believe the bank cannot
meet its obligations, and so they too will try to withdraw early.

One implication of this discussion is that the precise source of agents’
desire for liquidity is not critical to the possibility of a run. In Diamond and
Dybvig’s model, the desire for liquidity arises from agents’ uncertainty about
the timing of their consumption needs. But the results would be similar if
it arose instead from a desire on the part of entrepreneurs for flexibility to
pursue unexpected investment opportunities (Holmström and Tirole, 1998;
Diamond and Rajan, 2001). More intriguingly, Dang, Gorton, and Holmström
(2015) argue that a desire for liquidity can arise from problems of asymmet-
ric information. If funders know they can withdraw their funds at the first
indication of trouble, their need to carefully assess the quality of the under-
lying assets they are investing in is greatly reduced. In Dang, Gorton, and
Holmstrom’s terminology, asymmetric information gives rise to a desire for
informationally insensitive assets of which assets that can be liquidated for a
predetermined price at any time are a prime example.

Likewise, a run can take various forms. At a traditional bank with demand
deposits, it can involve depositors physically rushing to the bank to try to
withdraw their funds. But modern bank runs rarely resemble this. Think of a
bank that is financing itself both by attracting deposits from retail investors
(that is, individual households) and by rolling over very short-term loans
from wholesale investors (that is, institutions such as money market mutual
funds); or think of an investment bank financing itself almost entirely by
such short-term loans. Then a run may take the form of many wholesale
investors simultaneously refusing to roll over their loans, or simultaneously
making the terms of the loans much more onerous. As a result, the bank
may be forced to liquidate its investments early, and fail as a result (Gorton
and Metrick, 2012). Because the bank is harmed when many lenders do not
roll over their loans, each lender’s belief about whether others are rolling
over their loans is important to its decision about whether to roll over its
own loan. Thus, as in a bank run in the Diamond Dybvig model, widespread
refusal to roll over loans can be a self-fulfilling equilibrium. Or consider a
financial institution that is funding itself by rolling over medium-term loans
that come due at different times. Then a run can take the form of each
lender refusing to roll over its loan when it comes due out of a belief that
later lenders will do the same. In that case, the ‘‘run’’ unfolds over time
rather than occurring all at once (He and Xiong, 2012).

In the Diamond Dybvig model, a run is a pure liquidity crisis for the bank.
All agents know that if the type b’s did not try to withdraw in period 1, the
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bank would have enough funds to make its promised payments in period 2.
In that sense, the bank is completely solvent. It is only the fact that all
depositors want their funds immediately that makes it unable to meet its
obligations.

The alternative to a liquidity crisis is a solvency crisis. Suppose, for ex-
ample, there is a possibility of the bank manager absconding with some of
the funds, or of a shock in period 1 that causes a substantial fraction of the
investment projects to fail. With such extensions of the model, the bank is
sometimes unable to repay all the type b’s even if they wait until period 2;
that is, it is sometimes insolvent. In such situations, all agents have an in-
centive to withdraw their funds early but now that is true regardless of
whether they believe other agents are also trying to withdraw early.

In cases like these, the distinction between a liquidity run and a solvency
run is clear. But in other cases, it is not. For example, suppose there is a
small (but strictly positive) chance the bank would be unable to meet all
its obligations to the type b’s if they waited, and suppose there is some
heterogeneity among the type b’s (perhaps in terms of their risk aversion or
their degree of impatience). The small probability of insolvency may make
it a dominant strategy for some type b’s (such as the most risk averse or the
least patient) to withdraw early, but this may lead others to withdraw early,
which may lead yet others to do so, and so on. The end result may be that
a small probability of insolvency leads to a run that causes the bank to fail
for sure. Such a run cannot be fruitfully described as either a pure liquidity
run or a pure solvency run.

Policies to Prevent Runs

Diamond and Dybvig consider three policies that can prevent a liquidity
run. The first can be implemented by the bank, while the other two require
government action.

The policy that can be implemented by the bank is a suspension of pay-
ments. Specifically, suppose it offers a slight variant of the contract we have
been considering: it will pay out ca∗

1 in period 1 to at most fraction θ of de-
positors. With this contract, a decision by some type-b agents try to with-
draw early has no impact on the amount the bank pays out in period 1,
and so has no effect on the resources the bank has available in period 2.
Each type-b agent is therefore better off waiting until period 2 regardless
of what he or she thinks others will do. Thus the policy eliminates the run
equilibrium.

Such a policy is similar to what banks actually did before the advent of
government deposit insurance. A bank facing a run would announce that
depositors could withdraw their funds only at a discount. In the model,
setting the discount such that any depositor who waits until period 2 is
sure to get more than what he or she can get in period 1 eliminates the run.
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In practice, a discount of a few percent typically helped to stabilize a bank
facing a run, but did not move it immediately to a no-run equilibrium.

In the model, the policy of redeeming no more than fraction θ of deposits
in period 1 restores the first-best outcome. Diamond and Dybvig show, how-
ever, that in an extension of the model where θ is uncertain, it does not.
They therefore consider two possible government policies.

The first is deposit insurance. If the government can guarantee that any-
one who waits until period 2 receives cb∗

2 , this eliminates the run equilib-
rium. In this situation, the type b’s always wait, and so the bank can always
pay them cb∗

2 in period 2. Thus the government never needs to pay out
funds.

This simple analysis leaves out an important issue, however: for the guar-
antee to be credible, the government must have a way of obtaining the
resources needed to pay depositors who wait until period 2 if some type
b’s run in period 1. Without this ability, the run is still an equilibrium: a
guarantee that is not credible provides no reason for a depositor to not run
if he or she believes others are running.

What makes the guarantee credible, Diamond and Dybvig argue, is the
government’s power to tax. Concretely, suppose the government’s policy is
that if more than fraction θ of agents withdraw in period 1, so that the bank’s
period-2 resources will be less than cb∗

2 per remaining depositor, it will levy
a tax on each agent in period 1 sufficient to increase the consumption of
depositors who did not withdraw in period 1 to cb∗

2 . Then each agent has
no incentive to run.

The other government policy that Diamond and Dybvig consider is for it
to act as a lender of last resort. Concretely, suppose the government in prac-
tice, the central bank announces that it stands ready to lend to the bank at
a gross interest rate of cb∗

2 /ca∗
1 . Consider what happens if fraction φ > θ of

depositors withdraw their funds in period 1 when such a policy is in place.
The bank can pay θ of them by liquidating projects and the remaining φ−θ

by borrowing from the central bank. Since it has liquidated only fraction θ

of its projects, it has (1 − θ )cb∗
2 of resources in period 2, just as it would if

only fraction θ of depositors had withdrawn in period 1. It can use (φ−θ )cb∗
2

to repay the central bank and the remaining (1 − φ)cb∗
2 to pay the deposi-

tors who withdraw in period 2. Thus each depositor knows that he or she
can obtain cb∗

2 in period 2 regardless of how many depositors withdraw in
period 1. As a result, a type-b depositor will not want to withdraw early
even if others do; that is, the central bank’s policy eliminates the run
equilibrium.17

This discussion raises two issues. The first, paralleling our discussion of
deposit insurance, is how the central bank’s offer to lend resources to the

17 See Richardson and Troost (2009) for compelling evidence from a fascinating natural
experiment that showed lender-of-last-resort policies can have large effects on banks’ chances
of survival in the face of runs.
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bank in the event of excess withdrawals is credible. After all, the presence of
a central bank does not increase the quantity of goods in the economy. One
possibility is that the central bank is backed by a fiscal authority with the
power to tax. In this case, a lender-of-last-resort policy is similar to deposit
insurance.

Another (more interesting) possibility is to introduce money and the pos-
sibility of inflation into the model. Suppose that deposits are a claim not on
amounts of goods in period 1 or period 2, but on amounts of money. In such
a setting, the central bank can respond to a large number of period-1 with-
drawals by lending money to the bank. The resulting increase in the money
supply raises the price of the good in period 1. This in turn reduces the con-
sumption of the early withdrawers below ca∗

1 (since in this scenario their
withdrawals are denominated in dollars, not goods), which means that the
economy continues to satisfy its resource constraint regardless of the num-
ber of early withdrawals. With the central bank’s promise rendered credible
by the possibility of inflation, type b’s have no incentive to withdraw early,
and so the central bank never has to act on its promise. Although these ideas
are intriguing, explicitly making the model a monetary one is complicated,
and so we will not pursue them formally.

The second issue raised by the lender-of-last-resort policy concerns the
terms under which the central bank lends to the bank. The technological
tradeoff between goods in the two periods is 1 to R. But if the central bank
merely stood ready to lend to the bank at a gross interest rate of R, the bank
could not borrow enough to prevent a run. With this interest rate, if all
depositors withdrew in period 1, the bank would need to borrow (1−θ )ca∗

1

to meet period-1 demand, and so it would need to repay (1 − θ )ca∗
1 R in

period 2. But it would have only (1− θ )cb∗
2 available. Thus the ratio of what

it would have available to the amount it would need to repay the loan is

(1 − θ )cb∗
2

(1 − θ )ca∗
1 R

= cb∗
2

ca∗
1 R

(10.34)
< 1,

where the second line uses the fact that cb∗
2 /ca∗

1 is less than R. That is, if the
bank borrowed (1 − θ )ca∗

1 at a gross interest rate of R, it could not repay
the loan which means that it is not feasible for the central bank to make a
loan of (1 − θ )ca∗

1 on those terms. It follows that if the central bank charged
a gross interest rate of R on its loans, the run equilibrium would remain.

This analysis shows that to eliminate the run equilibrium, the central
bank needs to stand ready to lend to the bank at a below-market interest
rate. In particular, as described previously, being willing to lend at a gross in-
terest rate of cb∗

2 /ca∗
1 , which is less than R, solves the problem. But the fact

that the needed interest rate is less than the market rate means that the
central bank cannot make an unconditional offer to lend to the bank. Sup-
pose it does. Then the bank is better off satisfying all demands for period-1
withdrawals by borrowing from the central bank rather than by liquidating
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projects. If only the type a ’s withdraw in period 1, for example, the bank
liquidates no projects, borrows θca∗

1 in period 1, and has resources R in pe-
riod 2. It repays θcb∗

2 to the central bank and pays (1 − θ )cb∗
2 to the period-2

withdrawers, leaving it with a profit of R − cb∗
2 at the expense of the central

bank.18

A solution to this danger is for the central bank to require the bank to
meet the first θ of period-1 withdrawals by liquidating assets, and to lend
only for withdrawals beyond that level. One can think of such a rule as a
reserve requirement: the bank is required to be able to meet demands for
immediate withdrawal of some fraction (but not all) of its demand deposits
from its own assets.

The most famous prescription for how policymakers should respond to a
banking panic is Bagehot’s dictum that they should lend freely against good
collateral at a penalty rate (Bagehot, 1873, Chapter 7). Bagehot’s prescription
is often invoked today. The Diamond Dybvig model supports the part of the
prescription about good collateral in the model, the central bank’s loans
are certain to be repaid. But it leads to conclusions that are the opposite
of the other parts of the prescription. Under the lender-of-last-resort policy
in the model, the central bank lends not freely but subject to restrictions,
and not at a penalty rate but at a discount. Interestingly, the behavior of
modern central banks in panics seems to follow the implications of the
Diamond Dybvig model rather than Bagehot’s rule.

Finally, note that in the event of an economy-wide run (an issue we will
consider in the next section), it is inherent that the private sector cannot
provide deposit insurance or serve as a lender of last resort. In the context
of the model, the economy’s resource constraint makes it impossible for all
individuals to have ca∗

1 in period 1. More broadly, if the financial system as
a whole is providing liquidity by issuing short-term liabilities and holding
long-term assets, it necessarily does not have enough short-term assets to
meet the demand if all its creditors try to redeem their assets. Thus there
is no private entity that can provide insurance or make loans to the entire
financial system. A government with the power to tax or to create inflation
is needed.

10.7 Contagion and Financial Crises

We have encountered two models in this chapter where there can be sud-
den changes in a borrower’s ability to obtain funds. Most obviously, this is
a central feature of the Diamond Dybvig model: banks in that model are

18 Another way of writing the bank’s profits is as the amount it borrows, θca∗
1 , times the dif-

ference between the market interest rate and the rate charged by the central bank, R− (cb∗
2 /ca∗

1 ).
This product is θRca∗

1 −θcb∗
2 . The economy’s resource constraint, θca∗

1 + [(1− θ )cb∗
2 /R] = 1,

implies θRca∗
1 = R − (1−θ )cb∗

2 . Thus we can write the bank’s profits as [R − (1 − θ )cb∗
2 ] − θcb∗

2 ,
or R − cb∗

2 . This approach therefore leads to the same conclusion.
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subject to runs, and so they may find themselves suddenly unable to attract
or keep deposits. But it is also a property of Section 10.2’s model of invest-
ment in the presence of financial-market imperfections. As we discussed, in
that model there is a region of the parameter space where an entrepreneur
cannot get funding under any terms. It follows that a small change in pa-
rameter values can cause the entrepreneur’s borrowing to drop discontinu-
ously from a strictly positive amount to zero. Moreover, this possibility of
credit rationing is not an artifact of the specific assumptions of the model of
Section 10.2, but a natural outcome when there is financing under asym-
metric information. As we saw, higher interest rates increase agency costs;
one consequence is that a higher interest rate does not necessarily increase
expected payments to a lender. As a result, there can be situations where
there is no interest rate at which investors are willing to supply funds.

Unfortunately, we cannot jump from the finding that there can be sudden
changes in financial relationships at the microeconomic level to the conclu-
sion that we have found an explanation of financial crises at the macro-
economic level. In a Diamond Dybvig model extended to include multiple
banks, there is no particular reason for there to be runs on many banks at
the same time. Likewise, consider the model of Section 10.2 with hetero-
geneous entrepreneurs. Any change in fundamentals is likely to change the
number of entrepreneurs who cannot borrow. But for a small change to
lead to a large change in that number, there would have to be many en-
trepreneurs right on the boundary of being rationed, and there is no clear
reason for that to be the case. In addition, there are forces that would tend
to stabilize the overall financial system in the face of microeconomic disrup-
tions. If one entrepreneur becomes unable to borrow at any interest rate,
prevailing interest rates are likely to fall, making it easier for others to bor-
row. Similarly, if borrowers run on one Diamond Dybvig bank, this might
increase the supply of funds to other banks.

Contagion

A crucial fact about the macroeconomy, however, is that there are financial
crises that is, simultaneous difficulties at many financial institutions and
disruptions of many agents’ ability to borrow. Thus a critical question about
financial disruptions is how they spread. Researchers have identified four
possible sources of such contagion.

The first and most intuitive source of contagion is counterparty contagion.
Financial institutions often hold various types of claims on one another.
When one institution faces a run, and hence a risk of failure, the value of
other institutions’ claims on it generally fall. Thus the financial health of the
institution’s counterparties that is, the institutions on the other side of
its financial transactions is likely to suffer. This can push them into insol-
vency, or at least cause sufficient doubts about their solvency to trigger runs.
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Similarly, if one of the entrepreneurs in the model of Section 10.2 has obli-
gations to other entrepreneurs, something that makes the first entrepreneur
no longer able to borrow may worsen the financial health of the other en-
trepreneurs, potentially making them unable to borrow, and so on.19

The second possibility is confidence contagion. A development that makes
one institution or agent unable to obtain funds can cause suppliers of funds
to reassess the conditions of other institutions or agents, and so potentially
become unwilling to lend to them. For example, recall the variant of the
Diamond Dybvig model in which the distinction between a liquidity run
and a solvency run is blurred and in which information suggesting a small
probability of insolvency triggers a run. Suppose that in such a situation,
there are many banks, depositors have heterogeneous information about
banks’ health, and the values of the assets of different banks are positively
correlated. Then if depositors at one bank observe a run at another, they infer
that depositors there have adverse information about the health of that bank,
and so they lower their estimates of the value of their own bank’s assets. The
result may be that they run on their own bank leading depositors at yet
other banks to lower their estimates of their banks’ asset values, potentially
triggering additional runs, and so on. Notice that with confidence contagion,
contagion occurs even though a run on one bank has no direct impact on
the value of other banks’ assets.

The third type of contagion is fire-sale contagion. An institution facing a
run is likely to sell assets to meet its depositors’ demand. If financial markets
were frictionless, the price of any asset would be determined by its state-
contingent payoffs and the marginal utility of consumption in each state,
and a decision by one institution to sell an asset would have no effect on
its price. But when financial markets are less than perfect, the sale is likely
to reduce the price of the asset. If other institutions also hold some of the
asset (or similar assets), the value of their assets will fall potentially leading
to insolvency or runs.

The final type of contagion is macroeconomic contagion. Difficulties or fail-
ures at some institutions or borrowers are likely to reduce overall economic
activity (for example, by making it harder for firms to borrow to pay sup-
pliers or workers or by causing some firms to shut down). Although this
could in principle help other firms (for example, by shifting demand toward
them), it could also hurt them by reducing overall demand. If the nega-
tive effect dominates, it could weaken some firms’ situations to the point
where financial institutions are no longer willing to lend to them, or increase

19 This discussion focuses on counterparty contagion from borrowers to lenders: a borrower
who cannot repay a loan harms the lender, which may make the lender less able to repay
its own lenders, and so on. But counterparty contagion can also operate in the opposite
direction: if a lender finds that it has fewer funds and so cuts back on lending to one of its
usual borrowers, the borrower may adjust by reducing its lending to its own borrowers, and
so on (Glasserman and Young, 2016).
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the likelihood of loan defaults by enough to make some financial institutions
insolvent or to trigger runs on them. This could reduce economic activ-
ity further, and the process could continue. Moreover, the knowledge that
such effects are likely to occur will cause some of the effects on institutions’
health and ability to borrow to be immediate, rather than occurring only as
economic activity declines.

All four types of contagion almost surely played a role in the massive
financial crisis that followed Lehman Brothers’ declaration of bankruptcy in
September 2008. A large money market mutual fund, the Reserve Primary
Fund, had made loans to Lehman Brothers. As a result, Lehman’s failure af-
fected Reserve Primary through counterparty contagion, leading to a run.
That led to runs on other money market mutual funds; since they had no
direct link with Reserve Primary, the effect appears to have been through
confidence contagion. Meanwhile, many institutions had to sell assets to
meet demand from their creditors or to make up for the fact that some of
their normal sources of funds had dried up. Although we cannot be sure
whether the prices of those assets fell below what was warranted by fun-
damentals, both the magnitude of the sales and the fact that many normal
relationships among asset prices broke down suggest that the sales led to
fire-sale contagion. Finally, it was clear that the disruptions would exac-
erbate the downturn that was already underway, and the prices of stocks
and of all but the safest bonds plummeted. This macroeconomic contagion
surely played a role in propagating the financial troubles.

Some Issues in Understanding Financial Crises

This discussion raises a host of questions concerning financial crises. Because
this is an active area of research with few clear answers, we will only discuss
some broad issues without delving into details.

One obvious issue concerns the relative importance of the various types
of contagion. Is there one that plays a dominant role in most financial crises?
Are different ones dominant in different cases? Are all four usually important?
The honest answer to these questions is that at this point we know very
little.

A second issue raised by contagion concerns the efficiency of decentral-
ized outcomes. If the disruption of one financial relationship affects agents
not involved in that relationship, this suggests the possibility of externalities,
and thus the possibility of inefficiency. Such external effects appear to be
present with confidence, fire-sale, and macroeconomic contagion; whether
they arise with counterparty contagion is not as clear. In settings where
contagion with negative externalities is possible, the equilibrium probabil-
ity of a financial crisis is likely to be inefficiently high. If we take the forms
of financial contracts as given, the inefficiency could manifest itself as exces-
sively high levels of actions that generate risk of contagion, such as taking
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on more debt or issuing more demand deposits. But taking a step back,
the inefficiency could also involve contract forms that are not socially op-
timal. For example, the social optimum might involve less use of debt con-
tracts and more use of contracts with contingencies triggered by macroe-
conomic outcomes. And there could be other types of inefficiency, such
as excessive interconnections among financial institutions (if the possibil-
ity of counterparty contagion leads to inefficiency), or excessive correlation
in the types of assets held by different institutions (if fire-sale contagion is
important).

The issues of the relative importance of different types of contagion and
of potential inefficiency naturally raise questions for policy: if there is in-
efficiency, there may be scope for welfare-improving government interven-
tion. But determining what interventions would be most beneficial requires
knowing what externalities are most important.

In the aftermath of the global financial crisis that erupted in 2008, pol-
icymakers have pursued a wide range of interventions intended to reduce
the chances of future crises suggesting that either they are quite uncer-
tain about what externalities are most important or they believe many to
be important. The policies include higher capital requirements for finan-
cial institutions (making them less likely to become insolvent if their assets
fall in value); higher liquidity requirements (making them less likely to fail
in the face of a run); special capital and liquidity requirements for ‘‘sys-
temically important’’ financial institutions, or even putting a ceiling on the
size of financial institutions; requiring some types of contracts to be aggre-
gated and cleared centrally rather than contract-by-contract (a policy that
appears to be aimed at reducing counterparty contagion); making capital
requirements cyclical, so that institutions must build up buffers in good
times that they can run down in bad times; ‘‘stress tests’’ intended to show
how institutions would fare in an adverse scenario (implying that policy-
makers believe that the equilibrium level of information provision is too
low); blanket prohibitions on some types of activities by financial institu-
tions that issue government-insured deposits or that could be candidates
for lender-of-last-resort loans; changes in how employees or executives of
financial institutions can be compensated; changes in how firms that assess
the riskiness of bonds can be compensated; and more.

This list can be seen not just as a recitation of policies and policy propos-
als, but as a research agenda. For each proposal, we can ask: what is the
externality that warrants the intervention? Can we write down a com-
plete model where the externality is present? What is the evidence about
the quantitative importance of the externality? Is the proposed policy the
optimal way of dealing with the externality, or might a different approach,
such as a Pigovian tax, be preferable? Would the proposed policy have other
effects?

A more subtle issue raised by our discussion of contagion is why financial
crises end. If problems at a handful of institutions can trigger contagion that
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disrupts a large portion of the financial system, then one might expect the
additional contagion unleashed by those further disruptions to be vastly
more powerful, and so lead to vastly more problems with the contagion
continually magnified until it produced a conflagration that destroyed the
entire financial system. Yet even in the absence of government intervention,
we do not see this. In the Great Depression, for example, although one-
third of banks failed, the remaining two-thirds (all of which were surely
substantially affected by various types of contagion) survived. This suggests
that a simple emphasis on contagion is missing something. One story that fits
the broad contours of what we observe is that there are not only important
destabilizing forces from contagion, but also important stabilizing forces;
and that initially the destabilizing forces dominate, but as financial failures
and disruptions accumulate, the stabilizing forces eventually win out. But
this is just a sketch of an idea that does not even begin to address some
basic questions most notably, what the most important stabilizing forces
are, and why they are dominated by contagion over some ranges but not
others.

The final issue raised by this discussion that we will touch on is the
link between mispricings and financial crises. A large fall in the prices of an
important category of assets, such as stocks or houses, can trigger a financial
crisis through its impacts on the wealth and collateral values of borrowers,
the values of items on the asset side of financial institutions’ balance sheets,
and the aggregate level of output. And a sharp fall in asset prices can occur
either because of news implying that the rational estimate of fundamental
values is much lower than before, or because of the end of a large overpricing
of assets. Thus, large mispricings may make financial crises more likely.

The possibility of a link between mispricings and financial crises again
raises issues for both research and policy. On the research side, it increases
the importance of determining whether large mispricings in fact ever oc-
cur, and if so, what their causes are. On the policy side, it increases the
importance of measures to prevent large mispricings (which requires un-
derstanding what causes them) and of detecting them in real time.

A Whirlwind Tour of Some of Current Research

The issues we have been discussing are all active areas of research. Fire
sales have been the subject of a particularly large amount of recent work.
The classic analysis is that by Shleifer and Vishny (1992). On the theo-
retical side, Gromb and Vayanos (2002), Lorenzoni (2008), and Dávila and
Korinek (2017) are leading examples of papers that identify externalities
that arise from fire-sale effects and show conditions under which the result
is excessive aggregate risk-taking, and so an inefficiently high probability
of a financial crisis. Recent empirical investigations of fire sales include
Mitchell, Pedersen, and Pulvino (2007); Ellul, Jotikasthira, and Lundblad
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(2011); Merrill, Nadauld, Stulz, and Sherlund (2014); and Koijen and Yogo
(2015). All find strong evidence of fire-sale effects.

Two strands of recent work investigate factors other than possible fire-
sale externalities that can lead to excessive aggregate risk-taking, and so
again increase the risk of a crisis. First, Farhi and Werning (2016), Korinek
and Simsek (2016), and Schmitt-Grohé and Uribe (2016) show that because
the zero lower bound on nominal interest rates (which we will discuss in
Section 12.7) or membership in a currency union may prevent monetary
policy from being able to offset aggregate demand effects and macroeco-
nomic contagion in a downturn, there can be negative externalities from
high levels of credit creation in a boom. Second, Farhi and Tirole (2012) and
Gertler, Kiyotaki, and Queralto (2012) study how the government’s incen-
tives to intervene ex post to support the financial system in the event of a
crisis distorts banks’ ex ante decisions about risk-taking.

Another area that not surprisingly has been a major area of work is runs
on financial institutions. Because of deposit insurance, old-fashioned runs of
retail depositors on banks were not a central part of the recent crisis. But
the crisis did involve important ‘‘run-like’’ behavior. Gorton and Metrick
(2012); Iyer and Puri (2012); Covitz, Liang, and Suarez (2013); and Schmidt,
Timmermann, and Wermers (2016) all study the microeconomics of runs,
in many cases looking at highly disaggregated and very-high-frequency data.
An example of recent theoretical work on runs is the extension of the
Diamond Dybvig model to a general-equilibrium setting with many banks
by Gertler and Kiyotaki (2015).

Many interesting lines of work involve narrower issues related to the sub-
jects we have been discussing. An example of a narrower area where there
has been insightful recent research is credit ratings agencies. It is appealing
to argue that the fact that ratings agencies were paid by the issuers of the
bonds being rated led to ratings that were systematically too generous, and
that this caused buyers to systemically underestimate the riskiness of the
bonds they were purchasing in the run-up to the crisis. But this argument
faces the theoretical problem that purchasers should be able to account for
the agencies’ incentives, and the empirical problem that reputational con-
siderations have allowed the ‘‘rater pays’’ model to succeed in other con-
texts most famously in the case of Underwriters Laboratories, which rates
products’ safety. Thus it is necessary to go beyond the simple argument.
Coval, Jurek, and Stafford (2009) present evidence that the missing ingre-
dient is that many purchasers of bonds did not account for the distinction
between systematic and idiosyncratic risk in interpreting ratings. In con-
trast, Skreta and Veldkamp (2009) argue that the missing ingredient is that
bond purchasers did not fully understand how the interaction of competi-
tion among rating agencies and the increased complexity of the assets the
agencies were rating affected equilibrium ratings. Other examples of recent
work on ratings agencies include Becker and Milbourn (2011), Griffin and
Tang (2011), and Bolton and Freixas (2012).
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This brief tour omits important areas of modern research on issues related
to the contagion, crises, and policy. For example, Allen and Gale (2000),
Elliott, Golub, and Jackson (2014), and Acemoglu, Ozdaglar, and Tahbaz-
Salehi (2015) discuss contagion through networks of interconnections, and
so shed light on counterparty contagion. To give another example, Hachem
(2014) investigates the conditions under which agency problems and com-
pensation policies within financial institutions can lead to socially ineffi-
cient levels of risk-taking. And in a very different vein, Admati and Hellwig
(2013) and Mian and Sufi (2015, Chapter 12) propose major shifts in policies
involving the financial system.

Two messages should come through from this quick and very incom-
plete survey. First, the crisis that began in 2007 and worsened dramatically
in the fall of 2008 is having a profound effect on macroeconomics. Issues
that were at the periphery of the field or that were not viewed as part
of macroeconomics at all and that were getting little attention in any part
of economics are now the subjects of intensive research. And second, that
research is still in its early stages: many new questions are being asked and
many new ideas are being proposed, but we are far from having answers.
One implication is that today is a particularly exciting, and particularly im-
portant, time for macroeconomics.

10.8 Empirical Application: Microeconomic
Evidence on the Macroeconomic
Effects of Financial Crises

Determining the effects of financial crises on the overall economy is chal-
lenging. The main problem is one we have encountered repeatedly in tack-
ling empirical questions: disentangling correlation and causation. Financial
crises in large modern economies do not occur in a vacuum. They often hap-
pen after large buildups of household and corporate debt, and around the
same time as large falls in asset prices; and they sometimes occur together
with losses of confidence in a country’s currency or in its government’s debt.
As a result, there are generally factors correlated with financial crises that are
likely to affect the economy directly. Furthermore, because financial mar-
kets are forward-looking, news that provides information about the likely
path of the economy (for example, news suggesting that homebuilding is
likely to fall) can raise doubts about the solvency of financial institutions,
and so trigger an immediate financial crisis. Thus even if financial crises
precede other developments that are likely to reduce output directly, we
cannot be confident that the crises are the cause of the output declines.

Because of these inherent difficulties in trying to use aggregate evidence
to determine the macroeconomic effects of financial crises, a great deal
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of research uses microeconomic evidence to shed light on this issue. Not
surprisingly, much of this research focuses on the recent global financial
crisis. This section discusses two leading examples of this work.

Ivashina and Scharfstein’s Evidence on Lending

In a very timely paper, Ivashina and Scharfstein (2010) investigate the impact
of the crisis on lending by major financial institutions. One virtue of their
paper is that it shows the wisdom of the common statement that in studying
any issue, it is important to understand the relevant institutional details.

The starting point of Ivashina and Scharfstein’s analysis is the observa-
tion by Chari, Christiano, and Kehoe (2008) that the stock of commercial
and industrial loans on bank balance sheets rose sharply immediately after
the collapse of Lehman Brothers in September 2008. It is tempting to in-
terpret this as showing that there was not any shift back in credit supply.
Ivashina and Scharfstein point out, however, that this proposed interpreta-
tion neglects an important feature of loan contracts. Many contracts give
borrowers lines of credit that is, access to amounts of credit they can draw
on as they wish. Both borrowers’ fears about the health of their lenders and
the deteriorating condition of the economy could have made firms want
to draw on their credit lines after the failure of Lehman. Thus perhaps the
sharp rise in lending reflects only firms’ use of existing credit lines and is
not informative about the availability of new loans.

Unfortunately, there are no comprehensive data on drawdowns of credit
lines. Ivashina and Scharfstein therefore take several indirect approaches to
getting information on the importance of drawdowns in this period. One
is to search for media reports of firms drawing on their credit lines. They
find no such reports in the three months before mid-August 2008, but many
between mid-August and December. The sum of the reported drawdowns is
roughly one-quarter of the overall rise in commercial and industrial lending
over this period. Because there are surely many drawdowns that are not
reported, this evidence, although clearly not definitive, is consistent with
the view that the large rise in lending largely reflected drawdowns. And it
is fatal to the argument that the large rise in lending shows that there could
not have been a fall in credit supply.

Ivashina and Scharfstein’s main interest, however, is in the question of
whether the financial disruptions in this period affected banks’ lending.
Again, they rely on institutional knowledge, this time to identify two vari-
ables likely to be correlated with differences among banks in how the cri-
sis affected their ability to obtain funds. The first variable is based on the
fact that banks have two main sources of funds: retail deposits and whole-
sale short-term debt. Deposits are usually stable, while the ability to issue
short-term debt can change quickly. Thus, Ivashina and Scharfstein argue,
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banks where short-term debt was a larger share of total liabilities were
likely to have had more trouble continuing to obtain funds after Lehman’s
collapse.

The second variable is based on the fact that many large loans and lines
of credit are made jointly by multiple banks. Ivashina and Scharfstein
argue that banks that had more such cosyndicated credit lines with Lehman
were likely to see more credit-line drawdowns, both because Lehman’s
bankruptcy meant they were now responsible for a larger fraction of lend-
ing under the credit lines, and because the fact that one of the lenders had
failed might make borrowers more nervous about the other lenders. With
more credit-line drawdowns, these banks would have fewer funds available
to make other loans.

Ivashina and Scharfstein therefore examine whether financial institutions
that obtained a larger fraction of their funds from wholesale sources and that
had a larger fraction of their lending in the form of loans cosyndicated with
Lehman reduced their new lending by more when the crisis hit. They find
that they did. Looking at the change in lending from the pre-crisis period
August 2006 July 2007 to the crisis period August 2008 November 2008,
they find that both variables are associated with statistically significant and
economically large reductions in lending. The point estimates imply that
a bank whose fraction of liabilities coming from wholesale deposits was
one standard deviation larger than average reduced its lending by about
30 percentage points more than an average bank. The estimated difference
between a bank with an exposure to Lehman one standard deviation greater
than average and an average bank is similar.

The most obvious concern with Ivashina and Scharfstein’s evidence is the
possibility that there were systematic differences in the types of firms that
banks lent to that were correlated with their reliance on wholesale deposits
and their exposure to Lehman. For example, perhaps banks that relied more
on wholesale funding or that cosyndicated more loans with Lehman made
more real-estate loans, or loans to riskier borrowers. If so, they might have
reduced their lending by more during the crisis not because it was harder
for them to supply credit, but because they had fewer attractive lending
opportunities. Ivashina and Scharfstein present a range of evidence against
this possibility. Most notably, they show that the borrowers of the different
types of banks look similar on a range of dimensions. Of course, they cannot
rule out the possibility that there are important differences on dimensions
they cannot observe. But the most plausible interpretation of their results
is that the crisis disrupted many banks’ ability to make loans.

As Ivashina and Scharfstein note, a deeper limitation of their findings is
that even incontrovertible evidence that the crisis reduced credit supply
by some banks would not establish that those reductions had important
consequences. The crisis could have merely rearranged lending as borrowers
switched from banks more affected by the crisis to less affected ones. And
even if overall credit supply was affected, perhaps credit supply was not
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important to firms’ employment and production decisions. Thus Ivashina
and Scharfstein’s analysis only partly addresses the issue of the economic
consequences of financial crises.

Chodorow-Reich’s Evidence on Employment Effects

Chodorow-Reich (2014) builds on Ivashina and Scharfstein’s insights to take
their analysis further. His work illustrates two methods that have contributed
enormously to a great deal of microeconomically based empirical work in
macroeconomics (and in other fields): the merging of disparate data sets, and
the use of administrative rather than survey data.

Chodorow-Reich’s goal is to determine whether firms connected to banks
that reduced their credit supply by more in the crisis cut their employment
by more. Answering this question is not easy. In fact, Chodorow-Reich’s
analysis involves five distinct steps.

The first step is to determine whether it even makes sense to talk about
firms being connected to specific banks: if firms can switch easily among
lenders, then any ties between specific firms and banks are unlikely to be
important. The fact that asymmetric information appears central to many fi-
nancial relationships suggests that there could be important ongoing lender-
borrower relationships, but fundamentally the question is empirical. To ad-
dress it, Chodorow-Reich asks whether there is important inertia in lender-
borrower ties. Specifically, he asks whether a bank is more likely to be the
lead lender on a syndicated loan to a firm if it was the lead lender on the
firm’s previous syndicated loan; and he asks the analogous question about
a bank that is a participant in a syndicated loan but not the lead lender.
The results of this step are clear-cut: Chodorow-Reich finds overwhelming
evidence of very large inertia in lender-borrower relationships.

The second step is to address a concern analogous to one we just dis-
cussed in the context of Ivashina and Scharfstein’s analysis. If some banks
got into trouble because of the types of firms they were lending to, observing
worse outcomes at firms connected with banks that got into trouble would
not tell us about the impact of bank health on firms. Chodorow-Reich ar-
gues, however, that this concern is unlikely to be important in the 2008
financial crisis. There is a great deal of evidence that the causes of banks’
difficulties in this period were largely unrelated to their lending to firms;
most of the variation in bank health came from variation in their real-estate
lending, for example through their holdings of mortgage-backed securities.
Chodorow-Reich’s starting point is therefore to view all the variation across
banks in the change in their lending to firms during the crisis as reflect-
ing variations in loan supply. But he also considers specifications in which
he controls for numerous firm characteristics, and ones in which he uses
measures of banks’ real-estate exposure as instruments for their corporate
lending. The results are similar across the various specifications, which is
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consistent with his argument that systematic differences in the types of
firms that banks lent to were not important.

Step three which may be the most important is to construct the data
needed for relating employment outcomes to lending relationships. The
challenge is that Chodorow-Reich has separate data on syndicated loans,
which are gathered by a private company, and on employment by firm,
which are collected by the Bureau of Labor Statistics (BLS). The BLS data
are at the level of establishments rather than firms, and so they have to be
aggregated to the firm level. In addition, firms often have somewhat differ-
ent names in the two data sets. Chodorow-Reich links the data sets using
several different methods, including manually checking hundreds of cases
where the match is not clear-cut.20 He is ultimately able to match about
half the firms in the loans data to the employment data.

The fourth step is to perform the analysis. We already know from Ivashina
and Scharfstein that banks in worse health reduced their lending by more
during the crisis. But as we discussed, their analysis does not rule out the
possibility that their borrowers simply switched to other banks. Chodorow-
Reich therefore begins his analysis of outcomes by asking whether firms that
had been borrowing from banks that cut their lending by more in the crisis
were less likely to obtain a loan from any bank. He finds strong evidence
that they were. Then, turning to the key variable employment he finds
an impact of reductions in credit supply to a firm on its employment that
is statistically significant. Moreover, the economic magnitude is large: the
point estimates imply that employment growth at a firm that had been
borrowing from a syndicate at the tenth percentile of syndicate health (in
terms of the loan growth of its constituent banks) is four percentage points
lower than employment growth at a firm that had been borrowing from a
syndicate at the ninetieth percentile of syndicate health.

Chodorow-Reich also examines heterogeneity in these effects. He finds
that the employment effects are much larger at smaller firms and at firms
that did not have access to the bond market (as measured by having a credit
rating or having ever issued publicly traded debt). These are precisely the
types of firms one would expect to have the most difficulty obtaining other
funding if they were unable to borrow from their usual lenders. Thus the
results about heterogeneity both help show the mechanism by which the
baseline results come about and increase our confidence in those results.

Chodorow-Reich’s final (and most tentative) step is to try to estimate the
overall effects of the fall in credit supply to firms. He faces three major chal-
lenges. First, his results concern only a subset of firms, and those firms may
not be representative of the entire economy. Second, his results are relative:

20 A further complication is that the BLS data are confidential and their use by researchers is
subject to numerous restrictions, including that they cannot be accessed remotely or taken off-
site. An essential part of Chodorow-Reich’s research was spending many days in the basement
of the Department of Labor building in Washington, D.C.
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his evidence is that if one firm faced a larger reduction in credit supply than
another, its employment fell by more. But the overall effects depend on ab-
solute impacts, not relative ones. Third (and somewhat related to the second
challenge), there can be general-equilibrium effects. A reduction in employ-
ment and production at one firm can increase employment at other firms
if it drives down prevailing wages, or if it causes demand for other firms’
products to increase as consumers shift away from the firm. Alternatively,
the fall in income from one firm’s decline in production can reduce demand
for other firms’ products, and so decrease employment elsewhere.

Chodorow-Reich takes only a first pass at these issues. He argues that for
reasonable parameter values, the negative general-equilibrium effects are
probably larger than the positive ones, and thus that looking only at partial-
equilibrium effects is likely to yield a conservative estimate of the aggregate
effects. He then considers the implications of assuming that the small and
medium-sized firms in his sample (which are where he finds the main em-
ployment effects) are representative of small and medium-sized firms in the
economy, and that a firm that had been borrowing from a syndicate at the
ninetieth percentile of syndicate health faced no change in its credit supply
(which is probably a conservative estimate of the decline in credit supply
in the 2008 crisis). He calculates that in this case, the shift back in credit
supply to firms was the source of about 20 percent of the overall fall in U.S.
employment in the year after Lehman’s failure. The results are sensitive to
the specifics of his various simplifications, however; and even accepting the
simplifications, the confidence interval associated with this estimate is fairly
wide. Importantly, however, this estimate involves only one type of credit
to one part of the economy; most notably, it concerns only credit to firms,
not households. And as we have just discussed, the estimate probably errs
on the low side. Thus Chodorow-Reich’s results are very supportive of the
conventional view that disruptions of credit availability were central to the
Great Recession.

Discussion

As discussed in Section 10.3, many studies find that financial-market imper-
fections affect firms’ behavior, and Section 8.6 describes similar evidence
for consumers. And Chodorow-Reich’s paper is not the only one to find
that credit disruptions affect microeconomic outcomes in times of finan-
cial crisis. Other examples include Campello, Graham, and Harvey (2010);
Amiti and Weinstein (2011); Almeida, Campello, Laranjeira, and Weisben-
ner (2012); Edgerton (2012); Ziebarth (2013); Duygan-Bump, Levkov, and
Montoriol-Garriga (2015); Mondragon (2017); and Benmelech, Meisenzahl,
and Ramcharan (2017).

At the same time, as we have just seen, moving from microeconomic
evidence to macroeconomic estimates is difficult. The types of calculations
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performed by Chodorow-Reich require numerous assumptions whose accu-
racy is difficult to assess. Thus there is also value in looking at more aggregate
evidence.

One approach is to look not at the level of individual firms or households,
but at regions within a country. Peek and Rosengren (2000) provide an
early example of this approach. They examine the effects of Japan’s financial
crisis in the 1990s on U.S. states. They find that the crisis in Japan reduced
lending in the United States by subsidiaries of Japanese banks, and, more
importantly, that construction activity fell more in states where Japanese
banks provided a larger fraction of lending. A more recent study looking
at the regional level is Huber (2017). He examines variation across German
counties in the dependence of their firms on a major bank that suffered
large losses in the 2008 crisis from its international exposure that were
unrelated to its domestic lending. He finds county-level effects that are not
only large, but substantially larger than one would obtain by aggregating
estimated firm-level effects. Thus his results point to large negative general-
equilibrium effects at the county level.

Ultimately, of course, much of our interest is in effects at the level of the
entire economy; and just as extrapolating from effects at the level of individ-
ual firms and households to regional outcomes is difficult, so is extrapolating
from regional to economy-wide effects. Thus there is value in looking di-
rectly at the aggregate evidence. Unfortunately, as we discussed at the start
of this section, identifying the causal effects of crises using aggregate ev-
idence is extremely challenging. Research using aggregate data has found
that financial crises are on average followed by large declines in output and
that there is considerable heterogeneity across crises, but thus far has had
limited success in determining the causal impact of crises.21

Problems

10.1. Consider the model of Section 10.1. Assume that utility is logarithmic, that β = 1,

and that there are only two states, each of which occurs with probability one-half.

In addition, assume there is only one investment project. It pays RG in state G

and RB in state B , with RG > RB > 0. We will refer to G as the ‘‘good’’ state and

B as the ‘‘bad’’ state.

21 Some examples of research in this area are Bordo, Eichengreen, Klingebiel, and Martinez-
Peria (2001); Hoggarth, Reis, and Saporta (2002); Cerra and Saxena (2008); Reinhart and Rogoff
(2009); Gilchrist and Zakrajsek (2012); Jordà, Schularick, and Taylor (2013); and C. Romer and
D. Romer (2017). Jalil (2015) uses information from newspapers to identify a set of panics in
the nineteenth-century United States that appear to have been due largely to idiosyncratic
factors, and that may therefore shed light on the causal effect of crises. He finds large falls in
output following these panics. Unfortunately, it is hard to determine the external validity of
this finding (that is, the extent to which it applies to other settings, such as modern advanced
economies).
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(a) What are the equilibrium conditions?

(b) What are C1, K , CG
2 , C B

2 , qG , and qB ?

(c) Now suppose a new investment project is discovered. It pays off only in one

state of the world. Let RNEW > 0 denote its payoff in that state.

(i) What is the condition for there to be strictly positive investment in the

new project?

(ii) Assume the condition in (i ) is satisfied. What are the equilibrium levels

of K (investment in the old project) and KNEW (investment in the new

project)?

(iii) Suppose the state in which the new project pays off is B . What is the

condition for C B
2 to be greater than or equal to CG

2 , so that it is no longer

reasonable to describe B as the ‘‘bad’’ state?

10.2. Consider the model of Section 10.1. Suppose, however, that there are M house-

holds, and that household j ’s utility is Vj = U (C1) + βs
j U (C2), where βs

j > 0

for all j and s. That is, households may have heterogeneous preferences about

consumption in different states.

(a) What are the equilibrium conditions?

(b) If the β ’s differ across households, can a situation where each agent owns

an equal fraction of the claims on the output of each investment project, so

that Cs
2 j for a given s is the same for all j , be an equilibrium? Why or why

not?

10.3. Consider the model of investment under asymmetric information in Section 10.2.

Suppose that initially the entrepreneur is undertaking the project, and that

(1 + r )(1 − W ) is strictly less than RMAX. Describe how each of the following

affects D :

(a) A small increase in W .

(b) A small increase in r .

(c) A small increase in c .

(d) Instead of being distributed uniformly on [0, 2γ ], the output of the project is

distributed uniformly on [γ − b, γ + b], and there is a small increase in b.

(e) Instead of being distributed uniformly on [0, 2γ ], the output of the project is

distributed uniformly on [b, 2γ + b], and there is a small increase in b.

10.4. A simpler approach to agency costs: limited pledgeability. (Lacker and

Weinberg, 1989; Holmström and Tirole, 1998.) Consider the model of Section

10.2 with a different friction: there is no cost of verifying output, but the en-

trepreneur can hide fraction 1 − f of the project’s output from the investor (with

0 ≤ f ≤ 1). Thus the entrepreneur can only credibly promise to repay fraction

f of the project’s output.

(a) Consider a project with expected payoff γ that exceeds 1 + r . What is the

condition for the project to be undertaken?
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(b) Suppose the condition you found in part (a) is satisfied with strict inequality.

Is the contract between the investor and the entrepreneur uniquely deter-

mined? If so, what is the contract? If not, explain why.

(c) Limited pledgeability leads to inefficiency (relative to the case of no frictions)

if γ > 1 + r but the project is not undertaken. Describe whether each of the

following can cause a project with γ > 1 + r not to be undertaken:

(i) A fall in the entrepreneur’s wealth, W .

(ii) An increase in the fraction of the project the entrepreneur can hide, 1− f

(that is, a fall in f ).

(iii) An increase in idiosyncratic risk. Concretely, suppose that (as in part (d )

of Problem 10.3), the output of the project is distributed uniformly on

[γ − b, γ + b] rather than uniformly on [0, 2γ ], and there is an increase

in b.

10.5. (a) Show that in the model analyzed in equations (10.15) (10.23) of Section 10.4,

the unconditional distributions of Ca
2t and Cn

2t are not normal.

(b) Explain in a sentence or two why the analysis in the text, which uses the

properties of lognormal distributions, is nonetheless correct.

10.6. Fundamental risk and noise-trader risk. Consider the following variant on

the model of noise-trader risk in equations (10.15) (10.23). There are three peri-

ods, denoted 0, 1, and 2. There are two assets. The first is a safe asset in perfectly

elastic supply. Its rate of return is normalized to zero: one unit of the economy’s

single good invested in this asset in period 0 yields one unit of the good for sure

in period 1, and one unit of the good invested in this asset in period 1 yields one

unit for sure in period 2. The second is a risky asset. Its payoff, which is realized

in period 2, is 1 + F1 + F2, where Ft is distributed normally with mean 0 and

variance V F
t . F1 is observed in period 1, and F2 is observed in period 2. This asset

is in zero net supply. Thus equilibrium requires that the sum across agents of the

quantity of the asset demanded is zero.

There are two types of traders. The first are noise traders. They demand quan-

tity N0 of the risky asset in period 0 and N0 + N1 in period 1, where N0 is

exogenous and N1 is distributed normally with mean 0 and variance V N
1 . F1, F2,

and N1 are independent. The second are arbitrageurs. A0 are born in period 0

and A1 are born in period 1. They live for two periods (0 and 1 for those born

in period 0; 1 and 2 for those born in period 1). They only value consumption in

the second period of their life and have utility U (C ) = −e−2γC , γ > 0. They have

no initial wealth.

(a) Consider first period 1.

(i) Consider a representative arbitrageur born in period 1. What is his or

her second-period consumption as a function of P1, F1, and F2, and his

or her purchases of the risky asset, Xa
1? What is the mean and variance

of his or her second-period consumption as a function of P1, F1, X
a
1, and

V F
t ? What is the first-order condition for his or her choice of Xa

1?

(ii) What is the condition for equilibrium in period 1?
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(iii) Use the results in (i ) and (ii ) to find an expression for P1 − (1 + F1), the

departure of the price in period 1 from its fundamental value.

(iv) Do your results support the statement in the text that greater funda-

mental risk mutes sophisticated investors’ willingness to trade to offset

departures of asset prices from fundamentals, and so leads to larger de-

partures of asset prices from fundamentals?

(b) Now consider period 0.

(i) What is the first-order condition for Xa
0 (purchases of the risky asset by

the representative sophisticated investor) in terms of E0[P1] and Var(P1)

and the parameters of the model?

(ii) Use the results from part (a) to find E0[P1] and Var(P1) in terms of ex-

ogenous parameters.

(iii) Use the results in (i ) and (ii ) to find an expression for P0−1, the departure

of the price in period 0 from its fundamental value.

(iv) Do increases in fundamental risk (V F
1 and V F

2 ) increase departures of

asset prices from fundamentals? Do increases in noise-trader risk? Are

there interactions that is, does an increase in noise-trader risk increase,

decrease, or have no effect on the effect of fundamental risk?

10.7. A simple model of agency risk. Consider the previous problem. For simplic-

ity, assume A0 = 0. Now, however, there is a third type of agent: hedge-fund

managers. They are born in period 0 and care only about consumption in period

2. Like the sophisticated investors, they have utility U (C ) = −e−2γC and no ini-

tial wealth. There are AH of them. They participate in the market for the risky

asset in period 0, and do not make any additional trades in period 1. However,

they face a cost if they incur short-term losses, and gain a reward if they obtain

short-term gains. Specifically, if a hedge-fund manager purchases amount H of

the risky asset, he or she receives aH(P1 − E0[P1]) in period 1, where a > 0 and

where P1 is the price of the risky asset in period 1. The manager then holds this

payment in the safe asset from period 1 to period 2, and so it adds to (or subtracts

from) his or her period-2 consumption.

(a) Consider first period 1. Find an expression for P1 − (1 + F1) taking the period-

0 purchases of the hedge-fund managers, Xh
0 AH , as given. (Hint: In period 1,

the demand of the hedge-fund managers is fixed and does not respond to the

price of the asset. As a result, in period 1 their demand enters in the same

way as that of the noise traders.)

(b) Now consider period 0.

(i) Find an expression for the representative hedge-fund manager’s period-2

consumption as a function of P0, F1, F2, a , P1 − E0[P1], and Xh
0 .

(ii) What are the mean and variance of his or her second-period consumption

as a function of P0, a , V F
1 , V F

2 , γ , A1, V N
2 , and Xh

0?

(iii) What is the first-order condition for his or her choice of Xh
0?

(iv) Use your results to find an expression for P0 − 1.
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(v) Does greater agency risk (a higher value of a) increase the impact of the

noise traders in period 0 on the price of the asset?

10.8. Consider Problem 10.6. Suppose, however, that the demand of the period-0

noise traders is not fully persistent, so that noise traders’ demand in period 1 is

ρN0 + N1, ρ < 1. How, if at all, does this affect your answer in part (b)(iii ) of the

problem for how the noise traders affect the price in period 0? What happens if

ρ = 0?

10.9. This problem asks you to show that with some natural variants on the approach

to modeling agency risk in Problem 10.7, consumption is not linear in the shocks,

which renders the model intractable.

(a) Consider the model in Problem 10.7. Suppose, however, that the represen-

tative hedge-fund manager, rather than receiving a payment or incurring a

cost in period 1, is forced to sell quantity b(E0[P1] − P1)H , b > 0, of the

risky asset in period 1. Show that in this case, the manager’s consumption

is not linear in F1.

(b) Consider the model in Problem 10.7. Suppose, however, that A1 is not ex-

ogenous but depends on the success of the period-0 sophisticated investors:

A1 = A+ b (P1 − E0[P1])X
a
0, b > 0. Show that in this case, the consumption

of the sophisticated investors born in period 0 is not linear in F1.

10.10. Prices versus quantities in the DeLong Shleifer Summers Waldmann
model.22 Consider modeling the noise traders in the model of equations

(10.15) (10.23) of Section 10.4 in terms of shocks to the quantity they demand

of the risky asset rather than to their expectations of the price of the asset.

Specifically, suppose the demand of a representative noise trader is Xa
t + ωt ,

where Xa
t is the demand of a representative arbitrageur (see equation [10.17]),

and ωt is an i.i.d., mean-zero, normally distributed shock with variance Vω . In-

tuitively, one might expect that: (1) there is some value of Vω that yields the

same equilibrium as that of the model of Section 10.4 (equation [10.18] seems to

suggest this but note that V is not a primitive parameter of the model); (2) the

Vω that does this is an increasing function of Vη (intuitively, both a higher Vω

and a higher Vη correspond to ‘‘noisier’’ noise traders); and (3) for any Vω , there

is also an equilibrium where Pt = 1 for all t (see n. 8). Are (1), (2), and (3) in fact

all true? If not, try to explain intuitively the economics of why one or more of

these conjectures is wrong.

10.11. Consider the Diamond Dybvig model described in Section 10.6, but suppose

that ρR < 1.

(a) In this case, what are ca∗
1 and cb∗

1 ? Is cb∗
1 still larger than ca∗

1 ?

22 This problem provides less of a step-by-step guide to working out its solution than most
other problems, and as a result is more challenging. (Indeed, when I first assigned this problem
to my students, I was not entirely sure of the answer.) One goal is to move in the direction of
showing you what it is like to tackle a model whose implications are unknown rather than
working through a structured problem.
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(b) Suppose the bank offers the contract described in the text: anyone who

deposits one unit in period 0 can withdraw ca∗
1 in period 1, subject to the

availability of funds, with any assets remaining in period 2 divided equally

among the depositors who did not withdraw in period 1. Explain why it is

not an equilibrium for the type a ’s to withdraw in period 1 and the type

b’s to withdraw in period 2.

(c) Is there some other arrangement the bank can offer that improves on the

autarchy outcome?

10.12. Consider deposit insurance in the Diamond Dybvig model of Section 10.6.

(a) If fraction φ > θ of depositors withdraw in period 1, how large a tax must

the government levy on each agent in period 1 to be able to increase the

total consumption of the nonwithdrawers in the two periods to cb∗
2 ? Explain

why your answer should simplify to zero when φ = θ , and check that it does.

(b) Suppose the tax is marginally less than the amount you found in part (a).

Would the type b’s still prefer to wait until period 2 rather than try to

withdraw in period 1?
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Chapter 11
UNEMPLOYMENT

In almost any economy at almost any time, many individuals appear to be
unemployed. That is, there are many people who are not working but who
say they want to work in jobs like those held by individuals similar to them,
at the wages those individuals are earning.

Unemployment is one of the central subjects of macroeconomics. There
are two key issues. The first concerns the determinants of average unem-
ployment over extended periods. The existence of substantial levels of un-
employment in normal times raises at least three enormously important
questions. First, what are the underlying reasons that labor markets differ
from Walrasian markets in ways that cause significant unemployment? That
is, why are not all workers able to supply the quantity of labor they want
at a going wage? Second, what accounts for the large variation in normal
unemployment across countries and over time? For example, normal unem-
ployment appears to be well under 5 percent in Japan but around 10 percent
in France, and to be far above 10 percent in some less developed countries.
Similarly, normal unemployment in most European countries was much
lower than in the United States in the 1950s and 1960s, but has been higher
than in the United States for the past several decades. And third, what are the
welfare consequences of normal unemployment? At one extreme, it could
be a pure waste of resources; at the other, it could be a necessary side effect
of the complicated and valuable process of matching up workers and jobs.

The second key issue raised by unemployment concerns the cyclical be-
havior of the labor market. As described in Section 6.3, the real wage appears
to be only moderately procyclical. This is consistent with the view that the
labor market is well described by a supply and demand model with flexible
wages only if labor supply is quite elastic or if shifts in labor supply play
an important role in employment fluctuations. But as we saw in Section
5.10, there is little support for the hypothesis of highly elastic labor supply.
And it seems unlikely that shifts in labor supply are central to fluctuations.
This leaves us with the possibility that the cyclical behavior of the labor
market differs in important ways from the implications of a supply and de-
mand model with flexible wages. A central focus of this chapter is therefore
on trying to determine what those differences are and how they affect the
cyclical properties of the labor market.

520
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The issue of why shifts in labor demand appear to lead to large move-
ments in employment and only small movements in the real wage is im-
portant to all theories of fluctuations. For example, we saw in Chapter 6
that if the real wage is highly procyclical in response to demand shocks,
it is essentially impossible for the small barriers to nominal adjustment to
generate substantial nominal rigidity. In the face of a decline in aggregate
demand, for example, if prices remain fixed, the real wage must fall sharply;
as a result, each firm has a huge incentive to cut its price and hire labor to
produce additional output. If, however, there is some non-Walrasian feature
of the labor market that causes the cost of labor to respond little to the
overall level of economic activity, then there is some hope for theories of
small frictions in nominal adjustment.

This chapter considers various ways in which the labor market may de-
part from a competitive, textbook market. We investigate both whether
these departures can lead to substantial normal unemployment and whether
they can have large effects on the cyclical behavior of employment and the
real wage.

There are two broad approaches to modeling the labor market as non-
Walrasian: a traditional one and a modern one. The traditional approach
works within the standard supply and demand framework. That is, in this
view there is a labor supply curve and a labor demand curve (or perhaps
multiple supply and demand curves reflecting different sectors of the labor
market); as a result, unemployment necessarily reflects some force that pre-
vents wages from falling to the level that equates supply and demand. The
modern approach, in contrast, takes heterogeneity among workers and jobs
as an essential feature of the labor market. In this view, to think of the mar-
ket for labor as a single market, or even as a large number of interconnected
markets, is to commit a fundamental error. Instead, according to this view,
each worker and each job should be thought of as distinct; as a result, the
process of matching up workers and jobs occurs not through markets but
through a complex process of search and matching. Some unemployment is
inevitable in such settings, and various disturbances can change the level of
unemployment.

Although conceptually the traditional and modern approaches seem very
different, there are significant overlaps in the issues they must confront.
Most importantly, consider a fall in labor demand (perhaps from a decline
in aggregate demand in a Keynesian model, or from a negative technol-
ogy shock in a real-business-cycle model); and suppose that workers’ pref-
erences are such that labor supply in a Walrasian market would be highly
elastic. That this raises a challenge for the traditional approach is almost ob-
vious: in the absence of some barrier to adjustment of the wage, the wage
would fall sharply and employment would change little contrary to what
we observe. Thus the traditional approach cannot rely only on supply and
demand; some additional force affecting the behavior of the wage is also
needed. But the same development poses a very similar challenge to the
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modern approach. The assumption about preferences means that the reser-
vation wages of unemployment workers fall sharply. As a result, when an
unemployed worker encounters a firm with a vacancy, the wage the worker
and firm agree to is likely to be much lower than it would have been before
the fall in labor demand. But this in turn gives firms strong incentives to
create vacancies with the end result being a large fall in wages and a small
fall in employment, just as in the traditional approach (Shimer, 2005). Thus,
just as the traditional approach cannot account for the cyclical behavior
of the labor market only with supply and demand, the modern approach
cannot account for it only with search and matching.

Because many of the underlying issues facing the two approaches are
similar and the traditional approach is simpler, this chapter starts with the
traditional approach. We will examine two potential types of barriers to
wage adjustment in models that otherwise resemble conventional supply
and demand models of the labor market. Sections 11.1 and 11.2 investi-
gate models in which firms may choose not to lower wages to the level
that equates supply and demand because there is a cost as well as a ben-
efit to them to paying lower wages. Such theories are known as efficiency-
wage theories. (The name comes from the idea that higher wages may raise
the productivity, or efficiency, of labor.) Section 11.1 discusses the possible
ways that paying lower wages can harm a firm and analyzes a generic model
where wages affect productivity but where the reason for that link is not
explicitly specified. Section 11.2 presents a model formalizing one partic-
ular view of why paying higher wages can be beneficial. The central idea
is that if firms cannot monitor their workers’ effort perfectly, they may pay
more than market-clearing wages to induce workers not to shirk.

The second reason that wages could fail to fall to equate labor supply and
labor demand is not that firms do not want to cut wages, but that explicit or
implicit agreements with their workers prevents them from doing so.1 The-
ories in which bargaining and contracts affect the macroeconomics of the
labor market are known as contracting models. These models are considered
in Section 11.3.

Sections 11.4 and 11.5 turn to the modern approach. Section 11.4 intro-
duces the ingredients of search and matching models, derives the steady
state in a baseline case, and discusses extensions. Section 11.5 analyzes the
model’s implications for normal unemployment, the cyclical behavior of the
labor market, and welfare.

Finally, Section 11.6 presents several empirical applications.

1 Firms can also be prevented from cutting wages by minimum-wage laws. In most set-
tings, this is relevant only to low-skill workers; thus it does not appear to be central to the
macroeconomics of unemployment.
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Potential Reasons for Efficiency Wages

The key assumption of efficiency-wage models is that there is a benefit as
well as a cost to a firm of paying a higher wage. There are many reasons that
this could be the case. Here we describe four of the most important.

First, and most simply, a higher wage can increase workers’ food con-
sumption, and thereby cause them to be better nourished and more pro-
ductive. Obviously this possibility is not important in developed economies.
Nonetheless, it provides a concrete example of an advantage of paying a
higher wage. For that reason, it is a useful reference point.

Second, a higher wage can increase workers’ effort in situations where the
firm cannot monitor them perfectly. In a Walrasian labor market, workers
are indifferent about losing their jobs, since identical jobs are immediately
available. Thus if the only way that firms can punish workers who exert low
effort is by firing them, workers in such a labor market have no incentive to
exert effort. But if a firm pays more than the market-clearing wage, its jobs
are valuable. Thus its workers may choose to exert effort even if there is
some chance they will not be caught if they shirk. This idea is developed
in Section 11.2.

Third, paying a higher wage can attract workers of higher ability along di-
mensions the firm cannot observe. Specifically, if higher-ability workers have
higher reservation wages, offering a higher wage raises the average quality
of the applicant pool, and thus raises the average ability of the workers the
firm hires (Weiss, 1980).2

Finally, a high wage can build loyalty among workers and hence in-
duce high effort; conversely, a low wage can cause anger and desire for re-
venge, and thereby lead to shirking or sabotage. Akerlof and Yellen (1990)
present extensive evidence that workers’ effort is affected by such forces
as anger, jealousy, and gratitude. For example, they describe studies show-
ing that workers who believe they are underpaid sometimes perform their
work in ways that are harder for them in order to reduce their employers’
profits.3

2 When ability is observable, the firm can pay higher wages to more able workers. Thus
observable ability differences do not lead to any departures from the Walrasian case.

3 See Problem 11.5 for a formalization of this idea. Three other potential advantages of a
higher wage are that it can reduce turnover (and hence recruitment and training costs, if they
are borne by the firm); that it can lower the likelihood that the workers will unionize; and
that it can raise the utility of managers who have some ability to pursue objectives other than
maximizing profits.
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Other Compensation Schemes

This discussion implicitly assumes that a firm’s financial arrangements with
its workers take the form of some wage per unit of time. A natural question
is whether there are more complicated ways for the firm to compensate its
workers that allow it to obtain the benefits of a higher wage less expensively.
The nutritional advantages of a higher wage, for example, can be obtained
by compensating workers partly in kind (such as by feeding them at work).
To give another example, firms can give workers an incentive to exert effort
by requiring them to post a bond that they lose if they are caught shirking.

If there are cheaper ways for firms to obtain the benefits of a higher
wage, then these benefits lead not to a higher wage but just to complicated
compensation policies. Whether the benefits can be obtained in such ways
depends on the specific reason that a higher wage is advantageous. We will
therefore not attempt a general treatment. The end of Section 11.2 discusses
this issue in the context of efficiency-wage theories based on imperfect
monitoring of workers’ effort. In this section, however, we simply assume
that compensation takes the form of a conventional wage, and investigate
the effects of efficiency wages under this assumption.

Assumptions

We now turn to a model of efficiency wages. There is a large number, N , of
identical competitive firms.4 The representative firm seeks to maximize its
profits, which are given by

π = Y − wL , (11.1)

where Y is the firm’s output, w is the wage that it pays, and L is the amount
of labor it hires.

A firm’s output depends on the number of workers it employs and on
their effort. For simplicity, we neglect other inputs and assume that labor
and effort enter the production function multiplicatively. Thus the repre-
sentative firm’s output is

Y = F(eL), F ′(•) > 0, F ′′(•) < 0, (11.2)

where e denotes workers’ effort. The crucial assumption of efficiency-wage
models is that effort depends positively on the wage the firm pays. In this
section we consider the simple case (due to Solow, 1979) where the wage
is the only determinant of effort. Thus,

e = e(w), e ′(•) > 0. (11.3)

4 We can think of the number of firms as being determined by the amount of capital in
the economy, which is fixed in the short run.
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Finally, there are L identical workers, each of whom supplies 1 unit of labor
inelastically.

Analyzing the Model

The problem facing the representative firm is

max
L ,w

F (e(w)L ) − wL . (11.4)

If there are unemployed workers, the firm can choose the wage freely. If un-
employment is zero, on the other hand, the firm must pay at least the wage
paid by other firms.

When the firm is unconstrained, the first-order conditions for L andw are5

F ′(e(w)L ) e(w) − w = 0, (11.5)

F ′(e(w)L )Le ′(w) − L = 0. (11.6)

We can rewrite (11.5) as

F ′(e(w)L ) = w

e(w)
. (11.7)

Substituting (11.7) into (11.6) and dividing by L yields

we ′(w)

e(w)
= 1. (11.8)

Equation (11.8) states that at the optimum, the elasticity of effort with
respect to the wage is 1. To understand this condition, note that output is
a function of the quantity of effective labor, eL. The firm therefore wants to
hire effective labor as cheaply as possible. When the firm hires a worker, it
obtains e(w) units of effective labor at a cost of w; thus the cost per unit of
effective labor is w/e(w). When the elasticity of e with respect to w is 1, a
marginal change in w has no effect on this ratio; thus this is the first-order
condition for the problem of choosing w to minimize the cost of effective
labor. The wage satisfying (11.8) is known as the efficiency wage.

Figure 11.1 depicts the choice of w graphically in (w, e ) space. The rays
coming out from the origin are lines where the ratio of e to w is constant;
the ratio is larger on the higher rays. Thus the firm wants to choose w to
attain as high a ray as possible. This occurs where the e(w) function is just
tangent to one of the rays that is, where the elasticity of e with respect to
w is 1. Panel (a) shows a case where effort is sufficiently responsive to the
wage that over some range the firm prefers a higher wage. Panel (b) shows
a case where the firm always prefers a lower wage.

5 We assume that the second-order conditions are satisfied.
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FIGURE 11.1 The determination of the efficiency wage



Romer-3931312--That book January 12, 2018 19:2 527

11.1 A Generic Efficiency-Wage Model 527

Finally, equation (11.7) states that the firm hires workers until the mar-
ginal product of effective labor equals its cost. This is analogous to the con-
dition in a standard labor-demand problem that the firm hires labor up to
the point where the marginal product equals the wage.

Equations (11.7) and (11.8) describe the behavior of a single firm. Describ-
ing the economy-wide equilibrium is straightforward. Let w∗ and L∗ denote
the values of w and L that satisfy (11.7) and (11.8). Since firms are identical,
each firm chooses these same values of w and L . Total labor demand is there-
fore NL∗. If labor supply, L , exceeds this amount, firms are unconstrained
in their choice of w. In this case the wage is w∗, employment is NL∗, and
there is unemployment of amount L − NL∗. If NL∗ exceeds L , on the other
hand, firms are constrained. In this case, the wage is bid up to the point
where demand and supply are in balance, and there is no unemployment.

Implications

This model shows how efficiency wages can give rise to unemployment. In
addition, the model implies that the real wage is unresponsive to demand
shifts. Suppose the demand for labor increases. Since the efficiency wage,
w∗, is determined entirely by the properties of the effort function, e(•), there
is no reason for firms to adjust their wages. Thus the model provides a can-
didate explanation of why shifts in labor demand lead to large movements
in employment and small changes in the real wage. In addition, the fact
that the real wage and effort do not change implies that the cost of a unit
of effective labor does not change. As a result, in a model with price-setting
firms, the incentive to adjust prices is small.

Unfortunately, these results are less promising than they appear. The dif-
ficulty is that they apply not just to the short run but to the long run: the
model implies that as economic growth shifts the demand for labor outward,
the real wage remains unchanged and unemployment trends downward.
Eventually, unemployment reaches zero, at which point further increases in
demand lead to increases in the real wage. In practice, however, we observe
no clear trend in unemployment over extended periods. In other words,
the basic fact about the labor market that we need to understand is not just
that shifts in labor demand appear to have little impact on the real wage and
fall mainly on employment in the short run; it is also that they fall almost
entirely on the real wage in the long run. Our model does not explain this
pattern.

A More General Version

With many of the potential sources of efficiency wages, the wage is unlikely
to be the only determinant of effort. Suppose, for example, that the wage
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affects effort because firms cannot monitor workers perfectly and workers
are concerned about the possibility of losing their jobs if the firm catches
them shirking. In such a situation, the cost to a worker of being fired de-
pends not just on the wage the job pays, but also on how easy it is to obtain
other jobs and on the wages those jobs pay. Thus workers are likely to exert
more effort at a given wage when unemployment is higher, and to exert less
effort when the wage paid by other firms is higher. Similar arguments apply
to situations where the wage affects effort because of unobserved ability or
feelings of gratitude or anger.

Thus a natural generalization of the effort function, (11.3), is

e = e(w,wa ,u), e1(•) > 0, e2(•) < 0, e3(•) > 0, (11.9)

where wa is the wage paid by other firms and u is the unemployment rate,
and where subscripts denote partial derivatives.

Each firm is small relative to the economy, and therefore takes wa and u
as given. The representative firm’s problem is the same as before, except
that wa and u now affect the effort function. The first-order conditions can
therefore be rearranged to obtain

F ′(e(w,wa ,u )L ) = w

e(w,wa ,u )
, (11.10)

we1(w,wa ,u)

e(w,wa ,u)
= 1. (11.11)

These conditions are analogous to (11.7) and (11.8) in the simpler version
of the model.

Assume that the e(•) function is sufficiently well behaved that there is a
unique optimal w for a given wa and u. Given this assumption, equilibrium
requires w = wa ; if not, each firm wants to pay a wage different from the pre-
vailing wage. Let w∗ and L∗ denote the values of w and L satisfying (11.10)
(11.11) with w = wa . As before, if NL∗ is less than L , the equilibrium wage is
w∗ and L − NL∗ workers are unemployed. And if NL∗ exceeds L , the wage
is bid up and the labor market clears.

This extended version of the model has promise for accounting for both
the absence of any trend in unemployment over the long run and the fact
that shifts in labor demand appear to have large effects on unemployment in
the short run. This is most easily seen by means of an example. Specifically,
following Summers (1988), suppose that effort is given by

e =

⎧⎪⎨
⎪⎩

(
w − x

x

)β

if w > x

0 otherwise,

(11.12)

x = (1 − bu)wa , (11.13)
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where 0 < β < 1 and b > 0. x is a measure of labor-market conditions. If b
equals 1, x is the wage paid at other firms multiplied by the fraction of
workers who are employed. If b is less than 1, workers put less weight on
unemployment; this could occur if there are unemployment benefits or if
workers value leisure. If b is greater than 1, workers put more weight on
unemployment; this might occur because workers who lose their jobs face
unusually high chances of continued unemployment, or because of risk aver-
sion. Finally, equation (11.12) states that for w > x, effort increases less than
proportionately with w − x.

Differentiation of (11.12) shows that for this functional form, the condi-
tion that the elasticity of effort with respect to the wage equals 1 (equa-
tion [11.11]) is

β
w

[(w − x )/x]β

(
w − x

x

)β−1 1

x
= 1. (11.14)

Straightforward algebra can be used to simplify (11.14) to

w = x

1 − β

= 1 − bu

1 − β
wa ,

(11.15)

where the second line uses (11.13) to substitute for x. For small values of
β , 1/(1 − β) � 1 + β . Thus (11.15) implies that when β is small, the firm
offers a premium of approximately fraction β over the index of labor-market
opportunities, x.

Recall that equilibrium requires that the representative firm wants to
pay the prevailing wage, or that w = wa . Imposing this condition in (11.15)
yields

(1 − β )wa = (1 − bu )wa . (11.16)

For this condition to be satisfied, the unemployment rate must be given by

u = β

b
(11.17)≡ u EQ.

As equation (11.15) shows, each firm wants to pay more than the prevailing
wage if unemployment is less than u EQ, and wants to pay less if unemploy-
ment is more than u EQ. Thus equilibrium requires that u = u EQ.

Implications

This analysis has three important implications. First, (11.17) implies that
equilibrium unemployment depends only on the parameters of the effort
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function; the production function is irrelevant. Thus an upward trend in the
production function does not produce a trend in unemployment.

Second, relatively modest values of β the elasticity of effort with respect
to the premium firms pay over the index of labor-market conditions can
lead to nonnegligible unemployment. For example, either β = 0.06 and b = 1
or β = 0.03 and b = 0.5 imply that equilibrium unemployment is 6 percent.
This result is not as strong as it may appear, however: while these parameter
values imply a low elasticity of effort with respect to (w − x)/x, they also
imply that workers exert no effort at all until the wage is quite high. For ex-
ample, if b is 0.5 and unemployment is at its equilibrium level of 6 percent,
effort is zero until a firm’s wage reaches 97 percent of the prevailing wage.
In that sense, efficiency-wage forces are quite strong for these parameter
values.

Third, firms’ incentive to adjust wages or prices (or both) in response
to changes in aggregate unemployment is likely to be small for reasonable
cases. Suppose we embed this model of wages and effort in a model of
price-setting firms along the lines of Chapter 6. Consider a situation where
the economy is initially in equilibrium, so that u = u EQ and marginal rev-
enue and marginal cost are equal for the representative firm. Now suppose
that the money supply falls and firms do not change their nominal wages
or prices; as a result, unemployment rises above u EQ. We know from Sec-
tion 6.6 that small barriers to wage and price adjustment can cause this
to be an equilibrium only if the representative firm’s incentive to adjust is
small.

For concreteness, consider the incentive to adjust wages. Equation
(11.15), w = (1 − bu)wa/(1 − β), shows that the cost-minimizing wage is
decreasing in the unemployment rate. Thus the firm can reduce its costs,
and hence raise its profits, by cutting its wage. The key issue is the size
of the gain. Equation (11.12) for effort implies that if the firm leaves its
wage equal to the prevailing wage, wa , its cost per unit of effective labor,
w/e , is

CFIXED = wa

e(wa ,wa ,u)

= wa(
wa − x

x

)β

(11.18)
= wa[

wa − (1 − bu)wa

(1 − bu)wa

]β

=
(

1 − bu

bu

)β

wa .
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If the firm changes its wage, on the other hand, it sets it according to
(11.15), and thus chooses w = x/(1−β). In this case, the firm’s cost per unit
of effective labor is

CADJ = w(
w − x

x

)β

= x/(1 − β){
[x/(1 − β)] − x

x

}β

(11.19)

= x/(1 − β)

[β/(1 − β)]β

= 1

ββ

1

(1 − β)1−β
(1 − bu)wa .

Suppose that β = 0.06 and b = 1, so that u EQ = 6%. Suppose, however,
that unemployment rises to 9 percent and that other firms do not change
their wages. Equations (11.18) and (11.19) imply that this rise lowers CFIXED

by 2.6 percent and CADJ by 3.2 percent. Thus the firm can save only 0.6
percent of costs by cutting its wages. For β = 0.03 and b = 0.5, the declines
in CFIXED and CADJ are 1.3 percent and 1.5 percent; thus in this case the

incentive to cut wages is even smaller.6

In a competitive labor market, in contrast, the equilibrium wage falls by
the percentage fall in employment divided by the elasticity of labor supply.
For a 3 percent fall in employment and a labor supply elasticity of 0.2, for
example, the equilibrium wage falls by 15 percent. And without endoge-
nous effort, a 15 percent fall in wages translates directly into a 15 percent
fall in costs. Firms therefore have an overwhelming incentive to cut wages
and prices in this case.7

Thus efficiency wages have a potentially large impact on the incentive
to adjust wages in the face of fluctuations in aggregate output. As a result,
they have the potential to explain why shifts in labor demand mainly affect

6 One can also show that if firms do not change their wages, for reasonable cases their
incentive to adjust their prices is also small. If wages are completely flexible, however, the
incentive to adjust prices is not small. With u greater than u EQ, each firm wants to pay less
than other firms are paying (see [11.15]). Thus if wages are completely flexible, they must fall
to zero or, if workers have a positive reservation wage, to the reservation wage. As a result,
firms’ labor costs are extremely low, and so their incentive to cut prices and increase output
is high. Thus in this model, in the absence of any barriers to changing wages, small costs to
changing prices are not enough to prevent price adjustment.

7 In fact, in a competitive labor market, an individual firm’s incentive to reduce wages if
other firms do not is even larger than the fall in the equilibrium wage. If other firms do not
cut wages, some workers are unemployed. Thus the firm can hire workers at an arbitrarily
small wage (or at workers’ reservation wage).
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employment in the short run. Intuitively, in a competitive market firms are
initially at a corner solution with respect to wages: firms pay the lowest
possible wage at which they can hire workers. Thus wage reductions, if
possible, are unambiguously beneficial. With efficiency wages, in contrast,
firms are initially at an interior optimum where the marginal benefits and
costs of wage cuts are equal.

11.2 The Shapiro--Stiglitz Model

One source of efficiency wages that has received a great deal of attention
is the possibility that firms’ limited monitoring abilities force them to pro-
vide their workers with an incentive to exert effort. This section presents a
specific model, due to Shapiro and Stiglitz (1984), of this possibility.

Presenting a formal model of imperfect monitoring serves three purposes.
First, it allows us to investigate whether this idea holds up under scrutiny.
Second, it permits us to analyze additional questions. For example, only
with a formal model can we ask whether government policies can improve
welfare. Third, the model’s use of continuous time, Poisson processes, and
dynamic programming makes it particularly elegant and tractable. As a re-
sult, this combination of tools is useful in other settings. For example, we
will rely on it heavily in our analysis of search and matching models later
in this chapter.

Assumptions

The economy consists of a large number of workers, L , and a large number
of firms, N. Workers maximize their expected discounted utilities, and firms
maximize their expected discounted profits. The model is set in continuous
time. For simplicity, the analysis focuses on steady states.

Consider workers first. The representative worker’s lifetime utility is

U =
∫ ∞

t=0

e−ρtu(t )dt, ρ > 0. (11.20)

u(t ) is instantaneous utility at time t, and ρ is the discount rate. Instanta-
neous utility is

u (t ) =
{

w (t ) − e (t ) if employed

0 if unemployed.
(11.21)

w is the wage and e is the worker’s effort. There are only two possible effort
levels, e = 0 and e = e . Thus at any moment a worker must be in one of
three states: employed and exerting effort (denoted E ), employed and not
exerting effort (denoted S , for shirking), or unemployed (denoted U ).
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A key ingredient of the model is its assumptions concerning workers’
transitions among the three states. First, there is an exogenous rate at which
jobs end. Specifically, if a worker begins working in a job at some time, t0

(and if the worker exerts effort), the probability that the worker is still
employed in the job at some later time, t, is

P (t ) = e−b (t−t0), b > 0. (11.22)

(11.22) implies that P (t + τ )/P (t ) equals e−bτ , and thus that it is independent
of t: if a worker is employed at some time, the probability that he or she
is still employed time τ later is e−bτ regardless of how long the worker has
already been employed. This assumption that job breakups follow a Poisson
process simplifies the analysis greatly, because it implies that there is no
need to keep track of how long workers have been in their jobs.

An equivalent way to describe the process of job breakup is to say that it
occurs with probability b per unit time, or to say that the hazard rate for job
breakup is b. That is, the probability that an employed worker’s job ends in
the next dt units of time approaches bdt as dt approaches zero. To see that
our assumptions imply this, note that (11.22) implies P ′(t ) = −bP (t ).

The second assumption concerning workers’ transitions between states
is that firms’ detection of workers who are shirking is also a Poisson pro-
cess. Specifically, detection occurs with probability q per unit time. q is
exogenous, and detection is independent of job breakups. Workers who are
caught shirking are fired. Thus if a worker is employed but shirking, the
probability that he or she is still employed time τ later is e−qτ (the probabil-
ity that the worker has not been caught and fired) times e−bτ (the probability
that the job has not ended exogenously).

Third, unemployed workers find employment at rate a per unit time.
Each worker takes a as given. In the economy as a whole, however, a is
determined endogenously. When firms want to hire workers, they choose
workers at random out of the pool of unemployed workers. Thus a is de-
termined by the rate at which firms are hiring (which is determined by
the number of employed workers and the rate at which jobs end) and the
number of unemployed workers. Because workers are identical, the proba-
bility of finding a job does not depend on how workers become unemployed
or on how long they are unemployed.

Firms’ behavior is straightforward. A firm’s profits at t are

π (t ) = F (eL (t )) − w(t )[L (t ) + S(t )], F ′(•) > 0, F ′′(•) < 0, (11.23)

where L is the number of employees who are exerting effort and S is the
number who are shirking. The problem facing the firm is to set w suffi-
ciently high that its workers do not shirk, and to choose L . Because the
firm’s decisions at any date affect profits only at that date, there is no need
to analyze the present value of profits: the firm chooses w and L at each
moment to maximize the instantaneous flow of profits.
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The final assumption of the model is eF ′(e L/N ) > e , or F ′(e L/N ) > 1. This
condition states that if each firm hires 1/N of the labor force, the marginal
product of labor exceeds the cost of exerting effort. Thus in the absence of
imperfect monitoring, there is full employment.

The Values of E , U , and S

As we discussed in Section 8.7, the basic idea of dynamic programming is to
use value functions to summarize the future. Thus, let Vi denote the ‘‘value’’
of being in state i (for i = E , S , and U ). That is, Vi is the expected value of
discounted lifetime utility from the present moment forward of a worker
who is in state i . Because transitions among states are Poisson processes, the
Vi ’s do not depend on how long the worker has been in the current state or
on the worker’s prior history. And because we are focusing on steady states,
the Vi ’s are constant over time. Thus in this model, the value ‘‘functions’’
are degenerate the value of being in a given state is just a constant.

In discrete time, we find a value (or a value function) by looking one
period ahead. In continuous time, we look a brief interval ahead and then let
the interval shrink to zero. To see how this is done, consider first a worker
who is employed and exerting effort at time 0. Suppose for the moment
that time is divided into intervals of length �t, and that a worker who
loses his or her job during one interval cannot begin to look for a new job
until the beginning of the next interval. Let VE (�t ) and VU (�t ) denote the
values of employment and unemployment as of the beginning of an interval
under this assumption. When we let �t approach zero, the constraint that
a worker who loses his or her job during an interval cannot find a new job
during the remainder of that interval becomes irrelevant. Thus VE (�t ) will
approach VE .

If a worker is employed in a job paying a wage of w, VE (�t ) is given by

VE (�t ) =
∫ �t

t=0

e−b te−ρt(w − e ) dt

+ e−ρ�t [e−b�tVE (�t ) + (1 − e−b�t )VU (�t )].

(11.24)

The first term of (11.24) reflects utility during the interval (0,�t ). The prob-
ability that the worker is still employed at time t is e−bt . If the worker is
employed, flow utility is w − e . Discounting this back to time 0 yields an
expected contribution to lifetime utility of e−(ρ +b)t(w − e ).8

8 Because of the steady-state assumption, if it is optimal for the worker to exert effort
initially, it continues to be optimal. Thus we do not have to allow for the possibility of the
worker beginning to shirk.
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The second term of (11.24) reflects utility after �t. At time �t, the worker
is employed with probability e−b�t and unemployed with probability 1 −
e−b�t . Combining these probabilities with the V ’s and discounting yields
the second term.

If we compute the integral in (11.24), we can rewrite the equation as

VE (�t ) = 1

ρ + b

(
1 − e −(ρ +b )�t

)
(w − e )

+ e−ρ�t [e−b�tVE (�t ) + (1 − e−b�t )VU (�t )].

(11.25)

Solving this expression for VE (�t ) gives

VE (�t ) = 1

ρ + b
(w − e ) + 1

1 − e−(ρ +b)�t
e−ρ�t(1 − e−b�t )VU (�t ). (11.26)

As described above, VE equals the limit of VE (�t ) as �t approaches zero.
(Similarly, VU equals the limit of VU (�t ) as t approaches zero.) To find this
limit, we apply l’Hôpital’s rule to (11.26). This yields

VE = 1

ρ + b
[(w − e ) + bVU ]. (11.27)

Equation (11.27) can also be derived intuitively. Think of an asset that
pays dividends at rate w − e per unit time when the worker is employed
and no dividends when the worker is unemployed. In addition, assume that
the asset is priced by risk-neutral investors with required rate of return ρ .
Since the expected present value of lifetime dividends of this asset is the
same as the worker’s expected present value of lifetime utility, the asset’s
price must be VE when the worker is employed and VU when the worker
is unemployed. For the asset to be held, it must provide an expected rate
of return of ρ . That is, its dividends per unit time, plus any expected capital
gains or losses per unit time, must equal ρVE . When the worker is employed,
dividends per unit time are w − e , and there is a probability b per unit time
of a capital loss of VE − VU . Thus,

ρVE = (w − e ) − b(VE − VU ). (11.28)

Rearranging this expression yields (11.27).
If the worker is shirking, the ‘‘dividend’’ is w per unit time, and the

expected capital loss is (b + q )(VS − VU ) per unit time. Thus reasoning
parallel to that used to derive (11.28) implies

ρVS = w − (b + q )(VS − VU ). (11.29)

Finally, if the worker is unemployed, the dividend is zero and the ex-
pected capital gain (assuming that firms pay sufficiently high wages that
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employed workers exert effort) is a(VE − VU ) per unit time.9 Thus,

ρVU = a(VE − VU ). (11.30)

The No-Shirking Condition

The firm must pay enough that VE ≥ VS ; otherwise its workers exert no
effort and produce nothing. At the same time, since effort cannot exceed
e , there is no need to pay any excess over the minimum needed to induce
effort. Thus the firm chooses w so that VE just equals VS :

10

VE = VS . (11.31)

This result tells us that the right-hand sides of (11.28) and (11.29) must
be equal. Thus

(w − e ) − b (VE − VU ) = w − (b + q )(VE − VU ), (11.32)

or

VE − VU = e

q
. (11.33)

Equation (11.33) implies that firms set wages high enough that workers
strictly prefer employment to unemployment. Thus workers obtain rents.
The size of the premium is increasing in the cost of exerting effort, e , and
decreasing in firms’ efficacy in detecting shirkers, q.

The next step is to find what the wage must be for the rent to employ-
ment to equal e/q . Equations (11.28) and (11.30) imply

ρ(VE − VU ) = (w − e ) − (a + b )(VE − VU ). (11.34)

It follows that for VE − VU to equal e/q , the wage must satisfy

w = e + (a + b + ρ)
e

q
. (11.35)

Thus the wage needed to induce effort is increasing in the cost of effort (e ),
the ease of finding jobs (a), the rate of job breakup (b), and the discount rate
(ρ), and decreasing in the probability that shirkers are detected (q ).

It turns out to be more convenient to express the wage needed to prevent
shirking in terms of employment per firm, L , rather than the rate at which
the unemployed find jobs, a . To substitute for a , we use the fact that, since
the economy is in steady state, movements into and out of unemployment
balance. The number of workers becoming unemployed per unit time is N

9 Equations (11.29) and (11.30) can also be derived by defining VU (�t ) and VS (�t ) and
proceeding along the lines used to derive (11.27).

10 Since all firms are the same, they choose the same wage.
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FIGURE 11.2 The Shapiro Stiglitz model

(the number of firms) times L (the number of workers per firm) times b
(the rate of job breakup). The number of unemployed workers finding jobs
is L − NL times a . Equating these two quantities yields

a = NLb

L − NL
. (11.36)

Equation (11.36) implies a + b = Lb/( L −NL ). Substituting this into (11.35)
yields

w = e +
(

ρ + L

L − NL
b

)
e

q
. (11.37)

Equation (11.37) is the no-shirking condition. It shows, as a function of the
level of employment, the wage that firms must pay to induce workers to
exert effort. When more workers are employed, there are fewer unemployed
workers and more workers leaving their jobs; thus it is easier for unemployed
workers to find employment. The wage needed to deter shirking is therefore
an increasing function of employment. At full employment, unemployed
workers find work instantly, and so there is no cost to being fired and thus
no wage that can deter shirking. The set of points in (NL , w) space satisfying
the no-shirking condition (NSC) is shown in Figure 11.2.
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Closing the Model

Firms hire workers up to the point where the marginal product of labor
equals the wage. Equation (11.23) implies that when its workers are exert-
ing effort, a firm’s flow profits are F (eL ) − wL . Thus the condition for the
marginal product of labor to equal the wage is

eF ′(eL ) = w. (11.38)

The set of points satisfying (11.38) (which is simply a conventional labor
demand curve) is also shown in Figure 11.2.

Labor supply is horizontal at e up to the number of workers, L , and
then vertical. In the absence of imperfect monitoring, equilibrium occurs
at the intersection of labor demand and supply. Our assumption that the
marginal product of labor at full employment exceeds the disutility of effort
(F ′(e L/N ) > 1) implies that this intersection occurs in the vertical part of
the labor supply curve. The Walrasian equilibrium is shown as Point EW in
the diagram.

With imperfect monitoring, equilibrium occurs at the intersection of
the labor demand curve (equation [11.38]) and the no-shirking condition
(equation [11.37]). This is shown as Point E in the diagram. At the equi-
librium, there is unemployment. Unemployed workers strictly prefer to be
employed at the prevailing wage and exert effort than to remain unem-
ployed. Nonetheless, they cannot bid the wage down: firms know that if
they hire additional workers at slightly less than the prevailing wage, the
workers will prefer shirking to exerting effort. Thus the wage does not fall,
and the unemployment remains.

Two examples may help to clarify the workings of the model. First, a rise
in q an increase in the probability per unit time that a shirker is detected
shifts the no-shirking locus down and does not affect the labor demand
curve. This is shown in Figure 11.3. Thus the wage falls and employment
rises. As q approaches infinity, the probability that a shirker is detected in
any finite length of time approaches 1. As a result, the no-shirking wage
approaches e for any level of employment less than full employment. Thus
the economy approaches the Walrasian equilibrium.

Second, if there is no turnover (b = 0), unemployed workers are never
hired. As a result, the no-shirking wage is independent of the level of em-
ployment. From (11.37), the no-shirking wage in this case is e + ρ e/q. Intu-
itively, the gain from shirking relative to exerting effort is e per unit time.
The cost is that there is probability q per unit time of becoming perma-
nently unemployed and thereby losing the discounted surplus from the
job, which is (w − e )/ρ . Equating the cost and benefit gives w = e + ρ e/q.
This case is shown in Figure 11.4.
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FIGURE 11.5 The effects of a fall in labor demand in the Shapiro Stiglitz model

Implications

The model implies that there is equilibrium unemployment and suggests
various factors that are likely to influence it. Thus the model has some
promise as a candidate explanation of unemployment. Unfortunately, the
model is so stylized that it is difficult to determine what level of unemploy-
ment it predicts.

With regard to short-run fluctuations, consider the impact of a fall in labor
demand, shown in Figure 11.5. w and L move down along the no-shirking
locus. Since labor supply is perfectly inelastic, employment necessarily re-
sponds more than it would without imperfect monitoring. Thus the model
suggests one possible reason that wages may respond less to demand-driven
output fluctuations than they would if workers were always on their labor
supply curves.11

11 The simple model presented here has the same problem as the simple efficiency-wage
model in Section 11.1: it implies that as technological progress continually shifts the labor
demand curve up, unemployment trends down. One way to eliminate this prediction is to
make the cost of exerting effort, e , endogenous, and to structure the model so that e and
output per worker grow at the same rate in the long run. This causes the NSC curve to
shift up at the same rate as the labor demand curve in the long run, and thus eliminates the
downward trend in unemployment.
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Unfortunately, however, this effect appears to be quantitatively small.
When unemployment is lower, a worker who is fired can find a new job
more easily, and so the wage needed to prevent shirking is higher; this is
the reason the no-shirking locus slopes up. Attempts to calibrate the model
suggest that the locus is quite steep at the levels of unemployment we
observe. That is, the model implies that the impact of a shift in labor demand
falls mainly on wages and relatively little on employment (Gomme, 1999;
Alexopoulos, 2004).12

Finally, the model implies that the decentralized equilibrium is ineffi-
cient. To see this, note that the marginal product of labor at full employ-
ment, e F ′(e L /N ), exceeds the cost to workers of supplying effort, e . Thus
the first-best allocation is for everyone to be employed and exert effort.
Of course, the government cannot bring this about simply by dictating that
firms move down the labor demand curve until full employment is reached:
this policy causes workers to shirk, and thus results in zero output. But
Shapiro and Stiglitz observe that wage subsidies financed by lump-sum taxes
or profit taxes improve welfare. This policy shifts the labor demand curve
up, and thus increases the wage and employment along the no-shirking
locus. Since the value of the additional output exceeds the opportunity
cost of producing it, overall welfare rises. How the gain is divided between
workers and firms depends on how the wage subsidies are financed.

Extensions

The basic model can be extended in many ways. Here we discuss four.
First, an important question about the labor market is why, given that

unemployment appears so harmful to workers, employers rely on layoffs
rather than work-sharing arrangements when they reduce the amount of
labor they use. Shapiro and Stiglitz’s model (modified so that the number
of hours employees work can vary) suggests a possible answer. A reduction
in hours lowers the surplus that employees are getting from their jobs. As a
result, the wage that the firm has to pay to prevent shirking rises. Thus the
firm may find layoffs preferable to work-sharing even though it subjects its
workers to greater risk.

Second, Bulow and Summers (1986) extend the model to include a sec-
ond type of job where effort can be monitored perfectly. Since there is no
asymmetric information in this sector, the jobs provide no surplus and are
not rationed. Under plausible assumptions, the absence of surplus results in
high turnover. The jobs with imperfect monitoring continue to pay more
than the market-clearing wage. Thus workers who obtain these jobs are re-
luctant to leave them. If the model is extended further to include groups

12 In contrast to the simple analysis in the text, these authors analyze the dynamic effects
of a shift in labor demand rather than comparing steady states with different levels of demand.
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of workers with different job attachments (different b’s), a higher wage is
needed to induce effort from workers with less job attachment. As a result,
firms with jobs that require monitoring are reluctant to hire workers with
low job attachment, and so these workers are disproportionately employed
in the low-wage, high-turnover sector. These predictions concerning wage
levels, turnover, and occupational segregation fit the stylized facts about
primary and secondary jobs identified by Doeringer and Piore (1971) in their
theory of dual labor markets.

Third, Alexopoulos (2004) considers a variation on the model where
shirkers, rather than being fired, receive a lower wage for some period.
This change has a large impact on the model’s implications for short-run
fluctuations. The cost of forgoing a given amount of wage income does not
depend on the prevailing unemployment rate. As a result, the no-shirking
locus is flat, and the short-run impact of a shift in labor demand falls
entirely on employment.

The final extension is more problematic for the theory. We have as-
sumed that compensation takes the form of conventional wage payments.
But, as suggested in the general discussion of potential sources of efficiency
wages, more complicated compensation policies can dramatically change the
effects of imperfect monitoring. Two examples of such compensation poli-
cies are bonding and job selling. Bonding occurs when firms require each
new worker to post a bond that must be forfeited if he or she is caught
shirking. By requiring sufficiently large bonds, the firm can induce work-
ers not to shirk even at the market-clearing wage; that is, it can shift the
no-shirking locus down until it coincides with the labor supply curve. Job
selling occurs when firms require employees to pay a fee when they are
hired. If firms are obtaining payments from new workers, their labor de-
mand is higher for a given wage; thus the wage and employment rise as
the economy moves up the no-shirking curve. If firms are able to require
bonds or sell jobs, they will do so, and unemployment will be reduced or
eliminated.

Bonding, job selling, and the like may be limited by an absence of per-
fect capital markets (so that it is difficult for workers to post large bonds,
or to pay large fees when they are hired). They may also be limited by
workers’ fears that the firm may falsely accuse them of shirking and claim
the bonds, or dismiss them and keep the job fee. But, as Carmichael (1985)
emphasizes, such considerations cannot eliminate these schemes entirely: if
workers strictly prefer employment to unemployment, firms can raise their
profits by, for example, charging marginally more for jobs. In such situations,
jobs are not rationed, but go to those who are willing to pay the most for
them. Thus even if these schemes are limited, they still eliminate the ra-
tioning of jobs. In short, the absence of job fees and performance bonds is a
puzzle for the theory.

It is important to keep in mind that the Shapiro Stiglitz model focuses
on one particular source of efficiency wages. Neither its conclusions nor the
difficulties it faces in explaining the absence of bonding and job selling are
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general. For example, suppose firms find high wages attractive because they
improve the quality of job applicants on dimensions they cannot observe.
Since the attractiveness of a job presumably depends on the overall com-
pensation package, in this case firms have no incentive to adopt schemes
such as job selling. Likewise, there is no reason to expect the implications of
the Shapiro Stiglitz model concerning the effects of a shift in labor demand
to apply in this case.

As described in Section 11.6, workers’ feelings of gratitude, anger, and
fairness appear to be important to wage-setting. If these considerations are
the reason that the labor market does not clear, again there is no reason to
expect the Shapiro Stiglitz model’s implications concerning compensation
schemes and the effects of shifts in labor demand to hold. In this case, the-
ory provides little guidance. Generating predictions concerning the deter-
minants of unemployment and the cyclical behavior of the labor market
requires more detailed study of the determinants of workers’ attitudes and
their impact on productivity. Section 11.6 describes some preliminary at-
tempts in this direction.

11.3 Contracting Models

The second departure from Walrasian assumptions about the labor market
that we consider is the existence of long-term relationships between firms
and workers. Firms do not hire workers afresh each period. Instead, many
jobs involve long-term attachments and considerable firm-specific skills on
the part of workers.

The possibility of long-term relationships implies that the wage does not
have to adjust to clear the labor market each period. Workers are content to
stay in their current jobs as long as the income streams they expect to ob-
tain are preferable to their outside opportunities; because of their long-term
relationships with their employers, their current wages may be relatively
unimportant to this comparison. This section explores the consequences of
this observation.

A Baseline Model

Consider a firm dealing with a group of workers. The firm’s profits are

π = AF (L ) − wL , F ′(•) > 0, F ′′(•) < 0, (11.39)

where L is the quantity of labor the firm employs and w is the wage. A is
a factor that shifts the profit function. It could reflect technology (so that
a higher value means that the firm can produce more output from a given
amount of labor), or economy-wide output (so that a higher value means that
the firm can obtain a higher relative price for a given amount of output).
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Instead of considering multiple periods, it is easier to consider a single
period and assume that A is random. Thus when workers decide whether
to work for the firm, they consider the expected utility they obtain in the
single period given the randomness in A, rather than the average utility
they obtain over many periods as their income and hours vary in response
to fluctuations in A.

The distribution of A is discrete. There are K possible values of A, indexed
by i ; pi denotes the probability that A=Ai . Thus the firm’s expected profits
are

E [π ] =
K∑

i=1

pi [Ai F (L i ) − wi L i ], (11.40)

where L i and wi denote the quantity of labor and the wage if the realization
of A is Ai . The firm maximizes its expected profits; thus it is risk-neutral.

Each worker is assumed to work the same amount. The representative
worker’s utility is

u = U (C ) − V (L ), U ′(•) > 0, U ′′(•) < 0, V ′(•) > 0, V ′′(•) > 0, (11.41)

where U (•) gives the utility from consumption and V (•) the disutility from
working. Since U ′′(•) is negative, workers are risk-averse.13

Workers’ consumption, C , is assumed to equal their labor income, wL .14

That is, workers cannot purchase insurance against employment and wage
fluctuations. In a more fully developed model, this might arise because
workers are heterogeneous and have private information about their labor-
market prospects. Here, however, the absence of outside insurance is simply
assumed.

Equation (11.41) implies that the representative worker’s expected
utility is

E [u ] =
K∑

i =1

pi [U (Ci ) − V (L i )]. (11.42)

There is some reservation level of expected utility, u 0, that workers must
attain to be willing to work for the firm. There is no labor mobility once
workers agree to a contract. Thus the only constraint on the contract

13 Because the firm’s owners can diversify away firm-specific risk by holding a broad port-
folio, the assumption that the firm is risk-neutral is reasonable for firm-specific shocks. For
aggregate shocks, however, the assumption that the firm is less risk-averse than the workers
is harder to justify. Since the main goal of the theory is to explain the effects of aggregate
shocks, this is a weak point of the model. One possibility is that the owners are wealthier
than the workers and that risk aversion is declining in wealth.

14 If there are L workers, the representative worker’s hours and consumption are in fact
L/L and wL/L , and so utility takes the form

~
U(C/L ) − ~

V (L/L ). To eliminate L , define U (C ) ≡
~
U(C/L ) and V (L ) ≡ ~

V(L/L ).
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involves the average level of utility it offers, not the level in any individual
state.

Implicit Contracts

One simple type of contract just specifies a wage and then lets the firm
choose employment once A is determined; many actual contracts at least
appear to take this form. Under such a wage contract, unemployment and
real wage rigidity arise immediately. A fall in labor demand, for example,
causes the firm to reduce employment at the fixed real wage while labor
supply does not shift, and thus creates unemployment (or, if all workers
work the same amount, underemployment). And the cost of labor does not
respond because, by assumption, the real wage is fixed.

But this is not a satisfactory explanation of unemployment and real wage
rigidity. The difficulty is that this type of a contract is inefficient (Leontief,
1946). Since the wage is fixed and the firm chooses employment taking the
wage as given, the marginal product of labor is independent of A. But since
employment varies with A, the marginal disutility of working depends on A.
Thus the marginal product of labor is generally not equal to the marginal
disutility of work, and so it is possible to make both parties to the contract
better off. And if labor supply is not very elastic, the inefficiency is large.
When labor demand is low, for example, the marginal disutility of work is
low, and so the firm and the workers could both be made better off if the
workers worked slightly more.

To see how it is possible to improve on a wage contract, suppose the firm
offers the workers a contract specifying the wage and hours for each possible
realization of A. Since actual contracts do not explicitly specify employment
and the wage as functions of the state, such contracts are known as implicit
contracts.15

Recall that the firm must offer the workers at least some minimum level
of expected utility, u0, but is otherwise unconstrained. In addition, since L i

and w i determine Ci , we can think of the firm’s choice variables as L and C
in each state rather than as L and w. The Lagrangian for the firm’s problem
is therefore

L =
K∑

i =1

pi [Ai F (L i ) − Ci ] + λ

⎛
⎝

⎧⎨
⎩

K∑
i =1

pi [U (Ci ) − V (L i )]

⎫⎬
⎭ − u0

⎞
⎠. (11.43)

The first-order condition for Ci is

−pi + λpiU
′(Ci ) = 0, (11.44)

15 The theory of implicit contracts is due to Azariadis (1975), Baily (1974), and Gordon
(1974).
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or

U ′(Ci ) = 1

λ
. (11.45)

Equation (11.45) implies that the marginal utility of consumption is constant
across states, and thus that consumption is constant across states. Thus the
risk-neutral firm fully insures the risk-averse workers.

The first-order condition for L i is

pi Ai F
′(L i ) = λpiV

′(L i ). (11.46)

Equation (11.45) implies λ = 1/U ′(C ), where C is the constant level of con-
sumption. Substituting this fact into (11.46) and dividing both sides by pi

yields

Ai F
′(L i ) = V ′(L i )

U ′(C )
. (11.47)

Implications

Under efficient contracts, workers’ real incomes are constant. In that sense,
the model implies strong real wage rigidity. Indeed, because L is higher
when A is higher, the model implies that the wage per hour is counter-
cyclical. Unfortunately, however, this result does not help to account for
the puzzle that shifts in labor demand appear to result in large changes in
employment. The problem is that with long-term contracts, the wage is no
longer playing an allocative role (Barro, 1977; Hall, 1980). That is, firms do
not choose employment taking the wage as given. Rather, the level of em-
ployment as a function of the state is specified in the contract. And, from
(11.47), this level is the level that equates the marginal product of labor
with the marginal disutility of additional hours of work.

This discussion implies that the cost to the firm of varying the amount
of labor it uses is likely to change greatly with its level of employment.
Suppose the firm wants to increase employment marginally in state i . To
do this, it must raise workers’ compensation to make them no worse off
than before. Since the expected utility cost to workers of the change is
piV

′(L i ), C must rise by piV
′(L i )/U

′(C ). Thus the marginal cost to the firm
of increasing employment in a given state is proportional to V ′(L i ). If labor
supply is relatively inelastic, V ′(L i ) is sharply increasing in L i , and so the
cost of labor to the firm is much higher when employment is high than
when it is low. Thus, for example, embedding this model of contracts in
a model of price determination like that of Section 6.6 would not alter
the result that relatively inelastic labor supply creates a strong incentive
for firms to cut prices and increase employment in recessions, and to raise
prices and reduce employment in booms.
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In addition to failing to predict relatively acyclical labor costs, the model
fails to predict unemployment: as emphasized above, the implicit contract
equates the marginal product of labor and the marginal disutility of work.
The model does, however, suggest a possible explanation for apparent
unemployment. In the efficient contract, workers are not free to choose their
labor supply given the wage. Instead, the wage and employment are simul-
taneously specified to yield optimal risk-sharing and allocative efficiency.
When employment is low, the marginal disutility of work is low and the
hourly wage, C/L i , is high. Thus workers wish that they could work more
at the wage the firm is paying. As a result, even though employment and
the wage are chosen optimally, workers appear to be constrained in their
labor supply.

Insiders and Outsiders

One possible way of improving the ability of contracting models to explain
key features of labor markets is to relax the assumption that the firm is
dealing with a fixed pool of workers. In reality, there are two groups of
potential workers. The first group the insiders are workers who have some
connection with the firm at the time of the bargaining, and whose interests
are therefore taken into account in the contract. The second group the
outsiders are workers who have no initial connection with the firm but
who may be hired after the contract is set.

Oswald (1993) and Gottfries (1992), building on earlier work by Lindbeck
and Snower (1986), Blanchard and Summers (1986), and Gregory (1986), ar-
gue that relationships between firms and insiders and outsiders have two
features that are critical to how contracting affects the labor market. First,
because of normal employment growth and turnover, most of the time the
insiders are fully employed and the only hiring decision concerns how many
outsiders to hire. This immediately implies that, just as in a conventional
labor demand problem, but in sharp contrast to what happens in the ba-
sic implicit-contract model, employment is chosen to equate the marginal
product of labor with the wage. To see this, note that if this condition fails,
it is possible to increase the firm’s profits with no change in the insiders’
expected utility by changing the number of outsiders hired. Thus it cannot
make sense for the insiders and the firm (who are the only ones involved in
the original bargaining) to agree to such an arrangement.

The second feature of labor markets that Oswald and Gottfries emphasize
is that the wages paid to the two types of workers cannot be set indepen-
dently: in practice, the higher the wage that the firm pays to its existing
employees, the more it must pay to its new hires. This implies that the
insurance role of wages affects employment. For example, suppose for sim-
plicity that outsiders’ wages are not just linked with insiders’, but equal to
them (or differ from them by a fixed constant). And suppose the insiders
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and the firm agree to keep the real wage fixed in order to provide complete
insurance to the insiders.16 Then when the firm is hit by shocks, employ-
ment varies to keep the marginal product of labor equal to the constant real
wage.

Because the wage is now playing both an insurance and an allocative role,
in general the optimal contract does not make it independent of the state.
Under natural assumptions, however, this actually strengthens the results:
the optimal contract typically specifies a lower wage when the realization of
A is higher, and so further magnifies employment fluctuations. Intuitively,
by lowering the wage in states where employment is high, the insiders and
the firm reduce the amount of insurance the firm is providing but also lower
the average amount spent hiring outsiders. The optimal contract involves
a balancing of these two objectives, and thus a somewhat countercyclical
wage.17 Thus this model implies that the real wage is countercyclical and
that it represents the true cost of labor to the firm.

These results depend critically on the assumption that the outsiders’ and
insiders’ wages are linked. Without this link, the firm can hire outsiders at
the prevailing economy-wide wage. With inelastic labor supply, that wage
is low in recessions and high in booms, and so the marginal cost of labor to
the firm is highly procyclical.

Unfortunately, the insider-outsider literature has not established that out-
siders’ and insiders’ wages are linked. Gottfries argues that a link arises
from the facts that the firm must be given some freedom to discharge
insiders who are incompetent or shirking and that an excessive gap be-
tween insiders’ and outsiders’ wages would give the firm an incentive to
take advantage of this freedom. Blanchard and Summers (1986) argue that
the insiders are reluctant to allow the hiring of large numbers of outsiders
at a low wage because they realize that, over time, such a policy would
result in the outsiders controlling the bargaining process. But tying insid-
ers’ and outsiders’ wages does not appear to be the best way of dealing with
these problems. If the economy-wide wage is sometimes far below insiders’,
tying the insiders’ and outsiders’ wages is very costly. It appears that the
firm and the insiders would therefore be better off if they instead agreed
to some limitation on the firm’s ability to hire outsiders, or if they charged
new hires a fee (and let the fee vary with the gap between the insiders’
wage and the economy-wide wage).

It is also possible that a link between insiders’ and outsiders’ wages could
arise from workers’ notions about fairness and the potential effects of the
firm violating those notions, along the lines of the loyalty-based efficiency-
wage models we discussed in Section 11.1. But in this case, it is not clear that

16 Recall that since the marginal hiring decisions involve outsiders, the amount the insiders
work is independent of the state. Thus, in contrast to what happens in the basic implicit-
contract model, here a constant wage makes the insiders’ consumption constant.

17 See Problem 11.8.
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the contracting and insider-outsider considerations would be important; the
efficiency-wage forces alone might be enough to greatly change the labor
market.

In short, we can conclude only that if a link between insiders’ and out-
siders’ wages can be established, insider-outsider considerations may have
important implications.

Hysteresis and European Unemployment

One important extension of insider-outsider models involves dynamic
settings. The previous discussion assumed that the insiders are always
employed. But this assumption is likely to fail in some situations. Most
importantly, if the insiders’ bargaining power is sufficiently great, they will
set the wage high enough to risk some unemployment: if the insiders are
fully employed with certainty, there is a benefit but not a cost to them of
raising the wage further. And variations in employment can give rise to dy-
namics in the number of insiders. Under many institutional arrangements,
workers who become unemployed eventually lose a say in wage-setting;
likewise, workers who are hired eventually gain a role in bargaining. Thus
a fall in employment caused by a decline in labor demand is likely to re-
duce the number of insiders, and a rise in employment is likely to increase
the number of insiders. This in turn affects future wage-setting and employ-
ment. When the number of insiders is smaller, they can afford to set a higher
wage. Thus a one-time adverse shock to labor demand can lead to a persis-
tent fall in employment. The extreme case where the effect is permanent
is known as hysteresis.

The possibility of hysteresis has received considerable attention in the
context of Europe. European unemployment fluctuated around very low
levels in the 1950s and 1960s, rose fairly steadily to more than 10 percent
from the mid-1970s to the mid-1980s, and has shown little tendency to
decline since then. Thus there is no evidence of a stable natural rate that
unemployment returns to after a shock. Blanchard and Summers (1986) ar-
gue that Europe in the 1970s and 1980s satisfied the conditions for insider-
outsider considerations to produce hysteresis: workers had a great deal of
power in wage-setting, there were large negative shocks, and the rules and
institutions led to some extent to the disenfranchisement from the bargain-
ing process of workers who lost their jobs.

Two possible sources of hysteresis other than insider-outsider considera-
tions have also received considerable attention. One is deterioration of skills:
workers who are unemployed do not acquire additional on-the-job train-
ing, and their existing human capital may decay or become obsolete. As a
result, workers who lose their jobs when labor demand falls may have dif-
ficulty finding work when demand recovers, particularly if the downturn
is extended. The second additional source of hysteresis operates through
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labor-force attachment. Workers who are unemployed for extended periods
may adjust their standard of living to the lower level provided by income
maintenance programs. In addition, a long period of high unemployment
may reduce the social stigma of extended joblessness. Because of these ef-
fects, labor supply may be permanently lower when demand returns to
normal. These additional potential sources of hysteresis may be relevant in
contexts other than Europe in the 1970s and 1980s. For example, there
was widespread concern that they might cause the Great Recession to have
long-run effects on the U.S. labor market.

Loosely speaking, views of the large rise in European unemployment fall
into two camps. One emphasizes not hysteresis, but shifts in the natural rate
as a result of such features of European labor-market institutions as generous
unemployment-insurance benefits. Since most of those features were in
place well before the rise in unemployment, this view requires that institu-
tions’ effects operate with long lags. For example, because the social stigma
of unemployment changes slowly, the impact of generous unemployment
benefits on the natural rate may be felt only very gradually (see, for exam-
ple, Lindbeck and Nyberg, 2006). The other view emphasizes hysteresis. In
this view, the labor-market institutions converted what would have oth-
erwise been short-lived increases in unemployment into very long-lasting
ones through union wage-setting, skill deterioration, and loss of labor-force
attachment.18

11.4 Search and Matching Models

We now turn to the more modern approach to modeling non-Walrasian
features of the labor market. As described in the introduction to this chap-
ter, the starting point of the approach is the simple fact that workers and
jobs are heterogeneous. In a frictionless labor market, firms are indifferent
about losing their workers, since identical workers are costlessly available
at the same wage; likewise, workers are indifferent about losing their jobs.
These implications are obviously not accurate descriptions of actual labor
markets.

When workers and jobs are highly heterogeneous, the labor market may
have little resemblance to a Walrasian market. Rather than meeting in cen-
tralized markets where employment and wages are determined by the in-
tersections of supply and demand curves, workers and firms meet in a de-
centralized, one-on-one fashion, and engage in a costly process of trying to
match up idiosyncratic preferences, skills, and needs. Since this process is

18 For more on these issues, see Siebert (1997); Ljungqvist and Sargent (1998, 2006); Ball
(1999a); Blanchard and Wolfers (2000); Rogerson (2008); and Alesina, Glaeser, and Sacerdote
(2005).
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not instantaneous, it results in some unemployment. In addition, it may
have implications for how wages and employment respond to shocks.

This section presents a model of firm and worker heterogeneity and the
matching process. Because modeling heterogeneity requires abandoning
many of our usual tools, even a basic model is relatively complicated. As a
result, the model here only introduces some of the issues involved. This
class of models is known collectively as the Diamond Mortensen Pissarides
model (for example, Diamond, 1982; Mortensen and Pissarides, 1994;
Pissarides, 2000).

Basic Assumptions

The model is set in continuous time. The economy consists of workers and
jobs. There is a continuum of workers of mass 1. Each worker can be in
one of two states: employed or unemployed. A worker who is employed
produces an exogenous, constant amount y per unit time and receives an
endogenous and potentially time-varying wage w(t ) per unit time. A worker
who is unemployed receives an exogenous, constant income of b ≥ 0 per
unit time (or, equivalently, receives utility from leisure that he or she values
as much as income of b).

Workers are risk-neutral. Thus a worker’s utility per unit time is w(t ) if
employed and b if unemployed. Workers’ discount rate is r > 0.

A job can be either filled or vacant. If it is filled, there is output of y per
unit time and labor costs of w(t ) per unit time. If it is vacant, there is neither
output nor labor costs. Any job, either filled or vacant, involves a constant,
exogenous cost c > 0 per unit time of being maintained. Thus profits per
unit time are y−w(t )−c if a job is filled and −c per unit time if it is vacant.
y is assumed to exceed b + c , so that a filled job produces positive value.
Vacant jobs can be created freely (but must incur the flow maintenance
cost once they are created). Thus the number of jobs is endogenous.

In the absence of search frictions, the equilibrium of the model is trivial.
There is a mass 1 of jobs, all of which are filled. If there were fewer jobs, some
workers would be unemployed, and so creating a job would be profitable. If
there were more jobs, the unfilled jobs would be producing negative profits
with no offsetting benefit, and so there would be exit. Workers earn their
marginal product, y − c . If they earned more, profits would be negative;
if they earned less, creating new jobs and bidding up the wage would be
profitable. Thus all workers are employed and earn their marginal products.
Shifts in labor demand changes in y lead to immediate changes in the
wage and leave employment unchanged.

The central feature of the model, however, is that there are search fric-
tions. That is, unemployed workers and vacant jobs cannot find each other
costlessly. Instead, the stocks of unemployed workers and vacancies yield
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a flow of meetings between workers and firms. Let E (t ) and U (t ) denote
the numbers of employed and unemployed workers at time t, and let F (t )
and V (t ) denote the numbers of filled and unfilled jobs. Then the number
of meetings per unit time is

M(t ) = M(U (t ),V (t )), MU > 0, MV > 0. (11.48)

This matching function proxies for the complicated process of employer re-
cruitment, worker search, and mutual evaluation.

In addition to the flow of new matches, there is turnover in existing jobs.
Paralleling the Shapiro Stiglitz model, jobs end at an exogenous rate λ per
unit time. Thus if we assume that all meetings lead to hires, the dynamics
of the number of employed workers are given by

E (t ) = M(U (t ),V (t )) − λE (t ). (11.49)

Because of the search frictions, the economy is not perfectly competitive.
When an unemployed worker and a firm with a vacancy meet, the work-
er’s alternative to accepting the position is to continue searching, which
will lead, after a period of unemployment of random duration, to meeting
another firm with a vacancy. Likewise, the firm’s alternative to hiring the
worker is to resume searching. Thus, collectively, the worker and the firm
are strictly better off if the worker fills the position than if he or she does
not. Equivalently, the worker’s reservation wage is strictly less than his or
her marginal revenue product.

One immediate implication is that either workers earn strictly more than
their reservation wages or firms pay strictly less than the marginal revenue
product of labor, or both. In standard versions of the model, as we will
see, both inequalities are strict. Thus even though every agent is atomistic,
standard competitive results fail.

Because a firm and a worker that meet are collectively better off if the
firm hires the worker, they would be forgoing a mutually advantageous trade
if the firm did not hire the worker. Thus the assumption that all meetings
lead to hires is reasonable. But this does not uniquely determine the wage.
The wage must be high enough that the worker wants to work in the job,
and low enough that the firm wants to hire the worker. Because there is
strictly positive surplus from the match, there is a range of wages that satisfy
these requirements. Thus we need more structure to pin down the wage.
The standard approach is to assume that the wage is determined by Nash
bargaining. That is, there is some exogenous parameter, φ, where 0 ≤ φ ≤ 1;
the wage is determined by the condition that fraction φ of the surplus from
forming the match goes to the worker and fraction 1 − φ goes to the firm.
The specifics of how this assumption allows us to pin down the wage will
be clearer shortly, when we see how to specify the parties’ surpluses from
forming a match.
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The Matching Function

The properties of the matching function are crucial to the model. In princi-
ple, it need not have constant returns to scale. When it exhibits increasing
returns, there are thick-market effects: increases in the resources devoted to
search make the matching process operate more effectively, in the sense
that it yields more output (matches) per unit of input (unemployment and
vacancies). When the matching function has decreasing returns, there are
crowding effects.

The prevailing view, however, is that in practice constant returns is a
reasonable approximation. For a large economy, over the relevant range the
thick-market and crowding effects may be relatively unimportant or may
roughly balance. Empirical efforts to estimate the matching function have
found no strong evidence of departures from constant returns (for example,
Blanchard and Diamond, 1989).

The assumption of constant returns implies that a single number, the ratio
of vacancies to unemployment, summarizes the tightness of the labor mar-
ket. To see this, define θ (t ) =V (t )/U (t ), and note that constant returns imply

M(U (t ),V (t )) = U (t )M(1,V (t )/U (t ))

≡ U (t )m (θ (t )),
(11.50)

where m (θ ) ≡ M(1, θ ). Then the job-finding rate the probability per unit time
that an unemployed worker finds a job is

a(t ) = M(U (t ),V (t ))

U (t )
(11.51)

= m (θ (t )).

Similarly, the vacancy-filling rate is

α(t ) = M(U (t ),V (t ))

V (t )
(11.52)

= m (θ (t ))

θ (t )
.

Our assumptions that M(U ,V ) exhibits constant returns and that it is
increasing in both arguments imply that m (θ ) is increasing in θ , but that
the increase is less than proportional. Thus when the labor market is tighter
(that is, when θ is greater), the job-finding rate is higher and the vacancy-
filling rate is lower.

When researchers want to assume a functional form for the matching
function, they almost universally assume that it is Cobb Douglas. We will
take that approach here. Thus,

m (θ ) = kθγ , k > 0, 0 < γ < 1. (11.53)
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Equilibrium Conditions

As in the Shapiro Stiglitz model, we use dynamic programming to describe
the values of the various states. In contrast to how we analyzed that model,
however, we will not impose the assumption that the economy is in steady
state from the outset (although we will end up focusing on that case). Let
VE (t ) denote the value of being employed at time t. That is, VE (t ) is the
expected lifetime utility from time t forward, discounted to time t, of a
worker who is employed at t. VU (t ), VF (t ), and VV (t ) are defined similarly.

Since we are not assuming that the economy is in steady state, the ‘‘re-
turn’’ to being employed consists of three terms: a ‘‘dividend’’ of w(t ) per
unit time; the potential ‘‘capital gain’’ on being employed from the fact that
the economy is not in steady state, VE (t ); and a probability λ per unit time
of a ‘‘capital loss’’ of VE (t )−VU (t ) as a result of becoming unemployed. Thus,

rVE (t ) = w(t ) + VE (t ) − λ [VE (t ) − VU (t )]. (11.54)

Similar reasoning implies

rVU (t ) = b + VU (t ) + a(t )[VE (t ) − VU (t )], (11.55)

rVF (t ) = [y − w(t ) − c] + VF (t ) − λ[VF (t ) − VV (t )], (11.56)

rVV (t ) = −c + VV (t ) + α(t )[VF (t ) − VV (t )]. (11.57)

Four conditions complete the model. First, (11.49) and our assumptions
about M(•) describe the evolution of the number of workers who are
employed:

E (t ) = U (t )1−γ V (t )γ − λE (t ). (11.58)

Second, recall our assumption of Nash bargaining. A worker’s surplus from
forming a match rather than continuing to work is VE (t ) − VU (t ). Similarly,
a firm’s surplus from a match is VF (t ) − VV (t ). Thus the Nash bargaining
assumption implies

VE (t ) − VU (t ) = φ

1 − φ
[VF (t ) − VV (t )]. (11.59)

Third, since new vacancies can be created and eliminated freely,

VV (t ) = 0 for all t. (11.60)

Finally, the initial level of employment, E (0), is given. This completes the
description of the model.

Steady-State Equilibrium

Characterizing the full dynamic path of the economy starting from arbitrary
initial conditions is complicated by the potentially time-varying paths of
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the V ’s. We will therefore focus mainly on the steady state of the model.
The assumption that the economy is in steady state implies that all the V (t )’s
and E (t ) are zero and that a(t ) and α(t ) are constant.

We solve the model by focusing on two variables, employment (E ) and
the value of a vacancy (VV ). We will first find the value of VV implied
by a given level of employment, and then impose the free-entry condition
that VV must be zero.

We begin by considering the determination of the wage and the value
of a vacancy given a and α. Subtracting (11.55) from (11.54) (with the V (t )
terms set to zero) and rearranging yields

VE − VU = w − b

a + λ + r
. (11.61)

Similarly, (11.56) and (11.57) imply

VF − VV = y − w

α + λ + r
. (11.62)

Our Nash-bargaining assumption (equation [11.59]) implies that VE − VU

equals φ/(1 − φ) times VF − VV . Thus (11.61) and (11.62) imply

w − b

a + λ + r
= φ

1 − φ

y − w

α + λ + r
. (11.63)

Solving this condition for w yields

w = b + (a + λ + r )φ

φa + (1 − φ)α + λ + r
(y − b). (11.64)

To interpret (11.64), first consider the case when a and α are equal. Then
the wage is b + φ(y − b): fraction φ of the difference between output and
the value of leisure goes to the worker, and fraction 1 − φ goes to the firm.
When a exceeds α, workers can find new jobs more rapidly than firms can
find new employees, and so more of the output goes to the worker. When
α exceeds a , the reverse occurs.

Recall that we want to focus on the value of a vacancy. Equation (11.57)
states that rVV equals −c + α(VF − VV ). Expression (11.62) for VF − VV

therefore gives us

rVV = −c + α
y − w

α + λ + r
. (11.65)

Substituting expression (11.64) for w into this equation and performing
straightforward algebra yields

rVV = −c + (1 − φ)α

φa + (1 − φ)α + λ + r
(y − b). (11.66)

In this expression, a and α are endogenous. Thus the next step is to
express them in terms of E . In steady state, E (t ) is zero, and so the number
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FIGURE 11.6 The determination of equilibrium employment in the search and
matching model

of new matches per unit time must equal the number of jobs that end per
unit time, λE (equation [11.49]). Thus the job-finding rate, a = M(U ,V )/U ,
is given by

a = λE

1 − E
, (11.67)

where we use the fact that the mass of workers is 1, so that E + U = 1.
The vacancy-filling rate, α, is M(U ,V )/V (equation [11.52]). We again

know that in steady state, M(U ,V ) equals λE . To express α in terms of E ,
we therefore need to find the V that implies M(U ,V ) = λE for a given E .
Using the fact that M(U ,V ) = kU 1−γ Vγ , we can derive

V = k−1/γ (λE )1/γ (1 − E )−(1−γ )/γ , (11.68)

α = k1/γ (λE )(γ−1)/γ (1 − E )(1−γ )/γ . (11.69)

For our purposes, the key features of (11.67) and (11.69) are that they
imply that a is increasing in E and that α is decreasing. Thus (11.66) implies
that rVV is a decreasing function of E . As E approaches 1, a approaches
infinity and α approaches zero; hence rVV approaches −c . Similarly, as E
approaches zero, a approaches zero and α approaches infinity. Thus in this
case rVV approaches y− (b+c), which we have assumed to be positive. This
information is summarized in Figure 11.6.

The equilibrium level of employment is determined by the intersection
of the rVV locus with the free-entry condition, which implies rVV = 0.
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Imposing this condition on (11.66) yields

−c + (1 − φ)α(E )

φa(E ) + (1 − φ)α(E ) + λ + r
(y − b) = 0. (11.70)

where the functions a(E ) and α (E ) are given by (11.67) and (11.69). This ex-
pression implicitly defines E, and thus completes the solution of the model
in the steady-state case.

Extensions

This model can be extended in many directions. Here we discuss a few of
the most important.19

One major set of extensions are ones that introduce greater heterogene-
ity. Although search and matching models are motivated by the enormous
variety among workers and jobs, the model we have been considering as-
sumes that both workers and jobs are homogeneous. A simple way to intro-
duce heterogeneity and a reason for search and matching is to suppose that
when a worker and a job meet, the worker’s productivity, y, is not certain
but is drawn from some distribution. This assumption implies that if the
realized level of productivity is too low, the meeting does not lead to a
match being formed but to continued search by both sides. Moreover, the
cut-off level of productivity is endogenous, so that the fraction of meetings
that lead to jobs depends on the underlying parameters of the economy
and may be time-varying. Similarly, if the worker’s productivity in the job
is subject to shocks, the breakup rate, which is exogenous and constant in
the basic model, can be endogenized.

Another extension in the same spirit is to allow workers to continue
searching even when they are employed and firms to continue searching
even when their positions are filled. The result is that some of workers’
transitions are directly from one job to another and that firms sometimes
replace a worker with another.

Another important set of extensions involves making the process of
search and information flow more sophisticated. In the basic model, search is
completely random. But in practice, workers have some information about
jobs, and they focus their search on the jobs that look most appealing. That is,
to some extent search is not random but directed. Likewise, firms and work-
ers generally do not bargain over compensation from scratch each time a
worker is hired; many firms have wage policies that they are to some extent
committed to. That is, to some extent wages are posted. Since one effect of
posting wages is to affect workers’ search, it is natural to combine the as-
sumption that wages are posted with the assumption that search is directed.
Such models are known as competitive search models.

19 Many of these extensions are surveyed by Rogerson, Shimer, and Wright (2005).
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11.5 Implications

Unemployment

Search and matching models offer a straightforward explanation for aver-
age unemployment: it may be the result of continually matching workers
and jobs in a complex and changing economy. Thus, much of observed
unemployment may reflect what is traditionally known as frictional
unemployment.

Labor markets are characterized by high rates of turnover. In U.S. manu-
facturing, for example, more than 3 percent of workers leave their jobs in
a typical month. Moreover, many job changes are associated with wage in-
creases, particularly for young workers (Topel and Ward, 1992); thus at least
some of the turnover appears to be useful. In addition, there is high turnover
of jobs themselves. In U.S. manufacturing, at least 10 percent of existing jobs
disappear each year (Davis and Haltiwanger, 1992). These statistics suggest
that a nonnegligible portion of unemployment is a largely inevitable result
of the dynamics of the economy and the complexities of the labor market.

Unfortunately, it is difficult to go much beyond this general statement.
Existing theoretical models and empirical evidence do not provide any clear
way of discriminating between, for example, the hypothesis that search and
matching considerations account for one-quarter of average unemployment
and the hypothesis that they account for three-quarters. The importance
of long-term unemployment in overall unemployment suggests, however,
that at least some significant part of unemployment is not frictional. In the
United States, although most workers who become unemployed remain so
for less than a month, most of the workers who are unemployed at any
time will have spells of unemployment that last more than three months;
and nearly half will have spells that last more than six months. And in the
European Community in the late 1980s, more than half of unemployed
workers had been out of work for more than a year (Bean, 1994). It seems
unlikely that search and matching considerations could be the source of
most of this long-term unemployment.

Moreover, even when unemployment at the microeconomic level ap-
pears to reflect search and matching frictions, those frictions may not
be the main source of aggregate unemployment. A common analogy is to
on-street parking in Manhattan. From the perspective of an individual driver,
the difficulty of finding a spot looks frictional: there is continual turnover of
parking spaces, and enough search will eventually yield a spot. But viewing
the problem from an aggregate perspective shows that the main reason that
at any time there are many drivers looking for spots is simply that there are
more people who want to park than parking spaces (which in turn reflects
the fact that the price of on-street spots is less than the market-clearing
level). Likewise, to an individual worker in a high-turnover labor market,
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unemployment appears frictional: vacancies are always appearing, and with
enough search the worker will eventually find a job. But this does not
mean that the main source of unemployment is search and matching fric-
tions, rather than some other force (such as efficiency wages or bargaining
and insider-outsider considerations) that keeps wages above their market-
clearing level. Michaillat (2012) formalizes these ideas by building a model
with both wage rigidity and search and matching frictions. When he cal-
ibrates the model to U.S. data, he finds that when unemployment is low,
essentially all of it is due to frictions, but that when it is high, only a small
portion is.

Finally, a large recent literature moves away from such examinations of
average rates of turnover and focuses on cyclical variations in turnover. From
the firm side, this is often phrased in terms of the relative importance of
changes in rates of job creation and job destruction to changes in unemploy-
ment. That is, this work asks to what extent increases in unemployment
are the result of increases in the rate at which existing jobs disappear, and
to what extent they are the result of decreases in the rate at which new
jobs appear. From the worker side, the focus is on the relative importance
of changes in the rates of inflows into and outflows from unemployment.

The two perspectives are not just mirror images of one another. For exam-
ple, suppose the rate of job creation is constant over the business cycle and
the rate of job destruction is countercyclical. Then on the worker side, both
margins are cyclical: the rate of inflows rises in recessions because of the in-
crease in the rate of job destruction, and the rate of outflow falls because of
the increase in the number of unemployed workers and the constant rate
of job creation.

One conclusion of this literature is that answering seemingly simple ques-
tions about the contributions of different margins to changes in unemploy-
ment is surprisingly hard. The details of the sample period, the precise mea-
sures used, and subtleties of the data can have large impacts on the results.
To the extent that this work has reached firmer conclusions, it is that, from
either the firm or the worker perspective, both margins are important to
changes in overall unemployment.20

The Impact of a Shift in Labor Demand

We now want to ask our usual question of whether the imperfection we
are considering in this case, the absence of a centralized market affects
the cyclical behavior of the labor market. Specifically, we are interested in
whether it causes a shift in labor demand to have a larger impact on employ-
ment and a smaller impact on the wage than it does in a Walrasian market.

20 A few contributions to this work are Blanchard and Diamond (1990); Davis, Faberman,
and Haltiwanger (2006, 2013); Elsby, Michaels, and Solon (2009); and Shimer (2012).
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FIGURE 11.7 The effects of a rise in labor demand in the search and matching
model

Recall that we do not observe any long-run trend in unemployment.
Thus a successful model of the labor market should imply that in response
to long-run productivity growth, there is no change in unemployment. In
this model, it is natural to model long-run productivity growth as increases
of the same proportion in the output from a job (y), its nonlabor costs (c ),
and the income of the unemployed (b). From Figure 11.6 in the previous
section, it is not immediately clear how such a change affects the point
where the rVV line crosses the horizontal axis. Instead we must examine
the equilibrium condition, (11.70). Inspecting this condition shows that if
y, b, and c change by the same proportion, the value of E for which the
condition holds does not change. Thus the model implies that long-run
productivity growth does not affect employment. This means that a and α

do not change, and thus that the wage changes by the same proportion as
y (see [11.64]). In short, the model’s long-run implications are reasonable.

We will model a cyclical change as a shift in y with no change in b
and c. For concreteness, assume that y rises, and continue to focus on steady
states.21 From (11.70), this shifts the rVV locus up. Thus, as Figure 11.7
shows, employment rises. In a Walrasian market, in contrast, employment is
unchanged at 1. Intuitively, in the absence of a frictionless market, workers
are not costlessly available at the prevailing wage. The increase in y, with b
and c fixed, raises the profits firms obtain when they find a worker relative

21 Doing comparative steady-state analysis to examine the effects of a cyclical change is
obviously a shortcut. However, for reasonable parameter values, the speed of adjustment
implied by search and matching models is sufficiently fast relative to the duration of cyclical
fluctuations that the steady-state assumption appears to be a good approximation.
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to their costs of searching for one. Thus the number of firms and hence
employment rises.

In addition, equation (11.68) implies that steady-state vacancies are
k−1/γ (λE )1/γ (1 − E )−(1−γ )/γ . Thus the rise in y and the resulting increase
in the number of firms increase vacancies. The model therefore implies a
negative relation between unemployment and vacancies a Beveridge curve.

The model does not imply substantial wage rigidity, however. From
(11.67) and (11.69), the rise in E causes a to rise and α to fall: when un-
employment is lower, workers can find jobs more rapidly than before, and
firms cannot fill positions as easily. From (11.64), this implies that the wage
rises more than proportionately with y.22

The employment effects of the shift in labor demand occur as a result of
the creation of new vacancies. But the fact that the wage responds substan-
tially to the shift in demand makes the incentives to create new vacancies
small. Shimer (2005) shows that as a result, for reasonable parameter values
search and matching models like the one considered here imply that shifts
in labor demand have only small employment effects.

As described at the start of this chapter, the underlying reason for this
result is the same as the reason that increases in labor demand have only
small effects on employment in a supply and demand model of the labor
market without barriers to wage adjustment. In both the supply and demand
model and the current one, the large rise in workers’ reservation wages leads
to a large rise in wages, which discourages hiring directly in the supply
and demand model, and indirectly through the creation of vacancies in the
search and matching model.

To address this difficulty, current research is examining wage rigidity
in these models. There are two main issues. The first is the effects of wage
rigidity. When wages respond less to an increase in labor demand, the profits
from a filled job are larger, and so the rewards to creating a vacancy are
greater. As a result, more vacancies are created, and the increase in demand
has a larger impact on employment. Thus it appears that the combination
of search and matching considerations and wage rigidity may be important
to the cyclical behavior of the labor market (Hall, 2005; Shimer, 2004).

The second, and more important, issue is whether there might be forces
leading to wage rigidity in these settings. Of course, we could add efficiency-
wage or contracting forces to the model, but then it would not be clear
that the search and matching considerations were playing any important
role. However, a distinctive feature of models like the one we have been
considering is that there is a range of wages that yield surplus to both firms
and workers. Thus, as Hall observes, even in the absence of other consider-
ations there can be wage rigidity over some range without agents forgoing

22 Since w = y − c in the Walrasian market, the same result holds there. Thus it is not
clear which case exhibits greater wage adjustment. Nonetheless, simply adding heterogeneity
and matching does not appear to generate strong wage rigidity.
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any profitable trades. At the same time, this observation does not imply
that there is more likely to be wage rigidity than any other pattern of wage
behavior that is consistent with the absence of unexploited profit oppor-
tunities. Moreover, the idea that wages are essentially indeterminate over
some range seems implausible. In short, wage rigidity in search and match-
ing models is an important research area with major unresolved questions.

A promising variant on these ideas is related to the discussion of the cur-
vature of firms’ profit functions in Section 6.7. In a Walrasian labor market,
a firm that fails to raise its wage in response to an increase in labor demand
loses all its workers. In a search and matching environment, in contrast, fail-
ing to raise the wage has both a cost and a benefit. The firm will have more
difficulty attracting and retaining workers than if it raised its wage, but the
workers it retains will be cheaper. Thus the firm’s profits are less sensitive
to departures from the profit-maximizing wage. As a result, small barriers to
wage adjustment might generate considerable wage rigidity.

Welfare

Because this economy is not Walrasian, firms’ decisions concerning whether
to enter have externalities both for workers and for other firms. Entry makes
it easier for unemployed workers to find jobs, and increases their bargaining
power when they do. But it also makes it harder for other firms to find
workers, and decreases their bargaining power when they do. As a result,
there is no presumption that equilibrium unemployment in this economy
is efficient.

To illustrate the implications of search and matching models for wel-
fare, consider the following static example (due to Rogerson, Shimer, and
Wright, 2005). There are U unemployed workers. If V vacancies are created,
the number of workers hired is E = M(U ,V ) = kU 1−γ Vγ . Each vacancy has a
cost of c , and each employed worker produces y. Unemployed workers re-
ceive no income, and the wage is w = φy. Social welfare equals the sum
of firms’ profits and workers’ utility, which equals E (y − w) + Ew − Vc ,
or Ey − Vc . (Note that in this static model, V is the number of vacancies
initially created, not the number left unfilled.)

Consider first the decentralized equilibrium. The value of a vacancy is
the probability the position is filled, M(U ,V )/V , times the firm’s surplus
from hiring a worker, y−w, minus the cost of creating the vacancy, c . Thus
equilibrium occurs when

M(U ,V )

V
(y − w) − c = 0, (11.71)

or

k

(
U

V

)1−γ

(1 − φ)y − c = 0. (11.72)
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The number of vacancies created is therefore given by

V E Q =
[

k(1 − φ)y

c

]1/(1−γ )

U . (11.73)

Now consider the optimal allocation. A social planner would choose V
to maximize Ey − Vc , or kU 1−γ Vγ y − Vc . The first-order condition is

γ kU 1−γ V γ−1y − c = 0, (11.74)

which implies

V ∗ =
(

kγ y

c

)1/(1−γ )

U. (11.75)

Comparison of (11.73) and (11.75) shows that the condition for the de-
centralized equilibrium to be efficient is that γ = 1 − φ that is, that the
elasticity of matches with respect to vacancies equals the share of the match
surplus that goes to the firm. If γ < 1−φ (that is, if the elasticity of matches
with respect to vacancies is less than the share of the surplus that goes to
the firm), too many vacancies are created. If γ > 1 − φ, too few are created.

This result that the condition for the decentralized equilibrium to be
efficient is that the elasticity of matches with respect to vacancies equals
the share of the surplus that goes to the firm holds in many other models,
including the dynamic model we have been considering (Hosios, 1990).23

To see the intuition behind it, note that creating a vacancy has a positive
externality on the unemployed workers but a negative externality on other
firms looking for workers. When γ is larger, the positive externality is larger
and the negative one is smaller. Thus for the decentralized equilibrium to
be efficient when γ is larger, the incentives to create vacancies must be
larger; that is, 1 − φ must be larger.

The result that the decentralized equilibrium need not be efficient is
characteristic of economies where allocations are determined through one-
on-one meetings rather than through centralized markets. In our model,
there is only one endogenous decision firms must decide whether to
enter and hence only one dimension along which the equilibrium can be
inefficient. But in practice, participants in such markets have many choices.
Workers can decide whether to enter the labor force, how intensively to
look for jobs when they are unemployed, where to focus their search,
whether to invest in job-specific or general skills when they are employed,
whether to look for a different job while they are employed, and so on. Firms
face a similar array of decisions. There is no guarantee that the decentral-
ized economy produces an efficient outcome along any of these dimensions.
Instead, agents’ decisions are likely to have externalities through direct ef-
fects on other parties’ surplus or through effects on the effectiveness of the
matching process, or both.

23 See Problem 11.17 for a demonstration in one special case of our dynamic model.
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This analysis implies that there is no reason to suppose that the natural
rate of unemployment is optimal. This observation provides no guidance,
however, concerning whether observed unemployment is inefficiently high,
inefficiently low, or approximately efficient. Determining which of these
cases is correct and whether there are changes in policy that would lead
to efficiency-enhancing changes in equilibrium unemployment is an im-
portant open question.

11.6 Empirical Applications

Contracting Effects on Employment

In our analysis of contracts in Section 11.3, we discussed two views of how
employment can be determined when the wage is set by bargaining. In the
first, a firm and its workers bargain only over the wage, and the firm chooses
employment to equate the marginal product of labor with the agreed-upon
wage. As we saw, this arrangement is inefficient. Thus the second view is
that the bargaining determines how both employment and the wage de-
pend on the conditions facing the firm. Since actual contracts do not spell
out such arrangements, this view assumes that workers and the firm have
some noncontractual understanding that the firm will not treat the cost
of labor as being given by the wage. For example, workers are likely to
agree to lower wages in future contracts if the firm chooses employment to
equate the marginal product of labor with the opportunity cost of workers’
time.

Which of these views is correct has important implications. If firms choose
employment freely taking the wage as given, evidence that nominal wages
are fixed for extended periods provides direct evidence that nominal distur-
bances have real effects. If the wage is unimportant to employment deter-
mination, on the other hand, nominal wage rigidity is unimportant to the
effects of nominal shocks.

Bils (1991) proposes a way to test between the two views (see also Card,
1990). If employment is determined efficiently, it equates the marginal prod-
uct of labor and the marginal disutility of work at each date. Thus its be-
havior should not have any systematic relation to the times that firms and
workers bargain.24 A finding that movements in employment are related to
the dates of contracts for example, that employment rises unusually rapidly
or slowly just after contracts are signed, or that it is more variable over the
life of a contract than from one contract to the next would therefore be
evidence that it is not determined efficiently.

24 This is not precisely correct if there are income effects on the marginal disutility of
labor. Bils argues, however, that these effects are unlikely to be important to his test.
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FIGURE 11.8 Employment movements under wage contracts

In addition, Bils shows that the alternative view that employment equates
the marginal product of labor with the wage makes a specific prediction
about how employment movements are likely to be related to the times
of contracts. Consider Figure 11.8, which shows the marginal product of
labor, the marginal disutility of labor, and a contract wage. In response to a
negative shock to labor demand, a firm that views the cost of labor as being
given by the contract wage reduces employment a great deal; in terms of
the figure, it reduces employment from LA to LB . The marginal product of
labor now exceeds the opportunity cost of workers’ time. Thus when the
firm and the workers negotiate a new contract, they will make sure that
employment is increased; in terms of the diagram, they will act to raise
employment from LB to LC . Thus if the wage determines employment (and
if shocks to labor demand are the main source of employment fluctuations),
changes in employment during contracts should be partly reversed when
new contracts are signed.

To test between the predictions of these two views, Bils examines em-
ployment fluctuations in U.S. manufacturing industries. Specifically, he
focuses on 12 industries that are highly unionized and where there are
long-term contracts that are signed at virtually the same time for the vast
majority of workers in the industry. He estimates a regression of the form

� ln Li ,t = αi − φ Zi ,t − θ ( ln Li ,t−1 − ln Li ,t−10) + �Di ,t + εi ,t. (11.76)
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Here i indexes industries, L is employment, and Di ,t is a dummy variable
equal to 1 in quarters when a new contract goes into effect in industry i . The
key variable is Zi ,t . If a new contract goes into effect in industry i in quarter
t (that is, if Di ,t = 1), then Zi ,t equals the change in log employment in the
industry over the life of the previous contract; otherwise, Zi ,t is zero. The
parameter φ therefore measures the extent to which employment changes
over the life of a contract are reversed when a new contract is signed. Bils
includes ln Li ,t−1 − ln Li ,t−10 to control for the possibility that employment
changes are typically reversed even in the absence of new contracts; he
chooses t − 10 because the average contract in his sample lasts 10 quarters.
Finally, Di ,t allows for the possibility of unusual employment growth in the
first quarter of a new contract.

Bils’s estimates are φ = 0.198 (with a standard error of 0.037), θ = 0.016
(0.012), and � = − 0.0077 (0.0045). Thus the results suggest highly signif-
icant and quantitatively large movements in employment related to the
dates of new contracts: when a new contract is signed, on average 20 per-
cent of the employment changes over the life of the previous contract are
immediately reversed.

There is one puzzling feature of Bils’s results, however. When a new
contract is signed, the most natural way to undo an inefficient employment
change during the previous contract is by adjusting the wage. In the case of
the fall in labor demand shown in Figure 11.8, for example, the wage should
be lowered when the new contract is signed. But Bils finds little relation
between how the wage is set in a new contract and the change in em-
ployment over the life of the previous contract. In addition, when he looks
across industries, he finds essentially no relation between the extent to
which employment changes are reversed when a new contract is signed
and the extent to which the wage is adjusted.

Bils suggests two possible explanations of this finding. One is that adjust-
ments in compensation mainly take the form of changes to fringe benefits
and other factors that are not captured by his wage measure. The second
is that employment determination is more complex than either of the two
views we have been considering.

Interindustry Wage Differences

The basic idea of efficiency-wage models is that firms may pay wages above
market-clearing levels. If there are reasons for firms to do this, those reasons
are unlikely to be equally important everywhere in the economy. Motivated
by this observation, Dickens and Katz (1987a) and Krueger and Summers
(1988) investigate whether some industries pay systematically higher wages
than others.

These authors begin by adding dummy variables for the industries
that workers are employed in to conventional wage regressions. A typical
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specification is

ln wi = α +
M∑

j=1

β j Xij +
N∑

k=1

γ
k
Dik + εi , (11.77)

where wi is worker i ’s wage, the Xij’s are worker characteristics (such as
age, education, occupation, and so on), and the Dik’s are dummy variables
for employment in different industries. In a competitive, frictionless labor
market, wages depend only on workers’ characteristics and not on what
industry they are employed in. Thus if the X ’s adequately capture workers’
characteristics, the coefficients on the industry dummies will be zero.

Dickens and Katz’s and Krueger and Summers’s basic finding is that the
estimated γ

k
’s are large. Katz and Summers (1989), for example, consider

U.S. workers in 1984. Since they consider a sample of more than 100,000
workers, it is not surprising that they find that most of the γ ’s are highly
significant. But they also find that they are quantitatively large. For example,
the standard deviation of the estimated γ ’s (weighted by the sizes of the
industries) is 0.15, or 15 percent. Thus wages appear to differ considerably
among industries.

Dickens and Katz and Krueger and Summers show that several possible
explanations of these wage differences are contradicted by the data. The
estimated differences are essentially the same when the sample is restricted
to workers not covered by union contracts; thus they do not appear to be
the result of union bargaining power. The differences are quite stable over
time and across countries; thus they are unlikely to reflect transitory ad-
justments in the labor market (Krueger and Summers, 1987). When broader
measures of compensation are used, the estimated differences typically be-
come larger; thus the results do not appear to arise from differences in the
mix of wage and nonwage compensation across industries. Finally, there is
no evidence that working conditions are worse in the high-wage industries;
thus the differences do not appear to be compensating differentials.

There is also some direct evidence that the differences represent genuine
rents. Krueger and Summers (1988) and Akerlof, Rose, and Yellen (1988)
find that workers in industries with higher estimated wage premiums quit
much less often. Krueger and Summers also find that workers who move
from one industry to another on average have their wages change by nearly
as much as the difference between the estimated wage premiums for the
two industries. And Gibbons and Katz (1992) consider workers who lose
their jobs because the plants where they are working close. They find that
the wage cuts the workers take when they accept new jobs are much higher
when the jobs they lost were in higher-wage industries.

Two aspects of the results are more problematic for efficiency-wage the-
ory, however. First, although many competitive explanations of the results
are not supported at all by the data, there is one that cannot be readily dis-
missed. No wage equation can control for all relevant worker characteristics.
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Thus one possible explanation of the finding of apparent interindustry wage
differences is that they reflect unmeasured differences in ability across work-
ers in different industries rather than rents (Murphy and Topel, 1987b).

To understand this idea, imagine an econometrician studying wage dif-
ferences among baseball leagues. If the econometrician could only control
for the kinds of worker characteristics that studies of interindustry wage
differences control for age, experience, and so on he or she would find
that wages are systematically higher in some leagues than in others: major-
league teams pay more than AAA minor-league teams, which pay more
than AA minor-league teams, and so on. In addition, quit rates are much
lower in the higher-wage leagues, and workers who move from lower-wage
to higher-wage leagues experience large wage increases. But there is little
doubt that large parts of the wage differences among baseball leagues reflect
ability differences rather than rents. Just as an econometrician using Dick-
ens and Katz’s and Krueger and Summers’s methods to study interleague
wage differences in baseball would be led astray, perhaps econometricians
studying interindustry wage differences have also been led astray.

Several pieces of evidence support this view. First, if some firms are pay-
ing more than the market-clearing wage, they face an excess supply of work-
ers, and so they have some discretion to hire more able workers. Thus it
would be surprising if at least some of the estimated wage differences did
not reflect ability differences. Second, higher-wage industries have higher
capital-labor ratios, which suggests that they need more skilled workers.
Third, workers in higher-wage industries have higher measured ability (in
terms of education, experience, and so on); thus it seems likely that they
have higher unmeasured ability. Finally, the same patterns of interindus-
try earnings differences occur, although less strongly, among self-employed
workers.

The hypothesis that estimated interindustry wage differences reflect un-
measured ability cannot easily account for all the findings about these dif-
ferences, however. First, quantitative attempts to estimate how much of
the differences can plausibly be due to unmeasured ability generally leave
a substantial portion of the differences unaccounted for (see, for example,
Katz and Summers, 1989). Second, the unmeasured-ability hypothesis can-
not readily explain Gibbons and Katz’s findings about the wage cuts of dis-
placed workers. Third, the estimated wage premiums are higher in industries
where profits are higher; this is not what the unmeasured-ability hypothesis
naturally predicts. Finally, industries that pay higher wages generally do so
in all occupations, from janitors to managers; it is not clear that unmeasured
ability differences should be so strongly related across occupations. Thus,
although the view that interindustry wage differences reflect unmeasured
ability is troubling for rent-based explanations of those differences, it does
not definitively refute them.

The second aspect of this literature’s findings that is not easily accounted
for by efficiency-wage theories concerns the characteristics of industries
that pay high wages. As described above, higher-wage industries tend to
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have higher capital-labor ratios, more educated and experienced workers,
and higher profits. In addition, they have larger establishments and larger
fractions of male and of unionized workers (Dickens and Katz, 1987b). No
single efficiency-wage theory predicts all these patterns. As a result, au-
thors who believe that the estimated interindustry wage differences re-
flect rents tend to resort to complicated explanations of them. Dickens
and Katz and Krueger and Summers, for example, appeal to a combination
of efficiency-wage theories based on imperfect monitoring, efficiency-wage
theories based on workers’ perceptions of fairness, and worker power in
wage determination.

In sum, the literature on interindustry wage differences has identified an
interesting set of regularities that differ greatly from what simple theories of
the labor market predict. The reasons for those regularities, however, have
not been convincingly identified.

Survey Evidence on Wage Rigidity

One of the main reasons we are interested in the labor market is that we
would like to understand why falls in labor demand lead firms to reduce
employment substantially and cut wages relatively little. This raises a natural
question: Why not simply ask individuals responsible for firms’ wage and
employment policies why they do this?

Asking wage-setters the reasons for their behavior is not a panacea. Most
importantly, they may not fully understand the factors underlying their
decisions. They may have found successful policies through such means
as trial and error, instruction from their predecessors, and observation of
other firms’ policies. Friedman and Savage (1948) give the analogy of an
expert billiard player. Talking to the player is likely to be of little value in
predicting how the player will shoot or in understanding the reasons for
his or her choices. One would do better computing the optimal shots based
on such considerations as the elasticity of the balls, the friction of the table
surface, how spin affects the balls’ bounces, and so on, even though these
factors may not directly enter the player’s thinking.

When wage-setters are not completely sure of the reasons for their de-
cisions, small differences in how questions are phrased can be important.
For example, economists use the phrases ‘‘shirk,’’ ‘‘exert less effort,’’ and ‘‘be
less productive’’ more or less interchangeably to describe how workers may
respond to a wage cut. But these phrases may have quite different conno-
tations to wage-setters.

Despite these difficulties, surveys of wage-setters are potentially useful. If,
for example, wage-setters disagree with a theory no matter how it is phrased
and find its mechanisms implausible regardless of how they are described,
we should be skeptical of the theory’s relevance.

Examples of surveys of wage-setters include Blinder and Choi (1990),
Campbell and Kamlani (1997), and Bewley (1999). Here we focus on
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Campbell and Kamlani’s. These authors survey compensation managers at
roughly 100 of the largest 1000 firms in the United States and at roughly
100 smaller U.S. firms. They ask the managers’ views both about various the-
ories of wage rigidity and about the mechanisms underlying the theories.
Their central question asks the respondents their views concerning the im-
portance of various possible reasons that ‘‘firms normally do not cut wages
to the lowest level at which they can find the necessary number of qualified
applicants during a recession.’’

The reason for not cutting wages in a recession that the survey partici-
pants view as clearly the most important is, ‘‘If your firm were to cut wages,
your most productive workers might leave, whereas if you lay off work-
ers, you can lay off the least productive workers.’’ Campbell and Kamlani
interpret the respondents’ agreement with this statement as support for
the importance of adverse selection. Unfortunately, however, this question
serves mainly to illustrate the perils of surveys. The difficulty is that the
phrasing of the statement presumes that firms know which workers are
more productive. Adverse selection can arise, however, only from unobserv-
able differences among workers. Thus it seems likely that compensation
managers’ strong agreement with the statement is due to other reasons.

Other surveys find much less support for the importance of adverse se-
lection. For example, Blinder and Choi ask,

There are two workers who are being considered for the same job. As far as

you can tell, . . . both workers are equally well qualified. One of the workers

agrees to work for the wage you offer him. The other one says he needs more

money to work for you. Based on this difference, do you think one of these

workers is likely to be an inherently more productive worker?

All 18 respondents to Blinder and Choi’s survey answer this question nega-
tively. But this too is not decisive. For example, the reference to one worker
being ‘‘inherently more productive’’ may be sufficiently strong that it biases
the results against the adverse-selection hypothesis.

A hypothesis that fares better in surveys is that concern about quits is
critical to wage-setting. The fact that the respondents to Campbell and
Kamlani’s survey agree strongly with the statement that wage cuts may
cause highly productive workers to leave supports this view. The respon-
dents also agree strongly with statements that an important reason not to
cut wages is that cuts would increase quits and thereby raise recruitment
and training costs and cause important losses of firm-specific human capital.
Other surveys also find that firms’ desire to avoid quits is important to their
wage policies.

The impact of concern about quits on wage-setting is very much in the
spirit of the Shapiro Stiglitz model. There is an action under workers’ control
(shirking in the Shapiro Stiglitz model, quitting here) that affects the firm.
For some reason, the firm’s compensation policy does not cause workers
to internalize the action’s impact on the firm. Thus the firm raises wages
to discourage the action. In that sense, the survey evidence supports the
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Shapiro Stiglitz model. If we take a narrow view of the model, however,
the survey evidence is less favorable: respondents consistently express little
sympathy for the idea that imperfect monitoring and effort on the job are
important to their decisions about wages.

The other theme of surveys of wage-setters besides the importance of
quits is the critical role of fairness considerations. The surveys consistently
suggest that workers’ morale and perceptions of whether they are being
treated appropriately are crucial to their productivity. The surveys also sug-
gest that workers have strong views about what actions by the firm are
appropriate, and that as a result their sense of satisfaction is precarious. The
results are thus supportive of the fairness view of efficiency wages advocated
by Akerlof and Yellen (1990) that we encountered in Section 11.1. They are
also supportive of the key assumption of insider-outsider models that firms
cannot set insiders’ and outsiders’ wages completely independently.

One important concern about this evidence is that if other forces cause
a particular policy to be the equilibrium outcome, and therefore what nor-
mally occurs, that policy may come to be viewed as fair. That is, views con-
cerning what is appropriate can be a reflection of the equilibrium outcome
rather than an independent cause of it.

This effect may be the source of some of the apparent importance of
fairness, but it seems unlikely to be the only one: concerns about fairness
seem too strong to be just reflections of other forces. In addition, in some
cases fairness considerations appear to push wage-setting in directions one
would not otherwise expect. For example, there is evidence that individ-
uals’ views about what compensation policies are fair put some weight on
equalizing compensation rather than equalizing compensation relative to
marginal products. And there is evidence that firms in fact set wages so
that they rise less than one-for-one with observable differences in work-
ers’ marginal products. Because of this, firms obtain greater surplus from
their more productive workers. This provides a more plausible explanation
than adverse selection for the survey respondents’ strong agreement with
Campbell and Kamlani’s statement about the advantages of layoffs over wage
cuts. To give another example of how fairness considerations appear to alter
wage-setting in unusual ways, many researchers, beginning with Kahneman,
Knetsch, and Thaler (1986), find that workers view reductions in real wages
as highly objectionable if they result from cuts in nominal wages, but as not
especially objectionable if they result from increases in nominal wages that
are less than the inflation rate.

Finally, although Campbell and Kamlani focus on why firms do not cut
wages in recessions, their results probably tell us more about why firms
might pay more than market-clearing wages than about the cyclical behavior
of wages. The reason is that they do not provide evidence concerning wage-
setting in booms. For example, if concern about quits causes firms to pay
more than they have to in recessions, it may do the same in booms. Indeed,
concern about quits may have a bigger effect on wages in booms than in
recessions.
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Problems

11.1. Union wage premiums and efficiency wages. (Summers, 1988.) Consider the

efficiency-wage model analyzed in equations (11.12) (11.17). Suppose, however,

that fraction f of workers belong to unions that are able to obtain a wage that

exceeds the nonunion wage by proportion μ. Thus, wu = (1 + μ)wn , where wu

and wn denote wages in the union and nonunion sectors; and the average wage,

wa , is given by fwu + (1 − f )wn . Nonunion employers continue to set their wages

freely; thus (by the same reasoning used to derive [11.15] in the text), wn =
(1 − bu)wa/(1 − β).

(a) Find the equilibrium unemployment rate in terms of β , b, f , and μ.

(b) Suppose μ = f = 0.15.

(i) What is the equilibrium unemployment rate if β = 0.06 and b = 1? By

what proportion is the cost of effective labor higher in the union sector

than in the nonunion sector?

(ii) Repeat part (i ) for the case of β = 0.03 and b = 0.5.

11.2. Efficiency wages and bargaining. (Garino and Martin, 2000.) Summers (1988,

p. 386) states, ‘‘In an efficiency wage environment, firms that are forced to pay

their workers premium wages suffer only second-order losses. In almost any plausi-

ble bargaining framework, this makes it easier for workers to extract concessions.’’

This problem asks you to investigate this claim.

Consider a firm with profits given by π = [(eL )α/α] − wL , 0 < α < 1, and a

union with objective function U = (w − x)L , where x is an index of its workers’

outside opportunities. Assume that the firm and the union bargain over the wage,

and that the firm then chooses L taking w as given.

(a) Suppose that e is fixed at 1, so that efficiency-wage considerations are

absent.

(i) What value of L does the firm choose, given w? What is the resulting

level of profits?

(ii) Suppose that the firm and the union choose w to maximize U γ π 1−γ,

where 0 < γ < α indexes the union’s power in the bargaining. What

level of w do they choose?

(b) Suppose that e is given by equation (11.12) in the text: e = [(w − x )/x]β for

w > x, where 0 < β < 1.

(i) What value of L does the firm choose, given w? What is the resulting

level of profits?

(ii) Suppose that the firm and the union choose w to maximize U γ π1−γ,

0 < γ < α. What level of w do they choose? (Hint: For the case of β = 0,

your answer should simplify to your answer in part [a ][ii ].)

(iii) Is the proportional impact of workers’ bargaining power on wages

greater with efficiency wages than without, as Summers implies? Is it

greater when efficiency-wage effects, β , are greater?
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11.3. Describe how each of the following affects equilibrium employment and the wage

in the Shapiro Stiglitz model:

(a) An increase in workers’ discount rate, ρ .

(b) An increase in the job breakup rate, b.

(c) A positive multiplicative shock to the production function (that is, suppose

the production function is AF (L ), and consider an increase in A).

(d ) An increase in the size of the labor force, L .

11.4. Suppose that in the Shapiro Stiglitz model, unemployed workers are hired ac-

cording to how long they have been unemployed rather than at random; specif-

ically, suppose that workers who have been unemployed the longest are hired

first.

(a) Consider a steady state where there is no shirking. Derive an expression for

how long it takes a worker who becomes unemployed to get a job as a func-

tion of b, L , N , and L .

(b) Let VU be the value of being a worker who is newly unemployed. Derive

an expression for VU as a function of the time it takes to get a job, workers’

discount rate (ρ), and the value of being employed (VE ).

(c) Using your answers to parts (a) and (b), find the no-shirking condition for this

version of the model.

(d ) How, if at all, does the assumption that the longer-term unemployed get pri-

ority affect the equilibrium unemployment rate?

11.5. The fair wage--effort hypothesis. (Akerlof and Yellen, 1990.) Suppose there

are a large number of firms, N , each with profits given by F (eL) − wL , F ′(•) > 0,

F ′′(•) < 0. L is the number of workers the firm hires, w is the wage it pays, and e

is workers’ effort. Effort is given by e = min[w/w∗,1], where w∗ is the ‘‘fair wage’’;

that is, if workers are paid less than the fair wage, they reduce their effort in

proportion to the shortfall. Assume that there are L workers who are willing to

work at any positive wage.

(a) If a firm can hire workers at any wage, what value (or range of values) of w

minimizes the cost per unit of effective labor, w/e? For the remainder of the

problem, assume that if the firm is indifferent over a range of possible wages,

it pays the highest value in this range.

(b) Suppose w∗ is given by w∗ = w + a − bu, where u is the unemployment rate

and w is the average wage paid by the firms in the economy. Assume b > 0

and a/b < 1.

(i) Given your answer to part (a ) (and the assumption about what firms pay

in cases of indifference), what wage does the representative firm pay if

it can choose w freely (taking w and u as given)?

(ii) Under what conditions does the equilibrium involve positive unemploy-

ment and no constraints on firms’ choice of w? (Hint: In this case, equi-

librium requires that the representative firm, taking w as given, wishes

to pay w.) What is the unemployment rate in this case?

(iii) Under what conditions is there full employment?
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(c) Suppose the representative firm’s production function is modified to be

F (Ae1L1 + e2L2), A > 1, where L1 and L2 are the numbers of high-

productivity and low-productivity workers the firm hires. Assume that ei =
min[wi /w

∗
i ,1], where w∗

i is the fair wage for type-i workers. w∗
i is given by

w∗
i = [(w1 + w2)/2] − bui , where b > 0, wi is the average wage paid to work-

ers of type i , and ui is their unemployment rate. Finally, assume there are L

workers of each type.

(i) Explain why, given your answer to part (a) (and the assumption about

what firms pay in cases of indifference), neither type of worker will be

paid less than the fair wage for that type.

(ii) Explain why w1 will exceed w2 by a factor of A.

(iii) In equilibrium, is there unemployment among high-productivity work-

ers? Explain. (Hint: If u1 is positive, firms are unconstrained in their choice

of w1.)

(iv ) In equilibrium, is there unemployment among low-productivity workers?

Explain.

11.6. Implicit contracts without variable hours. Suppose that each worker must

either work a fixed number of hours or be unemployed. Let C E
i denote the

consumption of employed workers in state i and CU
i the consumption of un-

employed workers. The firm’s profits in state i are therefore Ai F (L i ) − [C E
i L i +

CU
i (L − L i )], where L is the number of workers. Similarly, workers’ expected

utility in state i is (L i /L )[U (C E
i ) − K ] + [(L − L i )/L ]U (CU

i ), where K > 0 is the

disutility of working.

(a) Set up the Lagrangian for the firm’s problem of choosing the L i ’s, C E
i ’s, and

CU
i ’s to maximize expected profits subject to the constraint that the repre-

sentative worker’s expected utility is u 0.
25

(b) Find the first-order conditions for L i , C E
i , and CU

i . How, if at all, do C E and

CU depend on the state? What is the relation between C E
i and CU

i ?

(c) After A is realized and some workers are chosen to work and others are cho-

sen to be unemployed, which workers are better off ?

11.7. Implicit contracts under asymmetric information. (Azariadis and Stiglitz,

1983.) Consider the model of Section 11.3. Suppose, however, that only the firm

observes A. In addition, suppose there are only two possible values of A, AB and

AG (AB < AG ), each occurring with probability 1

2
.

We can think of the contract as specifying w and L as functions of the firm’s

announcement of the state, and as being subject to the restriction that it is never

in the firm’s interest to announce a state other than the actual one; formally, the

contract must be incentive-compatible.

25 For simplicity, neglect the constraint that L cannot exceed L . Accounting for this con-
straint, one would find that for Ai above some critical level, L i would equal L rather than be
determined by the condition derived in part (b).
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(a) Is the efficient contract under symmetric information derived in Section 11.3

incentive-compatible under asymmetric information? Specifically, if A is AB,

is the firm better off claiming that A is AG (so that C and L are given by

CG and LG ) rather than that it is AB ? And if A is AG , is the firm better off

claiming it is AB rather than AG ?

(b) One can show that the constraint that the firm not prefer to claim that the

state is bad when it is good is not binding, but that the constraint that it

not prefer to claim that the state is good when it is bad is binding. Set up

the Lagrangian for the firm’s problem of choosing CG , CB , LG , and L B subject

to the constraints that workers’ expected utility is u 0 and that the firm is

indifferent about which state to announce when A is AB . Find the first-order

conditions for CG , CB , LG , and LB .

(c) Show that the marginal product and the marginal disutility of labor are equated

in the bad state that is, that AB F ′(L B ) = V ′(L B )/U ′(CB ).

(d ) Show that there is ‘‘overemployment’’ in the good state that is, that

AG F ′(LG ) < V ′(LG )/U ′(CG ).

(e ) Is this model helpful in understanding the high level of average unemploy-

ment? Is it helpful in understanding the large size of employment fluctuations?

11.8. An insider-outsider model. Consider the following variant of the model in

equations (11.39) (11.42). The firm’s profits are π = AF (L I +LO )−wI L I − wO LO ,

where LI and LO are the numbers of insiders and outsiders the firm hires, and wI

and wO are their wages. LI always equals L I , and the insiders’ utility in state i is

therefore simply uI i = U (wI i ), where U ′(•) > 0 and U ′′(•) < 0. We capture the

idea that insiders’ and outsiders’ wages cannot be set independently by assuming

that wOi is given by wOi = RwI i , where 0 < R ≤ 1.

(a) Think of the firm’s choice variables as wI and LO in each state, with wOi

given by wOi = RwI i . Set up the Lagrangian analogous to (11.43) for the fir-

m’s problem of maximizing its expected profits subject to the constraint that

the insiders’ expected utility be u0.

(b) What is the first-order condition for LOi ? Does the firm choose employment

so that the marginal product of labor and the real wage are equal in all states?

(Assume there is always an interior solution for LOi .)

(c) What is the first-order condition for wI i ? When LOi is higher, is wI i higher,

lower, or unchanged? (Continue to assume that there is always an interior

solution for LOi .)

11.9. The Harris Todaro model. (Harris and Todaro, 1970.) Suppose there are two

sectors. Jobs in the primary sector pay wp ; jobs in the secondary sector pay ws .

Each worker decides which sector to be in. All workers who choose the sec-

ondary sector obtain a job. But there are a fixed number, Np , of primary-sector

jobs. These jobs are allocated at random among workers who choose the primary

sector. Primary-sector workers who do not get a job are unemployed, and receive

an unemployment benefit of b. Workers are risk-neutral, and there is no disutility

of working. Thus the expected utility of a primary-sector worker is qwp + (1−q )b,

where q is the probability of a primary-sector worker getting a job. Assume that

b < ws < wp , and that Np/N < (ws − b)/(wp − b).
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(a) What is equilibrium unemployment as a function of wp , ws , Np , b, and the

size of the labor force, N ?

(b) How does an increase in Np affect unemployment? Explain intuitively why,

even though unemployment takes the form of workers waiting for primary-

sector jobs, increasing the number of these jobs can increase unemployment.

(c) What are the effects of an increase in the level of unemployment

benefits?

11.10. Partial-equilibrium search. Consider a worker searching for a job. Wages, w,

have a probability density function across jobs, f (w), that is known to the

worker; let F (w) be the associated cumulative distribution function. Each time

the

worker samples a job from this distribution, he or she incurs a cost of C , where

0 < C < E [w]. When the worker samples a job, he or she can either accept

it (in which case the process ends) or sample another job. The worker maxi-

mizes the expected value of w − nC , where w is the wage paid in the job the

worker eventually accepts and n is the number of jobs the worker ends up

sampling.

Let V denote the expected value of w − n ′C of a worker who has just

rejected a job, where n ′ is the number of jobs the worker will sample from that

point on.

(a) Explain why the worker accepts a job offering ŵ if ŵ > V , and rejects it

if ŵ < V . (A search problem where the worker accepts a job if and only

if it pays above some cutoff level is said to exhibit the reservation-wage

property.)

(b) Explain why V satisfies V = F (V )V + ∫ ∞
w =V

w f (w) dw − C .

(c) Show that an increase in C reduces V .

(d ) In this model, does a searcher ever want to accept a job that he or she has

previously rejected?

11.11. In the setup described in Problem 11.10, suppose that w is distributed uniformly

on [μ − a ,μ + a ] and that C < μ.

(a) Find V in terms of μ, a , and C .

(b) How does an increase in a affect V ? Explain intuitively.

11.12. Describe how each of the following affects steady-state employment in the

Diamond Mortensen Pissarides model of Section 11.4:

(a) An increase in the job breakup rate, λ.

(b) An increase in the interest rate, r.

(c) An increase in the effectiveness of matching, k.

(d) An increase in income when unemployed, b.

(e) An increase in workers’ bargaining power, φ.

11.13. Consider the steady state of the Diamond Mortensen Pissarides model of

Section 11.4.
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(a) Suppose that φ = 0. What is the wage? What does the equilibrium condition

(11.70) simplify to?

(b) Suppose that φ = 1. What is the wage? What does the equilibrium condition

(11.70) simplify to? Is there any value of E for which it is satisfied? What is

the steady state of the model in this case?

11.14. Consider the model of Section 11.4. Suppose the economy is initially in equi-

librium, and that y then falls permanently. Suppose, however, that entry and

exit are ruled out; thus the total number of jobs, F + V , remains constant.

How do unemployment and vacancies behave over time in response to the

fall in y?

11.15. Consider the model of Section 11.4.

(a) Use equations (11.65) and (11.69), together with the fact that VV = 0 in equi-

librium, to find an expression for E as a function of the wage and exogenous

parameters of the model.

(b) Show that the impact of a rise in y on E is greater if w remains fixed than if

it adjusts so that VE − VU remains equal to VF − VV .

11.16. Consider the static search and matching model analyzed in equations (11.71)

(11.75). Suppose, however, that the matching function, M(•), is not assumed to

be Cobb Douglas or to have constant returns. Is the condition for the decentral-

ized equilibrium to be efficient still that the elasticity of matches with respect

to vacancies, V MV (U ,V )/M(U ,V ), equals the share of surplus going to the firm,

1−φ? (Assume that M(•) is smooth and well-behaved, and that VEQ and V ∗ are

strictly positive.)

11.17. The efficiency of the decentralized equilibrium in a search economy.
Consider the steady state of the model of Section 11.4. Let the discount rate, r ,

approach zero, and assume that the firms are owned by the households; thus wel-

fare can be measured as the sum of utility and profits per unit time, which equals

yE − (F +V )c + bU. Letting N denote the total number of jobs, we can therefore

write welfare as W (N ) = (y− b)E (N ) + b − Nc , where E (N ) gives equilibrium

employment as a function of N .

(a) Use the matching function, (11.53), and the steady-state condition, M(U ,V ) =
λE , to derive an expression for the impact of a change in the number of

jobs on employment, E ′(N ), in terms of E (N ) and the parameters of the

model.

(b) Substitute your result in part (a ) into the expression for W(N ) to find W′(N )

in terms of E (N ) and the parameters of the model.

(c) Use (11.66) and the facts that a = λE/(1 − E ) and α = λE/V to find an

expression for c in terms of NEQ, E (NEQ), and y, where NEQ is the number of

jobs in the decentralized equilibrium.

(d) Use your results in parts (b) and (c) to show that W ′(NEQ) > 0 if γ > 1 − φ

and W ′(NEQ) < 0 if γ < 1 − φ.
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Chapter 12
MONETARY POLICY

Our final two chapters are devoted to macroeconomic policy. This chapter
considers monetary policy, and Chapter 13 considers fiscal policy. We will
focus on two main aspects of policy. The first is its short-run conduct: we
would like to know how policymakers should act in the face of the various
disturbances that impinge on the economy. The second is its long-run per-
formance. Monetary policy often causes high rates of inflation over extended
periods, and fiscal policy often involves persistent high budget deficits. In
many cases, these inflation rates and budget deficits appear to be higher than
is socially optimal. That is, it appears that in at least some circumstances,
there is inflation bias in monetary policy and deficit bias in fiscal policy.

Sections 12.1 and 12.2 begin our analysis of monetary policy by ex-
plaining why inflation is almost always the result of rapid growth of the
money supply; they also investigate the effects of money growth on in-
flation, real balances, and interest rates. We then turn to stabilization pol-
icy. Section 12.3 considers the foundations of these policies by discussing
what we know about the costs of inflation and output variability and about
whether there are any significant potential benefits to stabilization. Sections
12.4 and 12.5 take as given that we understand these issues and analyze op-
timal stabilization policy in two baseline models a backward-looking one
in Section 12.4, and a forward-looking one in Section 12.5. Section 12.6
discusses some additional issues concerning the conduct of stabilization
policy, and Section 12.7 focuses on the important constraint on mone-
tary policy coming from the fact that nominal interest rates cannot go far
below zero.

The final sections of the chapter discuss inflationary bias. Explanations of
how such bias can arise fall into two main groups. The first emphasizes the
output-inflation tradeoff. The fact that monetary policy has real effects can
cause policymakers to want to increase the money supply in an effort to
increase output. Theories of how this desire can lead to inflation that is on
average too high are discussed in Section 12.8, and Section 12.9 examines
some of the relevant evidence.

The second group of explanations of inflationary bias focuses on
seignorage the revenue the government gets from printing money. These
theories, which are more relevant to less developed countries than to

578
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industrialized ones, and which are at the heart of hyperinflations, are the
subject of Section 12.10.

12.1 Inflation, Money Growth, and Interest
Rates

Inflation and Money Growth

Inflation is an increase in the average price of goods and services in terms
of money. Thus to understand inflation, we need to examine the market for
money.

The model of Section 6.1 implies that the demand for real money balances
is decreasing in the nominal interest rate and increasing in real income. Thus
we can write the demand for real balances as L (i ,Y ), L i < 0, LY > 0, where
i is the nominal interest rate and Y is real income. With this specification,
the condition for equilibrium in the money market is

M

P
= L (i ,Y ), (12.1)

where M is the money stock and P is the price level. This condition implies
that the price level is given by

P = M

L (i ,Y )
. (12.2)

Equation (12.2) suggests that there are many potential sources of infla-
tion. The price level can rise as the result of increases in the money supply,
increases in interest rates, decreases in output, and decreases in money de-
mand for a given i and Y . Nonetheless, when it comes to understanding
inflation over the longer term, economists typically emphasize just one fac-
tor: growth of the money supply. The reason for this emphasis is that no
other factor is likely to lead to persistent increases in the price level. Long-
term declines in output are unlikely. The expected-inflation component of
nominal interest rates reflects inflation itself, and the observed variation in
the real-interest-rate component is limited. Finally, there is no reason to ex-
pect repeated large falls in money demand for a given i and Y . The money
supply, in contrast, can grow at almost any rate, and we observe huge vari-
ations in money growth from large and negative during some deflations to
immense and positive during hyperinflations.

It is possible to see these points quantitatively. Conventional estimates
of money demand suggest that the income elasticity of money demand is
about 1 and the interest elasticity is about −0.2 (see Goldfeld and Sichel,
1990, for example). Thus for the price level to double without a change in
the money supply, income must fall roughly in half or the interest rate must
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FIGURE 12.1 Money growth and inflation

rise by a factor of about 32. Alternatively, the demand for real balances at
a given interest rate and income must fall in half. All these possibilities are
essentially unheard of. In contrast, a doubling of the money supply, either
over several years in a moderate inflation or over a few days at the height
of a hyperinflation, is not uncommon.

Thus money growth plays a special role in determining inflation not be-
cause money affects prices more directly than other factors do, but because
empirically money growth varies more than other determinants of inflation.
Figure 12.1 provides powerful confirmation of the importance of money
growth to inflation. The figure plots average inflation against average money
growth for the period 1980 2006 for a sample of 88 countries. There is a
clear and strong relationship between the two variables.

Money Growth and Interest Rates

Since money growth is the main determinant of inflation, it is natural to
examine its effects in greater detail. We begin with the case where prices
are completely flexible; this is presumably a good description of the long
run. As we know from our analysis of fluctuations, this assumption implies
that the money supply does not affect real output or the real interest rate.
For simplicity, we assume that these are constant at Y and r , respectively.

By definition, the real interest rate is the difference between the nominal
interest rate and expected inflation. That is, r ≡ i − πe , or

i ≡ r + πe . (12.3)

Equation (12.3) is known as the Fisher identity.
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Using (12.3) and our assumption that r and Y are constant, we can rewrite
(12.2) as

P = M

L (r + πe ,Y )
. (12.4)

Assume that initially M and P are growing together at some steady rate (so
that M/P is constant) and that πe equals actual inflation. Now suppose that
at some time, time t0, there is a permanent increase in money growth. The
resulting path of the money stock is shown in the top panel of Figure 12.2.
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After the change, since M is growing at a new steady rate and r and Y are
constant by assumption, M/P is constant. That is, (12.4) is satisfied with P
growing at the same rate as M and with πe equal to the new rate of money
growth.

But what happens at the time of the change? Since the price level rises
faster after the change than before, expected inflation jumps up when the
change occurs. Thus the nominal interest rate jumps up, and so the quantity
of real balances demanded falls discontinuously. Since M does not change
discontinuously, it follows that P must jump up at the time of the change.
This information is summarized in the remaining panels of Figure 12.2.1

This analysis has two messages. First, the change in inflation resulting
from the change in money growth is reflected one-for-one in the nominal
interest rate. The hypothesis that inflation affects the nominal rate one-for-
one is known as the Fisher effect; it follows from the Fisher identity and the
assumption that inflation does not affect the real interest rate.

Second, a higher growth rate of the nominal money stock reduces the
real money stock. The rise in money growth increases expected inflation,
thereby increasing the nominal interest rate. This increase in the opportu-
nity cost of holding money reduces the quantity of real balances that indi-
viduals want to hold. Thus equilibrium requires that P rises more than M.
That is, there must be a period when inflation exceeds the rate of money
growth. In our model, this occurs at the moment that money growth in-
creases. In models where prices are not completely flexible or individuals
cannot adjust their real money holdings costlessly, it occurs over a longer
period.

A corollary is that a reduction in inflation can be accompanied by a tem-
porary period of unusually high money growth. Suppose that policymakers
want to reduce inflation and that they do not want the price level to change
discontinuously. What path of M is needed to do this? The decline in infla-
tion will reduce expected inflation, and thus lower the nominal interest rate
and raise the quantity of real balances demanded. Writing the money market
equilibrium condition as M = PL(i ,Y ), it follows that since L (i ,Y ) increases
discontinuously and P does not jump M must jump up. Of course, to keep
inflation low, the money stock must then grow slowly from this higher level.

Thus, the monetary policy that is consistent with a permanent drop in
inflation is a sudden upward jump in the money supply, followed by low
growth. And, in fact, the clearest examples of declines in inflation the ends
of hyperinflations are accompanied by spurts of very high money growth
that continue for a time after prices have stabilized (Sargent, 1982).2

1 In addition to the path of P described here, there may also be bubble paths that satisfy
(12.4). Along these paths, P rises at an increasing rate, thereby causing πe to be rising and the
quantity of real balances demanded to be falling. See, for example, Problem 2.21.

2 This analysis raises the question of why expected inflation falls when the money supply
is exploding. We return to this issue in Section 12.10.
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The Case of Incomplete Price Flexibility

In the preceding analysis, an increase in money growth increases nominal in-
terest rates. In practice, however, the immediate effect of a monetary expan-
sion is to lower short-term nominal rates. This negative effect of monetary
expansions on nominal rates is known as the liquidity effect.

The conventional explanation of the liquidity effect is that monetary ex-
pansions reduce real rates. If prices are not completely flexible, an increase
in the money stock raises output, which requires a decline in the real inter-
est rate. In terms of the model of Section 6.1, a monetary expansion moves
the economy down along the IS curve. If the decline in the real rate is large
enough, it more than offsets the increase in expected inflation.3

If prices are fully flexible in the long run, then the real rate eventually
returns to normal following a shift to higher money growth. Thus if the
real-rate effect dominates the expected-inflation effect in the short run, the
shift depresses the nominal rate in the short run but increases it in the long
run. As Friedman (1968) famously pointed out, this appears to provide an
accurate description of the effects of monetary policy in practice. The Fed-
eral Reserve’s expansionary policies in the late 1960s, for example, lowered
nominal rates for several years but, by generating inflation, raised them over
the longer term.

12.2 Monetary Policy and the Term Structure
of Interest Rates

In many situations, we are interested in the behavior not just of short-term
interest rates, but also of long-term rates. To understand how monetary
policy affects long-term rates, we must consider the relationship between
short-term and long-term rates. The relationship among interest rates over
different horizons is known as the term structure of interest rates, and the
standard theory of that relationship is known as the expectations theory of
the term structure. This section describes this theory and considers its impli-
cations for the effects of monetary policy.

The Expectations Theory of the Term Structure

Consider the problem of an investor deciding how to invest a dollar over
the next n periods, and assume for simplicity that there is no uncertainty
about future interest rates. Suppose first the investor puts the dollar in
an n-period zero-coupon bond that is, a bond whose entire payoff comes

3 See Problem 12.2. In addition, if inflation is completely unresponsive to monetary policy
for any interval of time, then expectations of inflation over that interval do not rise. Thus in
this case short-term nominal rates necessarily fall.
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after n periods. If the bond has a continuously compounded return of i n
t

per period, the investor has exp(ni n
t ) dollars after n periods. Now consider

what happens if he or she puts the dollar into a sequence of 1-period bonds
paying continuously compounded rates of return of i 1

t , i
1
t +1, . . . , i 1

t +n −1 over
the n periods. In this case, he or she ends up with exp (i 1

t+i 1
t +1+· · ·+i 1

t +n −1)
dollars.

Equilibrium requires that investors are willing to hold both 1-period and
n-period bonds. Thus the returns on the investor’s two strategies must be
the same. This requires

i n
t = i 1

t + i 1
t +1 + · · · + i 1

t +n −1

n
. (12.5)

That is, the interest rate on the long-term bond must equal the average of
the interest rates on short-term bonds over its lifetime.

In this example, since there is no uncertainty, rationality alone implies
that the term structure is determined by the path that short-term interest
rates will take. With uncertainty, under plausible assumptions expectations
concerning future short-term rates continue to play an important role in
the determination of the term structure. A typical formulation is

i n
t = i 1

t + Eti
1
t +1 + · · · + Eti

1
t +n −1

n
+ θnt , (12.6)

where Et denotes expectations as of period t. With uncertainty, the strate-
gies of buying a single n-period bond and a sequence of 1-period bonds
generally involve different risks. Thus rationality does not imply that the
expected returns on the two strategies must be equal. This is reflected by
the inclusion of θ, the term premium to holding the long-term bond, in (12.6).

The expectations theory of the term structure is the hypothesis that
changes in the term structure are determined by changes in expectations
of future interest rates (rather than by changes in the term premium). Typ-
ically, the expectations are assumed to be rational.

As described at the end of Section 12.1, even if prices are not completely
flexible, a permanent increase in money growth eventually increases the
short-term nominal interest rate permanently. Thus even if short-term rates
fall for some period, (12.6) implies that interest rates for sufficiently long
maturities (that is, for sufficiently large n) are likely to rise immediately.
Thus our analysis implies that a monetary expansion is likely to reduce
short-term rates but increase long-term ones.

Empirical Application: The Term Structure and Changes in the
Federal Reserve’s Funds-Rate Target

The Federal Reserve typically has a target level of a specific interest rate,
the Federal funds rate, and implements monetary policy through discrete
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changes in its target. The Federal funds rate is the interest rate that banks
charge one another on one-day loans of reserves; thus it is a very short-term
rate. Cook and Hahn (1989) investigate the impact of changes in the target
level of the funds rate on interest rates on bonds of different maturities.

Cook and Hahn focus on the period 1974 1979, which was a time when
the Federal Reserve was targeting the funds rate closely. During this period,
the Federal Reserve did not announce its target level of the funds rate. In-
stead, market participants had to infer the target from the Federal Reserve’s
open-market operations. Cook and Hahn therefore begin by compiling a
record of the changes in the target over this period. They examine both the
records of the Federal Reserve Bank of New York (which implemented the
changes) and the reports of the changes in The Wall Street Journal. They find
that despite the absence of announcements, the Journal ’s reports are almost
always correct. Thus it is reasonable to think of the changes in the target
reported by the Journal as publicly observed.

As Cook and Hahn describe, the actual Federal funds rate moves closely
with the Federal Reserve’s target. Moreover, it is highly implausible that the
Federal Reserve is changing the target in response to factors that would have
moved the funds rate in the absence of the policy changes. For example, it
is unlikely that, absent the Federal Reserve’s actions, the funds rate would
move by discrete amounts. In addition, there is often a lag of several days
between the Federal Reserve’s decision to change the target and the actual
change. Thus arguing that the Federal Reserve is responding to forces that
would have moved the funds rate in any event requires arguing that the
Federal Reserve has advance knowledge of those forces.

The close link between the actual funds rate and the Federal Reserve’s
target thus provides strong evidence that monetary policy affects short-term
interest rates. As Cook and Hahn describe, earlier investigations of this is-
sue mainly regressed changes in interest rates over periods of a month or a
quarter on changes in the money supply over those periods; the regressions
produced no clear evidence of the Federal Reserve’s ability to influence
interest rates. The reason appears to be that the regressions are complicated
by the same types of issues that complicate the money-output regressions
discussed in Section 5.9: the money supply is not determined solely by the
Federal Reserve, the Federal Reserve adjusts policy in response to informa-
tion about the economy, and so on.

Cook and Hahn then examine the impact of changes in the Federal
Reserve’s target on longer-term interest rates. Specifically, they estimate
regressions of the form

�Ri
t = bi

1 + bi
2�FFt + ui

t , (12.7)

where �Ri
t is the change in the nominal interest rate on a bond of maturity

i on day t, and �FFt is the change in the target Federal funds rate on that
day.
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Cook and Hahn find, contrary to the predictions of the analysis in the
first part of this section, that increases in the funds-rate target raise nominal
interest rates at all horizons. An increase in the target of 100 basis points
(that is, 1 percentage point) is associated with increases in the 3-month
interest rate of 55 basis points (with a standard error of 6.8 basis points), in
the 1-year rate of 50 basis points (5.2), in the 5-year rate of 21 basis points
(3.2), and in the 20-year rate of 10 basis points (1.8).

Kuttner (2001) extends this work to later data. A key difference between
the period studied by Cook and Hahn and the later period is that there has
been a Federal-funds futures market since 1989. Under plausible assump-
tions, the main determinant of rates in the futures market is market partici-
pants’ expectations about the path of the funds rate. Kuttner therefore uses
data from the futures market to decompose changes in the Federal Reserve’s
target into the portions that were anticipated by market participants and
the portions that were unanticipated.

Since long-term rates incorporate expectations of future short-term rates,
movements in the funds rate that are anticipated should not affect long-
term rates. Consistent with this, Kuttner finds that for the period since
1989, there is no evidence that anticipated changes in the target have any
impact on interest rates on bonds with maturities ranging from 3 months
to 30 years. Unanticipated changes, in contrast, have very large and highly
significant effects. As in the 1970s, increases in the funds-rate target are
associated with increases in nominal rates at all horizons. Indeed, the effects
are larger than those that Cook and Hahn find for changes in the overall
target rate in the 1970s. A likely explanation is that the moves in the 1970s
were partially anticipated.

The idea that contractionary monetary policy should immediately lower
long-term nominal interest rates is intuitive: contractionary policy is likely
to raise real interest rates only briefly and to lower inflation over the longer
term. Yet, as Cook and Hahn’s and Kuttner’s results show, the evidence does
not support this prediction.

One possible explanation of this anomaly is that the Federal Reserve of-
ten changes policy on the basis of information that it has concerning future
inflation that market participants do not have. As a result, when market
participants observe a shift to tighter monetary policy, they do not infer
that the Federal Reserve is tougher on inflation than they had previously
believed. Rather, they infer that there is unfavorable information about in-
flation that they were previously not aware of.

C. Romer and D. Romer (2000) test this explanation by examining the
inflation forecasts made by commercial forecasters and the Federal Reserve.
Because the Federal Reserve’s forecasts are made public only after five years,
the forecasts provide a potential record of information that was known to
the Federal Reserve but not to market participants. Romer and Romer ask
whether individuals who know the commercial forecast could improve their
forecasts if they also had access to the Federal Reserve’s. Specifically, they
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estimate regressions of the form

πt = a + bC π̂C
t + bF π̂F

t + e t , (12.8)

where πt is actual inflation and π̂C
t and π̂ F

t are the commercial and Federal
Reserve forecasts of πt . Their main interest is in bF , the coefficient on the
Federal Reserve forecast.

For most specifications, the estimates of bF are close to 1 and overwhelm-
ingly statistically significant. In addition, the estimates of bC are generally
near 0 and highly insignificant. These results suggest that the Federal Re-
serve has useful information about inflation. Indeed, they suggest that the
optimal forecasting strategy of someone with access to both forecasts would
be to discard the commercial forecast and adopt the Federal Reserve’s.

For the Federal Reserve’s additional information to explain the increases
in long-term rates in response to contractionary policy moves, the moves
must reveal some of the Federal Reserve’s information. Romer and Romer
therefore consider the problem of a market participant trying to infer the
Federal Reserve’s forecast. To do this, they estimate regressions of the
form

π̂ F
t = α + β�FFt + γ π̂C

t + εt , (12.9)

where �FF is the change in the Federal-funds-rate target. A typical estimate
of β is around 0.25: a rise in the funds-rate target of 1 percentage point
suggests that the Federal Reserve’s inflation forecast is about 1

4
percentage

points higher than one would expect given the commercial forecast. In light
of the results about the value of the Federal Reserve forecasts in predict-
ing inflation, this suggests that the rise should increase market participants’
expectations of inflation by about this amount; this is more than enough
to account for Cook and Hahn’s findings. Unfortunately, the estimates of
β are not very precise: typically the two-standard-error confidence interval
ranges from less than 0 to above 0.5. Thus, although Romer and Romer’s
results are consistent with the information-revelation explanation of policy
actions’ impact on long-term interest rates, they do not provide decisive
evidence for it.4

4 More recent work in this area takes advantage of another institutional develop-
ment since the period studied by Cook and Hahn. Since 1997, the United States has is-
sued not just conventional nominal bonds, whose payoffs are fixed in dollar terms, but
also inflation-indexed bonds; in addition, the United Kingdom has issued inflation-indexed
bonds since 1981. By logic like that underlying equation (12.6), the interest rate on an
n-period inflation-indexed bond reflects expected one-period real interest rates over the n
periods and a term premium. If changes in term premiums are small, one can therefore study
the impact of unexpected changes in the funds-rate target and other developments not just
on nominal rates, but on real rates and expected inflation separately. Examples of such anal-
yses include Gürkaynak, Sack, and Swanson (2005), Gürkaynak, Levin, and Swanson (2010),
and Beechey and Wright (2009).
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12.3 The Microeconomic Foundations of
Stabilization Policy

We now turn to stabilization policy that is, how policymakers should use
their ability to influence the behavior of inflation and output. Discussions of
stabilization policy often start from an assumption that policymakers’ goal
should be to keep inflation low and stable and to minimize departures of
output from some smooth trend. Presumably, however, their ultimate goal
should be to maximize welfare. How inflation and output affect welfare is
not obvious. Thus the appropriate place to start the analysis of stabilization
policy is by considering the welfare effects of inflation and output fluctua-
tions. We begin with inflation, and then turn to output.

The Costs of Inflation

Understanding the costs of inflation is a significant challenge. In many mod-
els, steady inflation just adds an equal amount to the growth rate of all prices
and wages and to nominal interest rates on all assets. As a result, it has few
easily identifiable costs.

The cost of inflation that is easiest to identify arises from the fact that,
since the nominal return on high-powered money is fixed at zero, higher
inflation causes people to exert more effort to reduce their holdings of high-
powered money. For example, they make smaller and more frequent con-
versions of interest-bearing assets into currency. Since high-powered money
is essentially costless to produce, these efforts have no social benefit, and so
they represent a cost of inflation. They could be eliminated if inflation were
chosen so that the nominal interest rate and hence the opportunity cost
of holding money was zero. Since real interest rates are typically modestly
positive, this requires slight deflation.5

A second readily identifiable cost of inflation comes from the fact that
individual prices are not adjusted continuously. As a result, even steady
inflation causes variations in relative prices as different firms adjust their
prices at different times. These relative-price variations have no counterpart
in social costs and benefits, and so cause misallocations. Likewise, the re-
sources that firms devote to changing their prices to keep up with inflation
represent costs of inflation. Under natural assumptions about the distribu-
tion of relative-price shocks, spurious movements in relative prices and the
resources devoted to price adjustment are minimized with zero inflation.

The last cost of inflation that can be identified easily is that it distorts
the tax system (see, for example, Feldstein, 1997). In most countries, income

5 This argument is usually associated with Friedman (1969). However, it actually dates back
to Tolley (1957).
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from capital gains and interest, and deductions for interest expenses and de-
preciation, are computed in nominal terms. As a result, inflation can have
large effects on incentives for investment and saving. In the United States,
the net effect of inflation through these various channels is to raise the ef-
fective tax rate on capital income substantially. In addition, inflation can sig-
nificantly alter the relative attractiveness of different kinds of investment.
For example, since the services from owner-occupied housing are gener-
ally not taxed and the income generated by ordinary business capital is,
even without inflation the tax system encourages investment in owner-
occupied housing relative to business capital. The fact that mortgage inter-
est payments are deductible from income causes inflation to exacerbate this
distortion.

Unfortunately, none of these costs can explain the strong aversion to in-
flation among policymakers and the public. The shoe-leather costs associated
with more frequent conversions of interest-bearing assets into high-powered
money are surely small for almost all inflation rates observed in practice.
Even if the price level is doubling each month, money is losing value only
at a rate of a few percent per day. Thus even in this case individuals will not
incur extreme costs to reduce their money holdings. Similarly, because the
costs of price adjustment and indexation are almost certainly small, both
the costs of adjusting prices to keep up with inflation and the direct dis-
tortions caused by inflation-induced relative price variability are likely to
be small. Moreover, Nakamura, Steinsson, Sun, and Villar (2017) find that
relative-price variability that is unrelated to fundamentals appears to have
been no larger in the late 1970s, when inflation was close to 10 percent,
than it was in the decades after the Volcker disinflation brought inflation
down to much lower levels. These results suggest that this potential cost
of inflation is not important over the relevant range. Finally, although the
costs of inflation through tax distortions may be large, these costs are quite
specific and can be overcome through indexation of the tax system. Yet the
dislike of inflation seems much deeper.

Economists have therefore devoted considerable effort to investigating
whether inflation might have important costs through less straightforward
channels. Those costs could arise from steady, anticipated inflation, or from
a link between the level of inflation and its variability.

In the case of steady inflation, there are three leading candidates for
large costs of inflation. The first involves the inflation-induced relative-price
variability described above. Okun (1975) and Carlton (1982) argue infor-
mally that although this variability has only small effects in relatively
Walrasian markets, it can significantly disrupt markets where buyers and
sellers form long-term relationships. For example, it can make it harder for
potential customers to decide whether to enter a long-term relationship,
or for the parties to a long-term relationship to check the fairness of the
price they are trading at by comparing it with other prices. Formal mod-
els suggest that inflation can have complicated effects on market structure,
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long-term relationships, and efficiency (for example, Bénabou, 1992, and
Tommasi, 1994). This literature has not reached any consensus about the
effects of inflation, but it does suggest some ways that inflation may have
substantial costs.

Second, individuals and firms may have trouble accounting for inflation
(Modigliani and Cohn, 1979; Hall, 1984). Ten percent annual inflation causes
the price level to rise by a factor of 45 in 40 years; even 3 percent inflation
causes it to triple over that period. As a result, inflation can cause households
and firms, which typically do their financial planning in nominal terms, to
make large errors in saving for their retirement, in assessing the real burdens
of mortgages, or in making long-term investments.

Third, steady inflation may be costly not because of any real effects,
but simply because people dislike it. People relate to their economic en-
vironment in terms of dollar values. They may therefore find large changes
in dollar prices and wages disturbing even if the changes have no conse-
quences for their real incomes. In Okun’s (1975) analogy, a switch to a pol-
icy of reducing the length of the mile by a fixed amount each year might
have few effects on real decisions, but might nonetheless cause considerable
unhappiness. And indeed, Shiller (1997) reports survey evidence suggesting
that people intensely dislike inflation for reasons other than the economic
effects catalogued above. Since the ultimate goal of policy is presumably
the public’s well-being, such effects of inflation represent genuine costs.6

The other possible sources of large costs of inflation stem from its poten-
tial impact on inflation variability. Inflation is more variable and less pre-
dictable when it is higher (for example, Ball and Cecchetti, 1990). One way
this association could arise is through an effect of inflation on policy. When
inflation is low, there is a consensus that it should be kept low, and so infla-
tion is steady and predictable. When inflation is moderate or high, however,
there is disagreement about the importance of reducing it; indeed, the costs
of slightly greater inflation may appear small. As a result, inflation is variable
and difficult to predict.

If this argument is correct, the relationship between the mean and the
variance of inflation represents a true effect of the mean on the variance.
This implies three potentially important additional costs of inflation. First,
since many assets are denominated in nominal terms, unanticipated changes
in inflation redistribute wealth. Thus greater inflation variability increases
uncertainty and lowers welfare. Second, with debts denominated in nominal

6 Of course, it is also possible that the public’s aversion to steady inflation represents
neither some deep understanding of its effects that has eluded economists nor an intense
dislike of inflation for its own sake, but a misapprehension. For example, perhaps the public
perceives how inflation affects prices but not wages. Thus when it rises, individuals attribute
only the faster growth of prices to the increase, and so incorrectly conclude that the change
has reduced their standard of living. If this argument is correct, it is wrong to infer from the
public’s dislike of inflation that it in fact reduces their well-being.
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terms, increased uncertainty about inflation may make firms and individuals
reluctant to undertake investment projects, especially long-term ones.7 And
finally, highly variable inflation (or even high average inflation alone) can also
discourage long-term investment because firms and individuals view it as a
symptom of a government that is functioning badly, and that may therefore
resort to confiscatory taxation or other policies that are highly detrimental
to capital-holders.

Empirically, there is a negative association between inflation and invest-
ment, and between inflation and growth (for example, Bruno and Easterly,
1998). But we know little about whether these relationships are causal, and
it is not difficult to think of reasons that the associations might not repre-
sent true effects of inflation. As a result, this evidence is of limited value in
determining the costs of inflation.

Potential Benefits of Inflation

Although most discussions of inflation focus on its costs, it can also have ben-
efits. Two potential benefits are especially important. First, as Tobin (1972)
observes, inflation can ‘‘grease the wheels’’ of the labor market. That is, if
it is particularly hard for firms to cut nominal wages, real wages can make
needed adjustments to sector-specific shocks more rapidly when inflation
is higher. Empirically, we observe a substantial spike in the distribution of
nominal wage changes at zero and relatively few nominal wage cuts. Two
unsettled questions, however, are whether this results in substantial misal-
location and whether the resistance to nominal wage cuts depends strongly
on the average inflation rate.8

Second, as we will discuss in Section 12.7, a higher average rate of in-
flation makes it less likely that monetary policy will be constrained by the
zero lower bound on nominal interest rates. For example, if the financial
crisis that began in 2007 had taken place in an environment of higher av-
erage inflation, and thus higher nominal interest rates, central banks would
have had more room to cut rates. The resulting stimulus would almost cer-
tainly have mitigated the downturn, perhaps substantially (Williams, 2009).
More generally, higher average inflation will reduce the frequency with
which monetary policy hits the zero lower bound, and thereby contribute
to keeping output more stable (for example, Kiley and Roberts, 2017).

The bottom line is that research has not yet yielded any firm conclusions
about the costs and benefits of inflation and the optimal rate of inflation.

7 If these costs of inflation variability are large, however, there may be large incentives
for individuals and firms to write contracts in real rather than nominal terms, or to create
markets that allow them to insure against inflation risk. Thus a complete account of large
costs of inflation through these channels must explain the absence of these institutions.

8 For more on these issues, see Akerlof, Dickens, and Perry, 1996; Card and Hyslop, 1997;
Bewley, 1999; and Elsby, 2009.
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Thus economists and policymakers must rely on their judgment in weighing
the different considerations. Loosely speaking, they fall into two groups. One
group views inflation as pernicious, and believes that policy should focus on
eliminating inflation and pay virtually no attention to other considerations.
Members of this group generally believe that policy should aim for zero
inflation or moderate deflation. The other group concludes that extremely
low inflation is of little benefit, or perhaps even harmful, and believes that
policy should aim to keep average inflation low to moderate but should
keep other objectives in mind. The opinions of members of this group about
the level of inflation that policy should aim for generally range from a few
percent to close to about 5 percent.

What Should Stabilization Policy Try to Accomplish on the
Output Side?

We now turn to policymakers’ concerns about real output, unemployment,
and employment. It may seem obvious that policymakers should try to mit-
igate recessions and booms. In fact, however, the subject is considerably
more complicated.

One important consideration is that not all output fluctuations are unde-
sirable. Over the medium run, significant parts of output movements surely
reflect not aggregate demand shocks and sticky prices, but changes in the
growth rate of the economy’s productive capacity. There is no reason for
monetary and fiscal policy to try to prevent those movements. And even
shorter-run fluctuations may be due to changes in the terms of trade, tech-
nology, and other forces that would affect output under completely flexible
prices. Since Walrasian outcomes are Pareto efficient, it seems hard to make
a strong case that policymakers should try to prevent output movements
that would otherwise result from these forces.

The power of monetary policy comes from the fact that prices are not
completely flexible. It is therefore tempting to say that policy should try to
minimize departures of output from its flexible-price level. But this is not
quite right either: not all movements in the flexible-price level of output
are desirable. If an output movement is inefficient (for example, because of
changes in firms’ market power that result in changes in markups), monetary
policy can improve welfare by mitigating it. In short, the correct statement is
that policymakers should try to minimize fluctuations of output not around
its trend, nor around its flexible-price level, but around its Walrasian level.

A second important consideration is that it is not immediately obvious
that there are significant potential benefits to this type of stabilization. Be-
cause monetary policy can have a powerful effect on average inflation, the
potential benefits on the inflation side of conducting policy well rather than
badly are clearly large. But in many models, stabilization policy has little or
no influence on average output. Thus even though distortions presumably
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cause output to be systematically less than its Walrasian level, there may be
little scope for stabilization policy to raise welfare by increasing average out-
put. Its main potential welfare impact on the output side may be through
reducing the variance of the gap between Walrasian and actual output. And
it is not clear that this benefit is large.

To see this more formally, consider two baseline views of aggregate sup-
ply. The first is the Lucas supply curve,

yt = yn
t + b

(
πt − πe

t

) + ut , (12.10)

where yn denotes the flexible-price (or natural) level of output. The other
is the accelerationist Phillips curve,

πt = πt−1 + λ
(
yt − yn

t

) + vt. (12.11)

In addition, suppose that social welfare is a function of inflation and output,
and suppose for the moment that it is linear in output an assumption we
will return to shortly. Thus we have,

Wt = −c[y∗
t − yt ] − f (πt), c > 0. (12.12)

Here W gives the impact of output and inflation on welfare relative to the
Walrasian outcome, and y∗ is the Walrasian level of output. Assume f (•) sat-
isfies f ′′(•) > 0, limπ→−∞ f ′(•) = −∞, limπ→∞ f ′(•) = ∞, so that there is a
well-defined optimal rate of inflation and that letting inflation grow or fall
without bound is prohibitively costly.

Under either of these assumptions about aggregate supply, policy will
not affect average output. Expression (12.10) implies that yt − yn

t can differ
systematically from zero only if πt differs systematically from πe

t , which re-
quires systematically irrational expectations. And expression (12.11) implies
that yt − yn

t can differ systematically from zero only if inflation rises or falls
without bound, which we have assumed to be catastrophic. And with social
welfare linear in y, there is no benefit to reducing the variability of output.
Thus in this baseline case, regardless of how much policymakers care about
output (that is, regardless of c), policymakers should try to keep inflation as
close as possible to its optimal level and pay no attention to output.

Is There a Case for Stabilization Policy?

The preceding argument that stabilization policy can have few benefits
through its impact on output appears to have an obvious flaw. Individuals are
risk-averse, and aggregate fluctuations cause consumption to vary. Thus so-
cial welfare is clearly not linear in aggregate economic activity. In a famous
paper, however, Lucas (1987) shows that in a representative-agent setting,
the potential welfare gain from stabilizing consumption around its mean is
small. That is, he suggests that social welfare is not sufficiently nonlinear
in output for there to be a significant gain from stabilization. His argument
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is straightforward. Suppose utility takes the constant-relative-risk-aversion
form,

U (C ) = C1−θ

1 − θ
, θ > 0, (12.13)

where θ is the coefficient of relative risk aversion (see Section 2.1). Since
U ′′(C ) = −θC−θ−1, a second-order Taylor expansion of U (•) around the mean
of consumption implies

E [U (C )] � C 1−θ

1 − θ
− θ

2
C−θ −1σ 2

C , (12.14)

where C and σ 2
C are the mean and variance of consumption. Thus eliminat-

ing consumption variability would raise expected utility by approximately
(θ/2)C−θ−1σ 2

C . Similarly, doubling consumption variability would lower wel-
fare by approximately that amount.

To translate this into units that can be interpreted, note that the marginal
utility of consumption at C is C−θ . Thus setting σ 2

C to zero would raise
expected utility by approximately as much as would raising average con-

sumption by (θ/2)C−θ−1σ 2
C/C−θ= (θ/2)C−1σ 2

C . As a fraction of average

consumption, this equals (θ/2)C−1σ 2
C/C , or (θ/2)(σC/C )2.

Lucas argues that a generous estimate of the standard deviation of con-
sumption due to short-run fluctuations is 1.5 percent of its mean, and that
a generous estimate of the coefficient of relative risk aversion is 5. Thus, he
concludes, an optimistic figure for the maximum possible welfare gain from
more successful stabilization policy is equivalent to (5/2)(0.015)2, or 0.06
percent, of average consumption a very small amount.

This analysis assumes that there is a representative agent. But actual
recessions do not reduce everyone’s consumption by a small amount; in-
stead, they reduce the consumption of a small fraction of the population by
a large amount. Atkeson and Phelan (1994) show, however, that account-
ing for the dispersion of consumption decreases rather than increases the
potential gain from stabilization. Indeed, in the extreme their analysis sug-
gests that there could be no gain at all from stabilizing output. Suppose that
individuals have one level of consumption, CE , when they are employed,
and another level, CU , when they are unemployed, and suppose that CE

and CU do not depend on the state of the economy. In this case, social wel-
fare is linear in aggregate consumption: average utility from consumption
is uU (CU ) + (1 − u)U (CE ), where u is the fraction of individuals who are
unemployed. Since CU and CE are constant by assumption, changes in ag-
gregate consumption take the form of changes in u , which affect average
utility linearly. Intuitively, in this case stabilizing unemployment around its
mean has no effect on the variance of individuals’ consumption; individuals
have consumption CE fraction 1 − E [u ] of the time, and CU fraction E [u ]
of the time.
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This analysis suggests that stabilization policy has only modest potential
benefits. If this is right, episodes like Great Depression and the financial crisis
that began in 2007 are counterbalanced by periods of above-normal output
with roughly offsetting welfare benefits. Thus, while we surely would have
preferred a smoother path of output, the overall costs of departing from that
path are small.

Although this analysis identifies conditions under which the potential
benefits of stabilization policy are small, these conditions are almost cer-
tainly not the most relevant ones in practice. There are four main reasons
for concern three whose importance is uncertain, and a fourth that appears
crucial.

The first two issues involve asymmetries in the welfare effects of reces-
sions and booms. First, individuals might be much more risk-averse than
Lucas’s calculation assumes. Recall from Section 8.5 that stocks earn much
higher average returns than bonds. One candidate explanation is that indi-
viduals dislike risk so much that they require a substantial premium to
accept the moderate risk of holding stocks (for example, Campbell and
Cochrane, 1999). If this is right, the welfare costs of the variability asso-
ciated with short-run fluctuations could be large.

Second, stabilization policy might have substantial benefits not by stabi-
lizing consumption, but by stabilizing hours of work. Hours are much more
cyclically variable than consumption; and if labor supply is relatively inelas-
tic, utility may be much more sharply curved in hours than in consumption.
Ball and D. Romer (1990) find that as a result, it is possible that the cost of
fluctuations through variability of hours is substantial. Intuitively, the util-
ity benefit of the additional leisure during periods of below-normal output
may not nearly offset the utility cost of the reduced consumption, whereas
the disutility from the additional hours during booms may nearly offset the
benefit of the higher consumption.

The third issue has to do with investment and the path of the econo-
my’s flexible-price level of output. A common informal view is that macro-
economic stability promotes investment of all types, from conventional
physical-capital investment to research and development. If so, stabilization
policy could raise income substantially over the long run.9

Finally, and critically, our earlier analysis hinges on the assumption that
inflation dynamics are reasonably well captured by the Lucas supply curve,
(12.10), or the accelerationist Phillips curve (12.11) (or some combination
of the two). But this assumption may be very far off. Theoretically, we have
seen numerous models of price-setting and inflation, many of which dif-
fer greatly from (12.10) and (12.11). Empirically, periods of below-normal

9 Attempts to formalize this argument must confront two difficulties: the net effect of
uncertainty on investment is complicated and not necessarily negative, and the risk that indi-
vidual firms and entrepreneurs face from aggregate economic fluctuations is small compared
with the risk they face from other sources.
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output do not appear to be roughly counterbalanced by comparable peri-
ods of above-normal output. For example, in the Great Depression, inflation
returned to positive levels long before output returned to normal. And in
the Great Recession, inflation fell little. Thus in both cases, the behavior
of inflation did not leave policymakers in a position to pursue offsetting
periods of vastly above-normal output with low inflation.

These arguments suggest there is probably an important role for stabi-
lization policy after all. If successful stabilization policy can prevent a Great
Depression or a Great Recession with little cost in terms of lower utility or
lower output at other times, its benefits are clearly very large.

Concluding Comments

This discussion shows that our understanding of the costs of inflation and
of output fluctuations is very limited. We know relatively little about such
basic issues as what the main costs of inflation are, what level of inflation is
best to aim for, and how large the benefits of stabilizing output are. It is not
feasible to wait until these issues are resolved before addressing questions
concerning how stabilization policy should be conducted: those questions
arise continually, and policymakers have no choice but to make decisions
about them. The standard approach in modeling stabilization policy is there-
fore to tentatively assume that we understand the appropriate objective
function. Typically it is assumed to be a simple function of a small number
of variables, such as inflation and output. With regard to inflation, the most
common approach is to assume that the optimal rate of inflation is zero (on
the grounds that this is where distortionary relative-price movements and
the costs of price adjustment are minimized), and that the costs of departing
from this level are quadratic. With regard to output, the most common ap-
proach is to assume quadratic costs of departures from the Walrasian level.
But it is important to remember that these assumptions are only shortcuts,
and that our understanding of how policy should be conducted is likely
to change substantially as our understanding of the microeconomic founda-
tions of the goals of policy evolves.

12.4 Optimal Monetary Policy in a Simple
Backward-Looking Model

We now turn from general discussions of what the goals of stabilization
policy should be to models that yield precise statements concerning how
policy should be conducted. This section considers a natural baseline model
where private behavior is backward-looking, and Section 12.5 considers a
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baseline model where private behavior is forward-looking. In both models,
in keeping with the comments at the end of the previous section, policy-
makers’ objective function is assumed rather than derived. Thus the models
are only illustrative. Nonetheless, they show how one can derive prescrip-
tions about policy from formal models and show the types of considerations
that govern optimal policy.

Assumptions

The model is a variant of the model considered by Svensson (1997) and Ball
(1999b). The economy is described by two equations, one characterizing
aggregate demand and the other characterizing aggregate supply. In the
spirit of traditional Keynesian models, the model omits any forward-looking
elements of private behavior. This makes it comparatively transparent and
easy to solve. The main difference from textbook Keynesian formulations
is the inclusion of lags. The aggregate-demand equation states that output
depends negatively on the previous period’s real interest rate. The aggregate-
supply equation states that the change in inflation depends positively on
the previous period’s output. Because of this lag structure, a change in the
real interest rate has no effect on output until the following period and no
effect on inflation until the period after that. This captures the conventional
wisdom that policy works with a lag and that it affects output more rapidly
than it affects inflation. In addition, there are disturbances to both aggregate
demand and aggregate supply.

Specifically, let yn
t and y∗

t denote the economy’s flexible-price and
Walrasian levels of output, both in logs; the rest of the notation is standard.
Then the model is

yt = −ηrt−1 + uIS
t , η > 0, (12.15)

πt = πt−1 + α
(
yt−1 − yn

t−1

)
, α > 0, (12.16)

uIS
t = ρISu

IS
t−1 + εIS

t , −1 < ρIS < 1, (12.17)

yn
t = ρY yn

t−1 + εY
t , 0 < ρY < 1, (12.18)

y∗
t − yn

t = �, � ≥ 0. (12.19)

The first equation is a traditional IS curve, with the constant term normal-
ized to zero for convenience and with a lagged response to the interest rate.
Here rt−1 is the real interest rate, i t−1 − Et−1[πt ]. The second equation is an
accelerationist Phillips curve, with the change in inflation determined by
the gap between the actual and flexible-price levels of output. The next two
equations describe the behavior of the two driving processes shocks to the
IS curve and to the flexible-price level of output. εIS and εY are assumed to



Romer-3931312--That book January 11, 2018 10:58 598

598 Chapter 12 MONETARY POLICY

be independent white-noise processes.10 The final equation states that there
may be a constant gap between the Walrasian and flexible-price levels of
output.

The central bank chooses rt after observing uIS
t and yn

t . It dislikes both
departures of output from the Walrasian level and departures of inflation
from its preferred level. Specifically, it minimizes E [(y − y∗)2] + λE [π2],
where λ is a positive parameter showing the relative weight it puts on
inflation and where the most preferred level of inflation is normalized to
zero for simplicity. Without loss of generality, the analysis considers only
rules for the real interest rate that are linear in variables describing the state
of the economy.11

Analyzing the Model

The first step in solving the model is to define the output gap, ~y, as y − yn,
and to rewrite (12.15) and (12.16) as

~yt = −ηrt−1 + uIS
t − yn

t , (12.20)

πt = πt−1 + α~yt−1. (12.21)

The second step is to note that the central bank’s choice of rt has no impact
on ~yt , πt , or πt +1. Its first impact is on ~yt +1, and it is only through ~yt +1 that
it affects inflation and output in subsequent periods. Thus one can think of
policy as a rule not for rt , but for the expectation as of period t of ~y in period
t + 1. That is, for the moment we will think of the central bank as choosing
−ηrt + ρISu

IS
t − ρY yn

t = Et [
~yt +1] (see [12.20] applied to period t + 1).

Now note that the paths of inflation and output beginning in period t+1
are determined by Et [

~yt +1] (which is determined by the central bank’s pol-
icy in t ), πt +1 (which is known at t and is unaffected by the central bank’s
actions in period t ), and future shocks. Because of this, the optimal policy
will make Et [

~yt+1] a function of πt +1. Further, the aggregate supply equa-
tion, (12.21), implies that the average value of ~y must be zero for inflation
to be bounded. Thus it is reasonable to guess (and one can show formally)
that when πt +1 is zero, the central bank sets Et [

~yt +1] to zero. Given the
assumption of linearity, this means that the optimal policy takes the form

Et
~yt +1 = −qπt +1, (12.22)

where the value of q is to be determined.

10 Adding an επ
t term to (12.16) as a third type of shock has no effect on the messages of

the model. See Problem 12.7.
11 A more formal approach is not to assume linearity and to assume that the central bank

minimizes the expected discounted sum of terms of the form (yt − y∗)2 + λπ2
t , and to let the

discount rate approach zero. As Svensson shows, this approach yields the rule derived below.
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To find q, we need to find E [(y − y∗)2] + λE [π2] as a function of q .
To do this, note that equation (12.20) implies

~yt = Et−1
~yt + εIS

t − εY
t

= −qπt + εIS
t − εY

t ,
(12.23)

where the second line uses (12.22) lagged one period. Equation (12.21)
therefore implies

πt+1 = πt + α~yt

= (1 − αq )πt + αεIS
t − αεY

t .
(12.24)

Given the linear structure of the model and the assumption of i.i.d. dis-
turbances, in the long run the distribution of πt will be constant over time
and independent of the economy’s initial conditions. That is, in the long run
E [πt

2] and E [π2
t +1] are equal. We can therefore solve (12.24) for E [π2]. This

yields

E [π2] = α2

1 − (1 − αq )2

(
σ2

Y + σ2
IS

)

= α2

αq (2 − αq )

(
σ2

Y + σ2
IS

)
,

(12.25)

where σ2
Y and σ2

IS are the variances of εY and εIS .
To find E [(y − y∗)2], first note that y − y∗ equals ( y − yn) − ( y∗ − yn),

which (by the definition of ~y and [12.19]) equals ~y − �. We can therefore
use (12.23) to obtain:

E [(y − y∗)2] = �2 + q2E [π2] + σ2
Y + σ2

IS . (12.26)

Finding the optimal q is now just a matter of algebra. Expressions (12.25)
and (12.26) tell us the value of the central bank’s loss function, E [(y−y∗)2] +
λE [π2], as a function of q. The first-order condition for q turns out to be a
quadratic. One of the solutions is negative. Since a negative q causes the
variances of y and π to be infinite, we can rule out this solution. The re-
maining solution is

q∗ = −λα + √
α2λ2 + 4λ

2
. (12.27)

Discussion

The central bank’s policy is described by Et [
~yt+1] = −q∗πt+1 (see [12.22]). To

interpret expression (12.27) for q∗, it is helpful to consider its implications
for how q∗ varies with λ, the weight the central bank places on inflation
stabilization. (12.27) implies that as λ approaches zero, q∗ approaches
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zero: the central bank always conducts policy so that Et [
~yt +1] is zero. Thus

output is white noise around zero. The aggregate supply equation, (12.16),
then implies that inflation is a random walk.

Equation (12.27) implies that as λ rises, q∗ rises: as the central bank places
more weight on inflation stabilization, it induces departures of output from
its natural rate to bring inflation back to its optimal level after a departure.
One can show that as λ approaches infinity, q∗ approaches 1/α. This corre-
sponds to a policy of bringing inflation back to zero as rapidly as possible
after a shock. With q∗ equal to 1/α, Et [

~yt +1] equals −(1/α)πt +1. The aggre-
gate supply equation, (12.16), then implies that Et [πt +2] equals zero. Note
that as λ approaches infinity, the variance of output does not approach in-
finity (see [12.26] with q = 1/α): even if the central bank cares only about
inflation, it wants to keep output close to its natural rate to prevent large
movements in inflation.

As, Svensson and Ball point out, the optimal policy can be interpreted as
a type of inflation targeting. To see this, note that equation (12.24) applied
to πt+2 implies that Et [πt +2] equals (1 − αq )πt +1. Since q is between 0 and
1/α, 1 − αq is between 0 and 1. Thus the class of optimal policies consists
of rules for the behavior of expected inflation of the form

Et [πt +2] = φπt +1, (12.28)

with φ between 0 and 1. Thus all optimal policies can be described in terms
of a rule purely for the expected behavior of inflation. In the extreme case
of λ = ∞ (that is, a central bank that cares only about inflation), q equals
1/α, and so φ equals 0. In this case, Et [πt +2] is always 0: the central bank

always tries to achieve its inflation target as quickly as possible.12 A central
bank behaving this way is said to be a strict inflation targeter.

For all finite, strictly positive values of λ, φ is strictly between 0 and 1, and
policies take the form of flexible inflation targeting. Specifically, the optimal
policies take the form of trying to bring inflation back to the most preferred
level (which we have normalized to zero) after a disturbance has pushed it
away. Where the policies differ is in the speed that they do this with: the
more the central bank cares about inflation (that is, the greater is λ), the
faster it undoes changes in inflation (that is, the lower is φ).

To see what the central bank’s policy rule implies concerning interest
rates, start by defining the natural rate of interest, r n

t , to be the interest
rate that causes output to equal its flexible-price level. Specifically, since
rt affects yt+1, r n

t is the value of rt that yields yt+1 = yn
t +1. From (12.15)

or (12.20), this interest rate is given by

rn
t = −1

η

(
yn

t +1 − uIS
t+1

)
. (12.29)

12 Recall that the central bank’s actions in t do not affect πt or πt +1.
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With this definition, we can rewrite (12.20) as

~yt = −η
(
rt−1 − r n

t−1

)
. (12.30)

It follows that

Et [
~yt +1] = −η

(
rt − Et

[
r n
t

])
. (12.31)

(The reason that Et

[
rn
t

]
rather than rn

t appears in this expression is that rn
t

depends on uIS
t+1 and yn

t +1, which are not known at t.) Now recall that the
central bank chooses rt so that Et [

~yt +1] equals −qπt+1, and that πt+1 equals
πt + α~yt . Substituting these facts into (12.31) gives us

−q [πt + α~yt ] = −η
(
rt − Et

[
rn
t

])
, (12.32)

or

rt = Et

[
r n
t

] + q

η
πt + αq

η
~yt. (12.33)

Thus optimal policy can be described as an interest-rate rule: the central bank
sets the real interest rate equal to its estimate of the equilibrium or natural
real rate plus a linear function of output and inflation.

This analysis implies that not all interest-rate rules are optimal. In particu-
lar, equation (12.33) places four restrictions on the rule (other than linearity,
which follows naturally from the linearity of the model and the quadratic
objective function). First, the real interest rate should be adjusted one-for-
one with fluctuations in the equilibrium real rate. Since fluctuations in ac-
tual output relative to its equilibrium level are undesirable in their own
right and lead to changes in inflation, the central bank wants to avoid them.
Second, since q∗ ranges from zero to 1/α as λ ranges from zero to infinity,
the coefficient on inflation must be between zero and 1/αη and the coef-
ficient on the output gap must be between zero and 1/η. The reason the
coefficients cannot be negative is that it cannot make sense to exacerbate
fluctuations in inflation. The reason they cannot be too large is that there
is a cost but no benefit to responding to fluctuations so aggressively that
Et [πt +2] has the opposite sign from πt +1.

The final restriction that (12.33) places on the interest-rate rule is a re-
lation between the two coefficients. Specifically, (12.33) implies that the
coefficient on y equals α times the coefficient on π. Thus when the coeffi-
cient on π is higher, the coefficient on y must be higher. The intuition is that
if, for example, the central bank cares a great deal about inflation, it should
respond aggressively to movements in both output and inflation to keep
inflation under control; responding to one but not the other is inefficient.
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12.5 Optimal Monetary Policy in a Simple
Forward-Looking Model

The model of Section 12.4 is very traditional: the demand for goods depends
on the lagged real interest rate, with no role for expectations about future
income, and inflation depends on lagged inflation and the lagged output gap,
with no role for expected inflation. Expectations matter only through the
impact of expected inflation on the nominal interest rate the central bank
must choose to achieve a given real rate. Although the model yields valuable
insights, it is important to ask what happens if we introduce forward-looking
elements into the demand for goods and the dynamics of inflation. In this
section, we therefore go to the opposite extreme from the model of the pre-
vious section and consider a model that is almost entirely forward-looking.
As we will see, this changes our earlier conclusions dramatically and raises
important new issues.

Assumptions

The two key equations of the model are the new Keynesian IS curve and
the new Keynesian Phillips curve of the canonical three-equation new
Keynesian model we examined in Section 7.8. Specifically, we assume

yt = Et [yt+1] − 1

θ
(i t − Et [πt+1] ) + uIS

t , θ > 0, (12.34)

πt = βEt [πt+1] + κ
(
yt − yn

t

)
, 0 < β < 1, κ > 0 (12.35)

(see [7.84] and [7.85]). As in the previous section, yn is the flexible-price level
of output. And as in that section, the behavior of the driving processes is
given by uIS

t = ρISu
IS
t−1 + ε IS

t , yn
t = ρYyn

t−1 + εY
t , where ρI S and ρY are between

−1 and 1 and where ε IS and εY are independent, white-noise processes (see
[12.17] and [12.18]).

For the moment, we assume that the central bank’s goal on the output
side is to minimize departures of output from its flexible-price level, yn ,
rather than from its Walrasian level, y∗. Below we discuss what happens if
its goal is to minimize departures of output from its Walrasian level. On the
inflation side, we again assume it wants to minimize departures of inflation
from its optimal level, which we normalize to zero as before.

The ‘‘Divine Coincidence’’

The structure of the model and our assumptions about the central bank’s
objective function imply that optimal policy takes a simple form. The new
Keynesian Phillips curve implies that for πt to differ from zero, either Et [πt+1]
or yt − yn

t (or both) must differ from zero. But this means that there is no
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conflict between output stabilization and inflation stabilization: if the cen-
tral bank does its best to keep yt − yn

t and Et [πt+1] equal to zero, it will be
doing as well as possible at keeping πt equal to zero.

To see this more formally, suppose the central bank conducts policy so
that Et [πt+1] = 0. Then (12.34) and (12.35) become

yt = Et [yt+1] − 1

θ
i t + uIS

t , (12.36)

πt = κ
(
yt − yn

t

)
. (12.37)

If the central bank chooses i t so that yt = yn
t , it achieves not only its output

objective, but (by [12.37]) its inflation objective as well. This result, which
is due to Goodfriend and King (1997), is referred to by Blanchard and Galí
(2007) as the divine coincidence.

To see the intuition behind the divine coincidence, consider a rise in yn
t .

This could be the result of a favorable technology shock, for example. The
shock naturally makes firms want to produce more at a given level of prices.
Thus if the central bank takes no action to change inflation, actual output
rises along with the flexible-price level of output, just as the central bank
wants.

Another way to describe the intuition is to say that it stems from the lack
of backward-looking behavior in price-setting. If some disturbance were to
push the economy away from its flexible-price equilibrium, there would be
no force keeping it away. As a result, there would be no need for the central
bank to manipulate inflation (or expected inflation) to move the economy
back to the flexible-price equilibrium.

Implementing the Optimal Policy

This discussion makes it seem that carrying out optimal policy is trivial. The
central bank wants to achieve y = yn and π = 0 each period; it therefore
wants (12.34) to hold with yt = yn

t , Et [yt+1] = Et [y
n
t+1], and Et [πt+1] = 0.

Imposing these conditions on (12.34) and solving for i t yields

i t = θ
{(

Et

[
yn

t+1

]
− yn

t

)
+ uIS

t

}
= rn

t .
(12.38)

As in the model of Section 12.4, rn , the economy’s natural rate of interest, is
the real interest rate that would prevail with flexible prices. Here it is given
by the expression in (12.38). Thus the policy prescription is that the central
bank should set the nominal interest rate equal to the natural interest rate.13

13 The model, like the previous one, neglects the fact that the nominal interest rate cannot
be negative; this constraint is discussed in the next section. Taken literally, the model implies
that the nominal rate fluctuates symmetrically around zero, which suggests that the con-
straint is very important. With a positive inflation target and positive average output growth,
however, the mean nominal rate would be positive.
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Unfortunately, as emphasized by Clarida, Galí, and Gertler (2000) and Galí
(2015, Section 4.3), things are not so simple. Recall from Section 6.4 that
forward-looking models are prone to sunspot equilibria that is, to equilib-
ria with self-fulfilling beliefs. This problem arises if the central bank follows
(12.38). Although the desired outcome of πt = 0 and yt = yn

t for all t is one
equilibrium, there are also equilibria with spontaneous, self-fulfilling depar-
tures of actual and expected inflation from zero. Specifically, suppose infla-
tion and output jump up and that agents expect them to return gradually to
normal. With the nominal interest rate equal to the natural interest rate, the
increase in expected inflation lowers the real rate. This means that declining
output is needed for the new Keynesian IS equation to be satisfied, which
is what we assumed. And with inflation above expected inflation, the new
Keynesian Phillips curve requires above-normal output, which is also what
we assumed. As a result, for an appropriate speed of return to normal and
an appropriate relationship between the output and inflation movements,
the beliefs can be self-fulfilling.

The way for the central bank to avoid this problem that has received the
most attention is for it to follow an interest-rate rule that coincides with
(12.38) when Et [πt+1] = 0 and Et [yt+1] = Et [y

n
t+1], but that differs in other

cases in a way that eliminates the sunspot equilibria. Since it is Et [πt+1]
and Et [yt+1] that affect behavior, a natural way to do this is to make the
interest rate a function of those two variables. Specifically, define ~y≡ y− yn

as before, and consider a rule of the form

i t = r n
t + φπ Et [πt+1] + φy(Et [

~yt+1] ) (12.39)

(see [7.86]). When Et [πt+1] = 0 and Et [
~yt+1] = 0, this rule immediately sim-

plifies to (12.38). To see intuitively how appropriate coefficient values can
rule out sunspot equilibria, suppose that φy = 0 and that φπ is greater than
one. Then a self-fulfilling rise in inflation would require a rise in the real in-
terest rate, and so require households to expect y to be rising over time for
the new Keynesian IS equation to be satisfied. But this means that we can-
not have the type of self-fulfilling expectations that can occur when the
central just sets i t = rn

t . In other words, the threat to raise the interest rate
in response to increases in expected inflation prevents any increases from
occurring, and so never needs to be carried out.

We touched on the issue of when there can and cannot be self-fulfilling
equilibria in models like this one in Section 6.4. To understand the issue
more formally, suppose for a moment that we have a model with a single
variable, xt , that takes the form

xt = AEt xt+1, (12.40)

and that the possible values of x are bounded. One solution of (12.40) is
simply xt = 0 for all t. Under what conditions is this the only solution?
For a spontaneous change in x in period t to some x 	= 0 to be consistent
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with (12.40), we would need x = AEt xt+1, which in turn would require
Et xt+1 = AEtxt+2 and so on. Thus we would need Etxt+1 = x/A, Etxt+2 =
x/A2, and so on. If |A| < 1, this requires that agents expect x to explode,
which cannot occur. If |A| ≥ 1, on the other hand, such expectations are
possible. Thus in this simple example, the condition to rule out sunspot
equilibria is that |A| be less than 1.

In the case where x is a vector rather than a single variable, the condition
is analogous: multiple equilibria are ruled out if the eigenvalues of the matrix
relating xt and Etxt+1 are less than 1 in absolute value, or inside the unit

circle.14

To see how this works in practice, assume that there are no shocks, and
consider again the interest-rate rule in (12.39) with φy = 0. Substituting this
rule (and the fact that r n

t = 0 for all t in the absence of shocks) into (12.34)
and (12.35) allows us to rewrite the system as

[
~yt

πt

]
= A

[
Et

~yt+1

Etπt+1

]
, A =

⎡
⎣1

1−φπ

θ

κ β + κ
1−φπ

θ

⎤
⎦. (12.41)

The eigenvalues of A are given by

γ = 1 + β + α ± √
(1 + β + α)2 − 4β

2
, (12.42)

where α ≡ κ (1 − φπ )/θ . When φπ ≤ 1, the positive solution is greater than
or equal to 1, and so the system has multiple equilibria. When the value of
φπ becomes larger than 1, multiple equilibria are ruled out. One can also
show that for sufficiently large values of φπ , multiple equilibria reappear.
Specifically, when κ(1−φπ )/θ < −2(1+β), the negative solution of (12.42)
is less than −1, and so there can be self-fulfilling oscillatory fluctuations in
inflation and output. As Galí (2015, Section 4.3.1.3) explains, however, for
reasonable values of the other parameters, the value of φπ needed for this
to occur is extremely high.

An obvious variation on (12.39) is for the central bank to adopt a rule
that responds to the current values of inflation and the output gap:

i t = r n
t + φππt + φy

~yt. (12.43)

Again, for appropriate choices of coefficient values, the rule eliminates
sunspot equilibria, and so actual interest rates never depart from the sim-
ple rule i t = rn

t . When φy = 0, for example, this occurs when φπ > 1 (Galí,
Section 4.3.1.2).

14 The name comes from the fact that values less than 1 in absolute value are inside the
circle of radius 1 centered at the origin of the complex plane.
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Breaking the Divine Coincidence

The finding that there is no tradeoff between the central bank’s inflation
and output objectives is surprising and runs counter to the beliefs of most
central bankers. Why might there not be a divine coincidence in practice?
One possibility is that the backward-looking considerations that lead to a
tradeoff in the model of Section 12.4 are important. But the divine coinci-
dence can also fail in models that are purely forward-looking.

One reason that there might not be a coincidence between the two objec-
tives that has attracted considerable attention is the possibility of variation
over time in the gap between optimal and flexible-price output. Recall that
so far in this section, we have assumed that on the output side, the central
bank’s goal is to keep actual output, y, as close as possible to flexible-price
output, yn. But recall also that the discussion in Section 12.3 suggests that
the appropriate goal is to keep output as close as possible to Walrasian
output, y∗.

Introducing the possibility of gaps between yn and y∗ raises several
issues. To begin with, because of market imperfections and distortionary
taxes, y∗ is almost surely larger than yn. This creates an incentive for policy-
makers to choose an average level of inflation above their most preferred
level of zero. Recall the new Keynesian Phillips curve: πt = βEt [πt+1] +
κ(yt − yn

t ). Since β is less than 1, this relationship implies a long-run output-
inflation tradeoff. If inflation is steady at some level π, y − yn is steady at
(1 − β)π . Thus by choosing an average inflation rate that is positive, pol-
icymakers can raise average output, and so bring it closer to the socially
optimal level.

This discussion shows that if the central bank makes a one-time choice
of average inflation, it has an incentive to choose a rate greater than zero.
If it chooses policy each period, there is another complication. The central
bank would like to achieve output above yn and zero inflation. The new
Keynesian Phillips curve implies that if it could somehow induce agents to
expect negative inflation and then surprise them by producing zero infla-
tion, it could achieve both objectives. The central bank cannot consistently
do this, since this would require that agents be systematically fooled. But
the fact that the inflation rate the central bank would like agents to expect
differs from the rate it would like to deliver after expectations are formed
means that there is dynamic inconsistency in optimal monetary policy. This
dynamic inconsistency is the subject of Section 12.8.

Neither of these complications affects our original motive for introducing
the possibility of gaps between y∗ and yn , which was to break the divine
coincidence in how policy should respond to shocks. To focus solely on
that issue, suppose that y∗ − yn is subject to white-noise disturbances but
has a mean of zero. This assumption eliminates the central bank’s desire to
pursue systematic inflation.

To check whether the divine coincidence holds in this environment, re-
call that when the central bank conducts policy so that Et [πt+1] = 0 and
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Et [yt+1] = Et [y
n
t+1] = Et [y

∗
t ], we have yt = Et [y

n
t+1]−(i t/θ )+uIS

t , πt = κ(yt−yn
t )

(see [12.34] [12.35]). To achieve its output objective, the central bank should
choose i t so that the first expression holds with yt = y∗

t . But to achieve its
inflation objective, it should choose i t so that yt = yn

t . Thus there is a conflict
between the two objectives the divine coincidence fails.

In characterizing the exact form that optimal policy takes, the issue of
dynamic inconsistency arises again, even though y∗ − yn is on average zero.
Suppose y∗ − yn is temporarily high, so the central bank is especially in-
terested in raising output. One approach would be for it to keep Et [πt+1]
equal to zero but allow yt to exceed yn

t , and so come closer to its output
objective at some cost to its inflation objective. But potentially even bet-
ter would be to persuade private agents to expect πt+1 to be negative. For
an appropriate value of Et [πt+1], the central bank could achieve both its
objectives perfectly in period t. When period t + 1 arrived, however, the
central bank would not want to actually produce a negative value of πt+1,
since at that point this would have no benefit. That is, its policy is again not
dynamically consistent.

This discussion shows that even in this very simple model, optimal policy
once the divine coincidence fails is complicated. The usual approach at
this point is to assume that the central bank can commit to a rule for its
policy choices, so that trying to depart systematically from what it has led
agents to expect is not feasible. Even then, however, additional issues arise.
These issues, along with other reasons for the divine coincidence to fail, are
discussed by Clarida, Galí, and Gertler (1999); Woodford (2003, Chapters
7 8); Blanchard and Galí (2007); and Galí (2015, Chapter 5).

12.6 Some Additional Issues Concerning
Interest-Rate Rules

Interest-Rate Rules versus Money-Stock Rules

Many traditional prescriptions for monetary policy focus on the money
stock. For example, Friedman (1960) and others famously argue that the
central bank should follow a k-percent rule. That is, they argue that mone-
tary policymakers should aim to keep the money stock growing steadily at
an annual rate of k percent (where k is some small number, such as 2 or 3),
and otherwise forgo attempts to stabilize the economy.

Rules for the money stock have considerable appeal. As we saw in Sec-
tion 12.1, money growth is a critical determinant of inflation in the long run,
and it is by adjusting the money supply that the central bank changes in-
terest rates. But despite many economists’ impassioned advocacy of money-
stock rules, central banks have only rarely given the behavior of the money
stock more than a minor role in policy. The measures of the money stock
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that the central bank can control tightly, such as high-powered money, are
not closely linked to aggregate demand. And the measures of the money
stock that are sometimes closely linked with aggregate demand, such as
M2, are difficult for the central bank to control. Further, in many coun-
tries the relationship between all measures of the money stock and aggre-
gate demand has broken down in recent decades, weakening the case for
money-stock rules even more.

Because of these difficulties, modern central banks almost never conduct
policy by trying to achieve some target growth rate for the money stock.
Instead, their normal policies focus on adjusting the short-term nominal in-
terest rate in response to various disturbances. (In the background, of course,
what allows them to do this is their control over the money supply.) This
is the approach we took in the previous two sections: although the policies
we considered there could be described in terms of their implications for
the money supply, we focused on their implications for interest rates.

A key fact about conducting policy in terms of interest rates is that
interest-rate policies, in contrast to money-supply policies, cannot be pas-
sive. Suppose, for example, the central bank keeps the nominal interest rate
constant. With backward-looking behavior, this leads to instability. A dis-
turbance to aggregate demand that pushes output above its natural rate
causes inflation to rise. With the nominal interest rate fixed, this reduces
the real interest rate, which raises output further, which causes inflation to
rise even faster, and so on (Friedman, 1968). And as we discussed in the
previous section, when behavior is forward-looking, not adjusting the nom-
inal interest rate in response to macroeconomic developments leads to the
possibility of sunspot equilibria.

Taylor (1993) and Bryant, Hooper, and Mann (1993) therefore argue that
we should think about the conduct of monetary policy in terms of rules for
the short-term nominal interest rate. That is, we should neither think of the
central bank as choosing a path for the nominal rate that is unresponsive
to economic conditions (which leads to instability or indeterminacy), nor
think of it as adjusting the nominal rate on an ad hoc basis (which does
not give us a way of analyzing its behavior or agents’ expectations). Instead,
we should think of the central bank as following a policy of adjusting the
nominal rate in a predictable way to economic developments. Although
no rule will fully capture what any central bank does, interest-rate rules
may provide a reasonable approximation to actual central bank behavior
and can be analyzed formally. This is the approach we took in the previous
sections.

Probably the most famous interest-rate rule is the one proposed by
Taylor. His rule has two elements. The first is for the nominal interest rate
to rise more than one-for-one with inflation, so that the real rate increases
when inflation rises. The second is for the interest rate to rise when output
is above normal and fall when output is below normal. Taylor’s proposed
rule is linear in inflation and in the percentage departure of output from its
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natural rate. That is, his rule takes the form

i t = a + φππt + φy

(
ln Yt − ln Y n

t

)
, φπ > 0, φy > 0. (12.44)

If we let r n
t denote the real interest rate that prevails when Yt = Y n

t and if
we assume that it is constant over time, (12.44) is equivalent to

i t = rn + φπ (πt − π∗) + φy

(
ln Yt − ln Y n

t

)
, (12.45)

where π∗≡ (rn −a)/φπ . This way of presenting the rule says that the central
bank should raise the real interest rate above its long-run equilibrium level
in response to inflation exceeding its target and to output exceeding its
natural rate. Interest-rate rules of the form in (12.44) and (12.45) are known
as Taylor rules.

Taylor argues that a rule such as (12.45) with φπ = 1.5, φy = 0.5, and r n =
π∗ = 2% provides a good description of U.S. monetary policy in the period
after the Federal Reserve shifted to a clear policy of trying to adjust interest
rates to keep inflation low and the economy fairly stable. Specifically, the
interest rate predicted by the rule tracks the actual interest rate well starting
around 1985 and ending when the short-term nominal interest rate hit zero
in late 2008. He also argues that this rule with these parameter values is
likely to lead to relatively good macroeconomic outcomes.

Some Issues in the Design of Interest-Rate Rules

Recent research has devoted a great deal of attention to trying to construct
interest-rate rules that are likely to produce desirable outcomes. Central
banks show little interest in actually committing themselves to a rule, or
even in mechanically following the dictates of a rule. Thus research in this
area has focused on the question of whether there are prescriptions for how
interest rates should be adjusted that can provide valuable guidelines for
policymakers.

This research for the most part presumes that central banks can commit to
following an interest-rate rule even if they would sometimes want to depart
from the rule ex post. That is, the work generally assumes that central banks
have found some way of overcoming the types of dynamic-inconsistency
problems that we encountered in the previous section and that we will
examine further in Section 12.8.

The previous two sections provide simple examples of analyses of
interest-rate rules. There, we posited objective functions for the central
bank and models of the economy, found optimal policy, and showed how it
could be characterized as an interest-rate rule. Much of the research in this
area follows this approach. Other papers do not derive optimal policy but
consider the relative performance of different interest-rate rules. And other
papers are less formal. For example, one can ask how the policy of a particu-
lar central bank over some period would have differed from its actual policy
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if it had followed some rule, and then try to assess whether that would have
led to better outcomes.

Research on interest-rate rules has tackled a wide range of questions.
Many of them revolve around measurement issues. Taylor assumes that the
equilibrium real interest rate is constant and known; that the other variables
that enter the rule (inflation, output, and the natural rate of output) are
known with certainty; and that the appropriate inflation measure is inflation
from four quarters ago to the current quarter and the appropriate measure
of the output gap is its current value. These assumptions raise at least four
issues.

First, the equilibrium or natural real interest rate presumably varies over
time. The logic of Taylor’s argument (as well as of the formal models in
Sections 12.4 and 12.5) suggests that policymakers should move actual rates
one-for-one with movements in the natural interest rate, and thus that the
constant rn in (12.45) should be replaced with the time-varying rn

t .
Second, none of the variables in the rule are known with certainty. The

fact that current inflation and output are not known exactly when the cen-
tral bank sets the interest rate turns out to be relatively unimportant. For
example, research has found that using the previous quarter’s values has
little impact on the rule’s performance. A more serious issue is that at any
time there is considerable uncertainty about the equilibrium real interest
rate and the natural rate of output. For example, Staiger, Stock, and Watson
(1997) show that a 95 percent confidence interval for the natural rate of
unemployment is probably at least 2 percentage points wide. As a result, it
is often hard for policymakers to tell whether output is above or below its
natural rate. Thus rn

t and Y n
t need to be replaced with the current estimates

of those variables.
Third, the issue of estimating r n and Y n is closely related to the issue of

what values the coefficients on inflation, φπ and φy, should take. The usual
finding is that if there were no measurement issues, larger coefficient values
than those proposed by Taylor, particularly for φy, are appropriate. The in-
tuition is that inflation appears to respond to the output gap with a lag. As a
result, responding aggressively to departures of output from its natural rate,
perhaps with values of φy as high as 2, is desirable. However, the substan-
tial measurement error in estimates of Y n makes this strategy dangerous.
Once measurement error is accounted for, values closer to those proposed
by Taylor appear appropriate (though, as we discuss below, measurement
error also suggests that it may be desirable to change the form of the rule).15

Finally, it is not at all clear that policy should be reacting to current
and past values of inflation and the output gap, since they are largely or
entirely unaffected by current policy decisions. An obvious alternative is a
forward-looking interest-rate rule, along the lines of what we considered in

15 See, for example, Rudebusch (2001) and Orphanides (2003a).
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Section 12.5. For example, Clarida, Galí, and Gertler (2000) consider rules
of the form

i t = rn
t + φπ (Et [πt+k] − π∗) + φyEt

[
ln Yt+k − ln Y n

t+k

]
, k > 0. (12.46)

Here, policy responds to information about the future values of the variables
that the central bank is concerned with. The most common values of k to
consider are 1 quarter, which has the advantage of simplicity, and 4 quarters,
which corresponds more closely to a horizon at which monetary policy is
likely to have a significant impact.16

Many other issues about interest-rate rules concern whether additional
variables should be included in the rule. The three types of additional vari-
ables that have received the most attention are the exchange rate, lagged
interest rates, and financial indicators. An appreciation of the exchange rate,
like a rise in the interest rate, dampens economic activity. Thus it lowers
the interest rate needed to generate a given level of aggregate demand. One
might therefore want to modify (12.45) to

i t = r n + φπ (πt − π∗) + φy

(
ln Yt − ln Y n

t

) + φe e t , (12.47)

where e is the real exchange rate (that is, the price of foreign goods in terms
of domestic goods). Moving the exchange-rate term over to the right-hand
side of this expression gives

i t − φeet = r n + φπ (πt − π∗) + φy

(
ln Yt − ln Y n

t

)
. (12.48)

The left-hand side of (12.48) is referred to as a monetary conditions index. It
is a linear combination of the real exchange rate and the real interest rate.
If the coefficient on the exchange rate, φe , is chosen properly, the index
shows the overall impact of the exchange rate and the interest rate on
aggregate demand. Thus (12.48) is a rule for the monetary conditions index
as a function of inflation and output.

Including the lagged interest rate may be desirable for three reasons. First,
it can cause a given change in the interest rate to have a larger impact on
the economy: agents will realize that, for example, a rise in rates implies
that rates will remain high for an extended period. Second, by increasing
the impact of a given change in the interest rate, it can reduce interest-rate
volatility, which may be desirable for its own sake. And third, it can make
the rule more robust to errors in estimating the natural rates of interest and
output. For example, the extreme case of a coefficient on the lagged interest
rate of 1 corresponds to a prescription to keep raising the real interest rate
when inflation is above target. Such a rule would presumably be certain to
bring inflation back to its target level eventually (see, for example, Levin,
Wieland, and Williams, 2003, and Orphanides and Williams, 2002). Because
of these advantages, in some models the optimal policy does not just put a

16 For more on the use of forecasts in policymaking, see Bernanke and Woodford (1997)
and many of the papers in Taylor (1999).
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positive weight on the past interest rate, but raises the current rate more
than one-for-one with the past rate. Rotemberg and Woodford (1999b) call
such policies super-inertial.

The potential disadvantage of including the lagged interest rate is sim-
ple: having policy affected by a variable that is not of direct concern to
policymakers may produce inefficient outcomes in terms of the variables
that policymakers care about. In particular, putting a large weight on the
lagged interest rate slows the response of policy to other variables, and so
may lead to unnecessary macroeconomic volatility. A potential concrete ex-
ample of this is the Federal Reserve’s behavior in 2004 through 2006, when
it raised its interest-rate target by a quarter of a percentage point at each of
17 consecutive meetings; this may have considerably delayed its response
to economic developments relative to what it would have done had it put
little weight on interest-rate smoothing.

Most analyses suggest that policy should react to financial-sector vari-
ables, such as stock prices and interest-rate spreads, only to the extent they
provide information about the natural rate of interest and future movements
in inflation and the output gap (see, for example, Bernanke and Gertler,
2001). In this view, financial variables might contain information that is valu-
able in forming the expectations that go into a forward-looking rule such
as (12.46) and in estimating the natural rate of interest, but they should
not enter the rule directly. The logic behind this conclusion is that because
asset prices are not sticky, asset-price inflation, unlike goods-price inflation,
does not lead to spurious relative-price variability or to wasteful spending
on costs of adjusting prices.

Even if financial variables should not enter the interest-rate rule directly,
this does not mean they are unimportant. One set of financial variable that
may be particularly important is interest-rate spreads. The gaps between
other interest rates and the short-term rate for lending between banks
(which is the interest rate that interest-rate rules usually focus on) can
vary substantially. And it is often those other interest rates that are rele-
vant for households’ and firms’ spending decisions. Thus when spreads are
higher, then, all else equal, the real short-term interbank interest rate that
would lead output to equal its flexible-price level is lower. The logic behind
interest-rate rules such as (12.46) therefore strongly suggests that interest-
rate spreads should affect central banks’ decisions. More formal analyses lead
to the same conclusion (for example, Cúrdia and Woodford, 2015).

The argument that financial-sector variables should not enter the central
bank’s rule breaks down if asset prices depart from the values that are war-
ranted by fundamentals and if policymakers can identify those departures.
Because such departures would lead to inefficient allocations of resources,
it would be appropriate for policymakers concerned about social welfare to
try to counteract them (Cecchetti, Genberg, and Wadhwani, 2003). The dif-
ficulty, however, is that even if one accepts the evidence of Section 10.5 that
departures of asset prices from fundamentals occur and may be important, it
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is extremely challenging to establish whether a specific movement in, say,
equity prices or house prices is due to some type of irrationality or to new
information about fundamentals or a changing willingness to accept risk. As
a result, most observers continue to believe that asset prices should have at
most only a very small direct influence on policy.

Empirical Application: Estimating Interest-Rate Rules

Not surprisingly, many authors have tried to estimate central banks’ interest-
rate rules. Two prominent efforts are those by Taylor (1999b), who estimates
interest-rate rules similar to (12.45) over various periods in U.S. history back
to 1879, and Clarida, Galí, and Gertler (2000), who estimate forward-looking
rules like (12.46) over various periods of postwar U.S. history. Here we ex-
amine Clarida, Galí, and Gertler’s procedure.

Clarida, Galí, and Gertler begin with an equation similar to (12.39) or
(12.46) for the Federal Reserve’s preferred Federal funds rate:

i ∗
t = rn + φπ (Et [πt+k] − π∗) + φyEt [yt+k − yn

t+k], k > 0. (12.49)

where y ≡ ln Y . The authors assume, however, that there is interest-rate
smoothing, so that the Federal Reserve moves to its preferred rate only
gradually:

i t = ρi t−1 + (1 − ρ)i ∗
t , 0 ≤ ρ < 1. (12.50)

Equations (12.49) and (12.50) imply:

i t = ρi t−1 + (1 − ρ)rn − (1 − ρ)φππ∗

+ (1 − ρ)φπ Et [πt+k] + (1 − ρ)φyEt [yt+k − yn
t+k]

≡ a + ρi t−1 + bπ Et [πt+k] + byEt [yt+k − yn
t+k].

(12.51)

To address the fact that we do not observe Et [πt+k] and Et [yt+k − yn
t+k],

Clarida, Galí, and Gertler use a procedure such as the one we saw in tests of
the permanent-income hypothesis in Section 8.3: they replace the expec-
tational variables with their realized values minus the expectational errors,
and then move the terms involving the expectational errors to the residual.
This gives us

i t = a + ρi t−1 + b ππt+k + by

(
yt+k − yn

t+k

) − bπ (πt+k − Et [πt+k] )

− by

{(
yt+k − yn

t+k

) − Et

[
yt+k − yn

t+k

]}
≡ a + ρi t−1 + bππt+k + by

(
yt+k − yn

t+k

) + et.

(12.52)

Because et depends only on differences between realized values and
expectations, its expectation as of time t is zero. We can therefore esti-
mate (12.52) by instrumental variables, using variables known at time t as
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instruments. Under Clarida, Galí, and Gertler’s assumptions, the result will be
consistent estimates of the parameters of the underlying rule, (12.51). This is
the essence of what Clarida, Galí, and Gertler do. In their baseline specifica-
tion, they set k = 1 (with time measured in quarters), measure the output
gap using the estimates constructed by the Congressional Budget Office,
and use lagged values of a range of macroeconomic variables as instruments.
They focus on two periods: the ‘‘pre-Volcker’’ period, 1960Q1 1979Q2, and
the “Volcker-Greenspan” period, 1979Q3 1996Q4.

For the pre-Volcker period, the estimated parameters (with standard er-
rors in parentheses) are π∗ = 4.24 (1.09), φπ = 0.83 (0.07), φy = 0.27 (0.08),
and ρ = 0.68 (0.05). For the Volcker-Greenspan period, they are π∗ =
3.58 (0.50), φπ = 2.15 (0.40), φy = 0.93 (0.42), and ρ = 0.79 (0.04).17 The most
striking feature of these results is the small value of φπ in the first period,
which implies that the Federal Reserve on average cut the real interest rate
when inflation rose. Such a policy leads to explosive inflation or deflation in
backward-looking models, and to sunspot equilibria in forward-looking ones.
Clarida, Galí, and Gertler argue that this can account for the high inflation
of the 1970s.

One limitation of Clarida, Galí, and Gertler’s approach is that it does not
include any reason for (12.52) not to hold perfectly other than expecta-
tional errors. That is, the Federal Reserve is assumed to follow the rule
in equation (12.51) exactly. If the Federal Reserve departs from (12.51),
Clarida, Galí, and Gertler’s estimates may be biased. Suppose, for example,
there is some variation in its inflation target over time. Then the constant
term in (12.52) becomes (1 − ρ)rn − bππ ∗, where π ∗ is the average infla-
tion target, and −bπ (π∗

t − π ∗) is added to the error term. Thus, since bπ

(which equals (1 − ρ)φπ ) is almost certainly positive and π∗
t − π ∗ and

πt+k are almost certainly positively correlated (given that inflation is pre-
sumably typically higher when the target is higher), there is very likely
to be negative correlation between inflation and the error term. As a re-
sult, there is downward bias in the estimate of bπ , and thus in the esti-
mate of φπ . Other sources of departure from (12.51) (such as variation in rn)
are also likely to lead to biased estimates. As in many other applications, the
facts that many factors may contribute to the residual and that it is difficult
to find good instruments once we recognize the existence of nonexpec-
tational terms in the residual make estimating the underlying parameters
extremely challenging.

The finding of this literature that is robust, and that has been confirmed
by many authors in addition to Clarida, Galí, and Gertler, is that for a given
inflation rate and output gap, the Federal Reserve chose a much lower real
interest rate in the 1960s and, especially, the 1970s than it did in the 1980s

17 All the parameters other than π∗ can be inferred directly from the estimates of (12.52).
Inferring π∗ requires an estimate of rn. Clarida, Galí, and Gertler assume that rn in each of
their two sample periods is equal to the average real interest rate in that period.
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and 1990s (Taylor, 1999b; Orphanides, 2003b; C. Romer and D. Romer,
2002). In most models, a policy that implies lower real rates under a given set
of macroeconomic conditions leads to higher average inflation. In that sense,
the results of examinations of the Federal Reserve’s interest-rate policies sug-
gest a likely source of the high inflation of the 1970s. The deeper question
that this leaves open is why the Federal Reserve followed low-interest-rate
policies in this period. We will return to that question in Section 12.9.

12.7 The Zero Lower Bound on the Nominal
Interest Rate

Throughout our discussion of interest-rate rules, we have presumed that
the central bank can set the nominal interest rate according to its rule. But
if the rule prescribes a negative nominal interest rate, it cannot. Because
high-powered money earns a nominal return of zero, there is no reason for
anyone to buy an asset offering a negative nominal return. As a result, the
nominal rate cannot fall below zero.18

The zero lower bound on the nominal interest rate was long thought to
be mainly of historical and theoretical interest, relevant to the Great Depres-
sion but not important to modern economies. We now know that this view
is wrong. Nominal interest rates on short-term government debt in Japan
have been virtually zero most of the time since the late 1990s. The Federal
Reserve lowered the short-term nominal rate not far from zero in 2003.
And most importantly, the financial and economic crisis that began in 2007
led most major central banks to lower their nominal interest-rate targets to
near zero and to keep them there for extended periods. In the cases of Japan
and the recent crisis, it is reasonably clear that the zero lower bound was a
binding constraint on monetary policy. For example, conventional interest-
rate rules imply that the appropriate target level of the Federal funds rate
in 2009 in the absence of the zero lower bound was −4 percent or lower
(Rudebusch, 2009).

This section therefore examines the zero lower bound. We begin by con-
sidering a simple model, due to Krugman (1998), that demonstrates clearly
how an economy can be constrained by the bound and that identifies some
of the issues involved. We then turn to a broader discussion of possible poli-
cies to increase aggregate demand when the nominal interest rate is zero

18 Since there is some inconvenience and risk in holding high-powered money (that is,
currency) directly, this statement is slightly too strong: both logic and evidence imply that
central banks can set nominal rates slightly below zero. Nonetheless, trying to set them far
below zero would lead to a wholesale move to holding high-powered money, and so would
fail. For simplicity, this section treats the bound as occurring sharply at a nominal rate of zero.
Rognlie (2016) analyzes some of the issues raised by the fact that the constraint is actually
gradual rather than sharp.
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and of the implications of the zero lower bound for the future conduct of
monetary policy.

The Assumptions of the Krugman Model

Krugman develops and analyzes a model of monetary policy and the zero
lower bound. Its key strengths are that it is a complete general-equilibrium
model built up from microeconomic foundations and that it is simple. The
first strength is important because it shows formally that the zero lower
bound can indeed be a binding constraint, and because it allows us to an-
alyze intertemporal linkages in ways that would be much more difficult
without a complete model (for example, if we tried to use a traditional
IS-LM approach). The second strength is important because it makes it rel-
atively easy to see the mechanisms behind the model’s implications and to
consider variations and extensions.19

The model is set in discrete time, and there is no uncertainty. There is a
large number of infinitely lived households, each with objective function

U =
∞∑

t=0

β t at ln Ct , 0 < β < 1, at > 0 for all t, (12.53)

where Ct is the household’s consumption in period t. The purpose of the
at ’s, whose path is assumed to be deterministic and known, is to allow for
changes in the demand for goods over time, and thus for changes in the
equilibrium real interest rate.

Each agent is endowed with y units of the economy’s only good each
period. The good is nonstorable, and agents cannot consume their own en-
dowment or barter goods can only be traded for money.20

The critical assumptions of the model involve households’ asset holdings
and how money is used to buy goods. Households are subject to a cash-in-
advance constraint. That is, a household cannot use money it obtains from
selling its period-t endowment to buy goods in period t. Intuitively, think
of the household as consisting of two individuals, a shopkeeper who sells
the household’s endowment and a shopper who buys goods, and suppose
that the shopkeeper cannot transfer money to the shopper within a period.

19 Eggertsson and Woodford (2003) analyze the zero lower bound in a more complicated
model that is much closer in spirit to the new Keynesian models of Sections 7.8 and 12.5.
They find that many of the model’s main implications concerning the zero lower bound are
similar to those of the Krugman model.

20 Directly ruling out consumption of one’s own good and barter are obviously shortcuts.
A more complete model would introduce many types of goods, heterogeneous preferences,
and small costs of trading. Agents would want to consume goods other than their own, and
obtaining the goods they wanted through chains of barter would be prohibitively costly. In
such a setting, agents’ decisions to trade their endowments for money and then use the money
to buy goods can arise endogenously (Kiyotaki and Wright, 1989).
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The other asset is bonds. They potentially pay interest but can only be
exchanged for money, not goods. As in the Ramsey Cass Koopmans model
of Chapter 2, a household’s holdings of bonds at a point in time can be either
positive or negative, but the household cannot run a Ponzi scheme.

In addition to the households, there is also a government. It issues money
and bonds, pays interest on the bonds, and levies taxes and makes transfers
(which are assumed to be lump-sum) to ensure that it satisfies its intertem-
poral budget constraint.

The specifics of the timing are as follows. Households start period t with
their holdings of money and bonds from the end of period t−1. There is then
a market for trading money and bonds. The government can participate in
this market. Thus it is at this stage that any monetary-policy actions occur.
Let Mt denote the representative household’s holdings of money after these
trades. The household’s purchases are subject to the constraint

Ct ≤ Mt

Pt

, (12.54)

where Pt is the price of goods in period t. Finally, after households have
purchased their consumption and sold their endowment, they receive in-
terest on their bond holdings. At this point the government also implements
any taxes or transfers. We let i t denote the interest rate paid on bonds in
period t.

In the baseline version of the model, markets are competitive and prices
are completely flexible. These assumptions immediately imply that there
can never be an equilibrium where some of the good is unsold: if there
were, agents with unsold output would offer to sell it for slightly below the
prevailing price. At first glance, this result might appear to assume away
the central issues we want to use the model to understand. As Krugman ex-
plains, however, the baseline model is in fact very helpful. The critical issue
is not whether the zero lower bound affects real output, but whether it lim-
its the ability of monetary policy to influence aggregate demand. Whether
changes in aggregate demand affect prices or quantities is a separate issue.
As a result, the assumptions of competition and price flexibility are valuable
simplifications they allow us to focus on the critical issue while avoiding
any need to address the complications raised by price stickiness.

Preliminaries

The first step in analyzing the model is to consider the optimization problem
of a representative household. The assumption of certainty implies that if
the nominal interest rate is strictly positive, the household will only hold
enough money in a period to finance its purchases that period. If the nominal
rate is zero, on the other hand, the household is indifferent between money
and bonds, and so we can only say that it will hold at least enough money to
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finance its purchases. (If the nominal interest rate is negative, the household
can make infinite profits with certainty by holding arbitrarily large negative
amounts of bonds and positive amounts of money; we can therefore rule
out this possibility.) Thus,

Ct

⎧⎪⎪⎨
⎪⎪⎩

= Mt

Pt
if i t > 0

≤ Mt

Pt
if i t = 0.

(12.55)

The other key condition for household optimization is a standard Eu-
ler equation relating its consumption in consecutive periods. Suppose the
household is optimizing, and suppose it considers spending a small amount,
dX, less on Ct , and using the proceeds to increase Ct+1. The reduction in
spending lowers Ct by dX/Pt , and marginal utility discounted to period t is
at/Ct . Thus the utility cost of the change is (dX/Pt)(at/Ct). Since the nominal
interest rate cannot be negative, the household holds the resulting savings
in bonds rather than in money (or, if i t is zero, is indifferent). It can then con-
vert the bonds and interest to money at the start of period t +1 and use the
proceeds to increase Ct+1. The increase in Ct+1 is therefore (1+ i t)(dX/Pt+1).
Marginal utility in period t + 1 discounted to period t is βat+1/Ct+1. Thus,
household optimization requires

1

Pt

at

Ct

dX = (1 + i t)

Pt+1

βat+1

Ct+1

dX. (12.56)

As noted above, the assumptions of competition and price flexibility im-
ply ct = y in all periods. Thus, (12.56) becomes at/Pt = (1+ i t)βat+1/Pt+1, or

i t = at Pt+1

βat+1 Pt

− 1. (12.57)

Equations (12.55) and (12.57) are the two key equations of the model.
Before we consider the model’s implications for the zero lower bound,

it is helpful to describe the steady state for the case when both the money
supply (M) and the demand shifter (a ) are constant. If there is a steady
state with i constant, then (12.57) implies that the steady-state value of the
interest rate, i ∗, must satisfy

i ∗ = aP∗

βaP∗ − 1

(12.58)

= 1 − β

β
,

where P ∗ is the steady-state price level. The assumption that β is less than
1 implies that i ∗ is strictly positive, which in turn implies that households
will satisfy the cash-in-advance constraint with equality. Equation (12.55)
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FIGURE 12.3 Equilibrium in the Krugman model

and the fact that consumption equals y in equilibrium then imply

P ∗ = M∗

y
. (12.59)

Thus when M and a are constant, there is indeed a steady state. Moreover,
it is conventional: the nominal interest rate is positive, and the price level
is proportional to the money supply.

The Liquidity Trap in the Krugman Model

Our first question is whether the economy can be in a position where mone-
tary policy does not raise aggregate demand. To address this question, Krug-
man considers a type of path for the economy that is particularly easy to
analyze: he assumes that the economy is in a steady state starting in period 2.
He then focuses on period 1.

Recall the condition for household intertemporal optimization, (12.57).
With the economy in steady state starting in period 2, this condition implies
that in period t,

i1 = a1P ∗

βa∗P1

− 1. (12.60)

The set of points satisfying (12.60) in (P1, i1) space is shown by the CC curve
in Figure 12.3. It is downward-sloping. Intuitively, a higher price level today
for a given future price level means inflation is lower. To keep the real
interest rate from rising (and to thereby maintain households’ willingness
to consume y in both periods 1 and 2), the nominal interest rate must fall.
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The other requirement for equilibrium involves the cash-in-advance con-
straint. Households must satisfy the constraint, and they do so with equal-
ity if the nominal interest rate is strictly positive. Since the constraint is
ct ≤ Mt/Pt and since in equilibrium ct = y, it follows that in period 1,

P1

⎧⎪⎨
⎪⎩

= M1

y if i1 > 0

≤ M1

y if i1 = 0.

(12.61)

The set of points satisfying this condition is shown by the MM curve in
the figure. It is horizontal at i1 = 0 until P1 = M1/y, and then vertical. The
intuition follows directly from the cash-in-advance constraint and the fact
that the opportunity cost of holding money is strictly positive if the nominal
interest rate is strictly positive, but zero if the nominal rate is zero. If the
nominal rate is strictly positive, households hold exactly enough money to
make their purchases, independent of the nominal interest rate (implying
M1/P1 = y, or P1 = M1/y). If the nominal rate is zero, they hold at least as
much as they need to make their purchases, but they are indifferent about
holding more (implying M1/P1 ≥ y, or P1 ≤ M1/y).

Equilibrium occurs when both conditions are satisfied. This is shown by
point E in the figure. In the case shown, the two curves intersect in the
vertical portion of the MM curve, and so equilibrium involves a positive
nominal interest rate. But if the intersection is along the horizontal piece of
the MM curve, the nominal interest rate is zero.

We can use the diagram to consider the effects of an increase in the
money stock, M1. M1 enters the equation for the MM curve but not for the
CC curve. In particular, by raising M1/y, the increase in the money stock
extends the horizontal portion of the MM curve and shifts the vertical
portion to the right.

Panel (a) of Figure 12.4 shows the case where the nominal interest rate
is positive both before and after the rise in M1. In this case, the monetary
expansion has the conventional effect of raising aggregate demand. In par-
ticular, P1 rises and i1 falls. Equation (12.61) shows that since in this case
P1 = M1/y, the increase in the price level is proportional to the increase in
M. Also, note that because prices are flexible, the fall in the nominal inter-
est rate reflects a fall in expected inflation (coming from the facts that the
current price level is higher and that M∗ is unchanged) rather than a fall in
the real interest rate.

Panel (b) of the figure considers the case where the initial nominal inter-
est rate is already zero. In this case, the change has no effect the intersection
of the CC and MM curves is at the same point as before.

Thus, Krugman’s model shows that it is possible for an economy (in a fully
specified, microeconomically founded, general-equilibrium setting) to be in
a situation where an increase in the current money supply has no effect on
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FIGURE 12.4 The effects of monetary expansion in the Krugman model

the economy. The intuition is straightforward. When the nominal interest
rate is zero, the opportunity cost of holding money is zero. As a result,
households hold enough money to exhaust any liquidity or convenience
services it provides; in the context of the model, these services take the
form of satisfying the cash-in-advance constraint. Once that occurs, money
and bonds are perfect substitutes, and so an exchange of one for the other
has no effects. A situation where the nominal interest rate is zero is therefore
known as a liquidity trap.
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FIGURE 12.5 The effect of anticipations of future monetary expansion at the zero
lower bound in the Krugman model

Addressing a Liquidity Trap in the Krugman Model

It is tempting to describe the result we have just found as showing that con-
ventional monetary policy is powerless in a liquidity trap. But this statement
is imprecise. The more accurate statement is that it shows that a change in
the current money supply, with no change in expectations of future money
supplies, is ineffective in a liquidity trap.

Krugman’s second central experiment with his model shows that not all
monetary policy actions are ineffective when the economy is at the zero
lower bound. Specifically, consider an increase in M∗ that is, an increase in
expectations of what the money supply will be once the economy is out of
the liquidity trap. As we saw earlier, an increase in the steady-state money
supply, M∗, raises the steady-state price level, P ∗ (see equation [12.59]). And
P ∗ enters the expression for the CC curve, i1 = (P ∗/ [βP1])−1 (see [12.60]).
Thus the CC curve shifts to the right. The results are shown in Figure
12.5. The price level rises. In the case shown in the figure, the interest rate
remains at zero, but if the shift is large enough, i1 rises as well.

Intuitively, the increase in expectations of future money supplies raises
expectations of future price levels. If neither P1 nor i1 changed, expected in-
flation would be higher and the nominal interest rate would be unchanged,
and so the real interest rate would be lower. As a result, the demand for
goods would exceed the supply. Since this cannot happen, the end result is
that prices are bid up. In short, Krugman’s model shows that expectations
about what monetary policy will be once the economy is no longer in a
liquidity trap affect aggregate demand in the trap.
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Any policy that raises a1 also stimulates aggregate demand in a liquidity
trap. a1 affects the CC and MM curves in exactly the same way as P ∗: the
product a1P

∗ enters the equation for the CC curve (see [12.60]), and neither
a1 nor P ∗ enters the equation for the MM curve (see [12.61]). Thus an
increase in a1 shifts the CC curve to the right, and so increases P1 even if the
economy is in a liquidity trap. Later we discuss policies that might affect a1.

There are many possible variants of these experiments and extensions of
the basic model.21 For example, one can consider cases where the economy
is in a liquidity trap for more than one period. In this case, expectations
about what the price level will be once the economy is out of the trap
spill backward in time and affect aggregate demand in all periods when the
economy is in the trap. As another example, one can consider variants with
sticky prices. In those versions, output can be below its flexible-price level;
current monetary expansion (with expectations of future money supplies
held fixed) can fail to increase output; and expectations of future monetary
expansion can affect not just the current price level, but the current real in-
terest rate and output. In addition, as Werning (2012) stresses, expectations
of future monetary expansion when prices are sticky stimulate the economy
not only by lowering the real interest rate, but also by raising expectations
of future real incomes.

As a final example, consider what happens if, rather than following a
rule for the money supply, the central bank is an inflation targeter (see
Section 12.4). Concretely, suppose the central bank has some target inflation
rate from period 1 to period 2, π∗, and that it adjusts M∗ accordingly. As
before, the economy is assumed to be in a steady state starting in period 2
with constant M and a (and hence a constant price level and a positive
nominal interest rate).22 Because the economy is in a conventional steady
state starting in period 2, monetary policy in period 2 affects the price
level in period 2, and so the central bank can hit its target rate of inflation
from period 1 to period 2. Thus P ∗ = (1 + π∗)P1, and equation (12.60)
becomes

i1 = a1(1 + π∗)P1

βa2 P1

− 1

(12.62)

= a1(1 + π∗)

βa2

− 1.

P1 no longer enters the equation, and so the CC curve is now horizontal.
Figure 12.6 shows the two possible cases. In panel (a), the CC curve is

above the horizontal axis, and so the economy is in a conventional equi-
librium. But in panel (b), the curve is below the axis, and so it does not

21 Some of these are examined in Problems 12.12 12.14.
22 The analysis is similar if, rather than assuming a steady state with zero inflation after

period 2, we assume inflation is constant and equal to π∗ after period 2.
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FIGURE 12.6 Inflation targeting in the Krugman model

intersect the MM curve the economy has no equilibrium. To understand
this result, consider what happens under inflation targeting if, for some value
of P1, the supply of goods exceeds the demand when i1 = 0. Since prices
are flexible, sellers cut their prices. If P ∗ did not change, this would raise
expected inflation, and so lower the real interest rate and raise demand. But
under inflation targeting, the central bank lowers its target for the future
price level one-for-one with the fall in the current price level, and so ex-
pected inflation and the real interest are unaffected. As a result, supply still
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exceeds demand, and so the price level falls further. The end result is that
the price level falls without bound.

This analysis shows that when prices are flexible, inflation targeting cre-
ates the possibility that the economy has no equilibrium. Since actual
economies do not feature fully flexible prices, by itself this result is not of
great importance. But the broader message is that inflation targeting elim-
inates the stabilizing role of price adjustment: under inflation targeting, a
fall in current prices or inflation has no effect on the real interest rate cor-
responding to a given nominal rate, and so does nothing to stimulate the
economy.

Policies to Raise Expected Inflation in a Liquidity Trap

Our analysis implies that one approach to stimulating an economy in a liq-
uidity trap is to change expectations about what monetary policy will be
once the economy is out of the trap. Economists and policymakers have
considered various ways of doing this.

Perhaps the most straightforward approach and the one proposed by
Krugman is for the central bank to adopt a permanently higher inflation
target. If the central bank’s target inflation rate is higher, expectations of
future price levels are higher. As we saw, this stimulates the economy today.

However, as Eggertsson and Woodford (2003) observe, the target needed
to generate a sufficiently low real rate when the nominal rate is zero may
be above the rate that would be optimal on other grounds. They argue that
in this case, the central bank can do better by announcing that its policy
is to aim for high inflation not at all times, but only after times when the
nominal rate has fallen to zero.

A policy that is broadly similar to the one proposed by Eggertsson and
Woodford is a target price-level path. A downturn that causes the central
bank to lower the nominal rate to zero is likely to push inflation below the
central bank’s target. With a policy of targeting a path for the price level,
the central bank offsets shortfalls from its usual inflation target through later
periods of above-normal inflation. Thus under this policy, a fall in inflation
naturally generates an increase in expected inflation. The obvious disadvan-
tage of a price-level path is that it almost surely does not correspond to the
fully optimal policy. But it has the advantage that it is simpler (and easier to
communicate) than a policy of only departing from a fixed inflation target
after times when the nominal rate has fallen to zero.

A strategy that raises subtle issues is for the central bank to engage in
conventional open-market operations at the zero lower bound. Our analysis
of the Krugman model showed that an increase in the current money sup-
ply with no change in expectations of future money supplies has no impact
on an economy in a liquidity trap. Thus, whether current open-market op-
erations are expansionary depends on how they affect expectations of what
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the money stock will be once the nominal rate becomes positive again. If
the expansion raises expectations of those future money stocks, it raises
expectations of the price level in those periods, and so increases expected
inflation today. But if the expansion does not affect expectations of those
money stocks, there is no reason for it to raise expected inflation.

In modern economies, where central banks generally have reasonably
clear inflation targets, agents may reasonably believe that the central bank
will largely undo the increase in the money stock as soon as it starts to have
an important effect on aggregate demand. As a result, expected inflation
may not rise, and the open-market purchase may have little effect.23 But
inflation targeting is not a universal feature of monetary policy. During the
Great Depression, for example, the Federal Reserve did not have a clear view
of its long-run target for the money stock or inflation. In such a situation,
an expansion of the current money stock is likely to increase expectations
of later money stocks. And indeed, C. Romer (1992) presents evidence that
the rapid money growth with the economy at the zero lower bound in the
United States starting in 1933 raised inflationary expectations, stimulated
interest-sensitive sectors of the economy, and fueled the recovery from the
Great Depression.

As we have discussed, modern central banks generally use a safe short-
term interest rate rather than the quantity of money as their main short-run
instrument of monetary policy. Thus one way for a central bank to try to in-
fluence expectations of future monetary policy is through statements about
its plans not for the quantity of money, but for the safe short-term interest
rate. Statements that the central bank plans to keep the interest rate low
have the potential to increase expected inflation, and so stimulate the econ-
omy. Such strategies known as forward guidance have been used widely by
the Federal Reserve and other central banks in their recent experiences with
the liquidity trap.24

23 This is especially true if as has occurred in recent episodes of monetary expansion
at the zero lower bound policymakers accompany the increase in the money stock with
statements that they intend the increase to be temporary and will act to ensure that it does
not lead to large increases in inflation.

24 See part (b) of Problem 12.14 for an analysis of forward guidance in the Krugman model.
Campbell, Evans, Fisher, and Justiniano (2012) show, however, that statements about future
interest rates are not unambiguously expansionary. Consider, for example, equation (12.45) for
an interest-rate rule, i t = rn +φπ (πt −π∗)+φy(ln Yt − ln Yn

t ). A statement by the central bank
that future interest rates will be lower than market participants had previously been expect-
ing reflects two possibilities. First, the central bank could be saying that it expects to depart
from its usual rule. This announcement will presumably change expectations about future
monetary policy, and so stimulate the economy. But alternatively, market participants could
interpret the announcement as a statement that the central bank plans to follow its usual
interest-rate rule once the economy is out of the liquidity trap, but that its expectations of
the future arguments of the rule are lower than market participants’. In this case, the forward
guidance has mixed effects: the lower expectations of nominal rates act to stimulate the econ-
omy, but the lower expectations of future inflation and output work in the opposite direction.
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Finally, all measures to raise expected inflation face an important chal-
lenge. Their benefits come from the impact of the rise in current expec-
tations of future inflation on today’s outcomes, not from the rise in actual
future inflation. Once the future arrives, today’s outcomes have already hap-
pened, and so the central bank can no longer influence them. Thus if the
central bank dislikes inflation on other grounds, at that point the best policy
may be to not produce the previously announced inflation. That is, optimal
policy in a liquidity trap (like optimal policy in the models of Section 12.5)
is likely to be dynamically inconsistent. We will discuss dynamic inconsis-
tency in depth in Section 12.8.

Other Policies to Stimulate the Economy in a Liquidity Trap

So far, we have focused on the possibility of raising aggregate demand in
an economy at the zero lower bound by raising expected inflation, and so
lowering the real interest rate at a given i and P. The other broad way of
raising aggregate demand in a liquidity trap is by increasing demand at a
given real interest rate. In the context of the Krugman model, this approach
corresponds to the experiment we considered of raising a1, and so shifting
the CC curve.

There are many possible ways of doing this. An obvious one is to use
fiscal policy. But there may be barriers to using fiscal policy to stimulate
an economy at the zero lower bound. Stimulative fiscal policy (at least
in its standard forms) requires increasing the budget deficit, which has
disadvantages particularly in economies with significant long-run budget
problems. And even if stimulative fiscal policy is desirable, it may not be
politically feasible.

There are also ways to use monetary policy to shift the CC curve. In
2008 and 2009, the Federal Reserve and other central banks took actions
aimed at markets for specific types of credit, supporting commercial-paper
issuance, mortgage lending, and so on. Such actions are most likely to be ef-
fective when the particular markets they are aimed at have been disrupted,
and their effectiveness even then is unknown. Thus they do not provide a
general solution to the constraints created by the zero lower bound.

The type of monetary policy action to shift the CC curve that has re-
ceived the most attention is quantitative easing. Originally this referred to the
use of conventional open-market operations in a liquidity trap, with the cen-
tral bank buying zero-interest-rate short-term government debt with high-
powered money (hence the name the policy was focused on increasing the
quantity of high-powered money). Over time, however, it has come to refer
to the use of open-market operations to purchase assets whose interest rates
are still positive, such as long-term government debt or risky private debt.
It is useful to think about such transactions as conventional open-market
operations followed by exchanges of short-term zero-interest government
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debt for the alternative asset.25 The potential benefit of quantitative eas-
ing relative to conventional open-market operations comes from the second
step. As emphasized by Cúrdia and Woodford (2011), there are natural base-
line cases where this step does not matter. Intuitively, if the central bank
takes risky assets onto its balance sheet, this does not mean that private
agents no longer bear that risk; instead, they now bear it indirectly through
its impact on future government budgets rather than directly. Under some
conditions, this change in how private agents bear risk does not affect their
behavior. But nonetheless, there are cases when the central bank’s purchases
of assets with positive interest rates lower the interest rates on those as-
sets. In such cases, quantitative easing produces a rightward shift of the CC
curve.

Quantitative easing has been a major tool of monetary policy in the re-
cent period. Studies of its effects consistently find that it does lower interest
rates that are not yet at zero, particularly on the assets that are directly in-
volved in the purchases (see, for example, Gagnon, Raskin, Remache, and
Sack, 2011; Joyce, Lasaosa, Stevens, and Tong, 2011; and Krishnamurthy
and Vissing-Jorgenson, 2011). However, such policies potentially operate
not only through the CC curve, but also the MM curve: if market partici-
pants are unsure about the central bank’s intentions concerning future safe,
short-term interest rates, they may interpret quantitative easing as provid-
ing information about those intentions. Indeed, Krishnamurthy and Vissing-
Jorgenson provide evidence that an important part of quantitative easing’s
impact on long-term rates in the United States has operated through expec-
tations about the path of safe short-term rates.26

Concluding Remarks

Ten years ago, there was considerable disagreement about the importance
of the zero lower bound. One view was that it was a powerful constraint

25 Similarly, it is often argued that a money-financed tax cut is certain to stimulate an econ-
omy facing the zero lower bound. But such a tax cut is a combination of a conventional tax
cut and a conventional open-market operation. If neither component stimulates the economy,
then (barring interaction effects, which seem unlikely to be important) the combination will
be ineffective as well.

26 Another policy that works through both curves is exchange-rate intervention (Svensson,
2001). By purchasing foreign currency or other foreign assets, the central bank can presumably
cause the domestic currency to depreciate. For example, temporarily pegging the exchange
rate at a level that is highly depreciated relative to the current level should be straightforward.
If the central bank announces that it is willing to buy foreign currency at a high price, it will
face a large supply of foreign currency. But since it can print domestic currency, it will have
no difficulty carrying out the promised trades. And exchange-rate depreciation will stimulate
the economy.
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on monetary policy, and that the possibility of an economy being trapped
in a situation of low aggregate demand, with monetary policy powerless
to help, was a serious concern. The other view stressed the many tools
available to a central bank other than control over the short-term nomi-
nal rate, especially its ability to provide essentially unlimited amounts of
money at zero cost. This clearly gives it the ability to create inflation in
the long run, and hence almost surely implies an ability to create expected
inflation.

The crisis that began in 2007 has largely settled the debate. Regardless of
whether central banks could have used other tools to provide the stimulus to
aggregate demand that would have been provided by further reductions in
the nominal rate had the zero lower bound not been binding, the fact is that
they did not. As a result, the bound had very large effects. If unconstrained
central banks had been faced with the prospects of a rapid output decline
followed by years of high unemployment, all accompanied by inflation at or
below their targets, there is no doubt they would have cut their interest-rate
targets sharply, leading to substantially different outcomes. For example,
Williams (2009) estimates that removing the zero lower bound would have
resulted in GDP in the United States being on average about 3 percent
higher over the period 2009 2012 than it was, for a cumulative output gain
of about $1.7 trillion.

A final issue raised by this discussion is whether policy should be con-
ducted differently in the future. There is considerable evidence that normal
real interest rates are lower today than in the decades before the finan-
cial and economic crisis, and that this situation is likely to persist (Holston,
Laubach, and Williams, 2016; Christensen and Rudebusch, 2017; Del
Negro, Giannone, Giannoni, and Tambalotti, 2017). An immediate implica-
tion is that the normal nominal interest rate associated with a given inflation
target is lower than before, and thus that the probability of hitting the zero
lower bound for a given inflation target is higher than before. For exam-
ple, Kiley and Roberts (2017) estimate that in the current monetary policy
regime in the United States, the safe short-term interest rate will be at zero
almost half the time, with a substantial negative impact on average output.
This analysis strongly suggests that researchers and policymakers should be
looking for ways to make the zero lower bound bind less often or to make its
consequences less severe, or both. The obvious way to make the bound rele-
vant less often is to raise the inflation target, though it could also be done by
policies to raise the normal real interest rate. There are various possible ways
to make the consequences of the bound less severe, including rules (such as a
target price-level path) that call for temporarily above-normal inflation when
policy hits the zero lower bound and more aggressive and systematic use of
quantitative easing at the zero lower bound. This is clearly a pressing area for
research.
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12.8 The Dynamic Inconsistency of Low-
Inflation Monetary Policy

The previous four sections are devoted mainly to optimal monetary policy,
analyzing how policy should be conducted in various environments. But
actual policy often appears to be far from optimal. For example, monetary
policymakers’ failure to respond to shocks was an important source of the
Great Depression; rapid money growth led to high inflation in many indus-
trialized countries in the 1970s, and has often led to high inflation in other
times and places; and explosive money growth results in hyperinflation. Our
analysis so far provides no explanation of such policy failures.

Departures from optimal policy do not appear to be random. Episodes
when money growth and inflation are too high seem far more common than
episodes when they are too low. As a result, there is considerable interest
in possible sources of inflationary bias in monetary policy.

For the major industrialized countries, where government revenue from
money creation does not appear important, the underlying source of any
inflationary bias is almost certainly the existence of an output-inflation
tradeoff. Policymakers may increase the money supply to try to push
output above its normal level. Or, if they are faced with inflation that
they believe is too high, they may be reluctant to undergo a recession to
reduce it.

Any theory of how an output-inflation tradeoff can lead to inflation must
confront the fact that there is no significant tradeoff in the long run.27 Since
average inflation has little effect on average output, it might seem that the
existence of a short-run tradeoff is largely irrelevant to the determination of
average inflation. Consider, for example, two monetary policies that differ
only because money growth is lower by a constant amount in every situa-
tion under one policy than the other. If the public is aware of the difference,
there is no reason for output to behave differently under the low-inflation
policy than under the high-inflation one.

In a famous paper, however, Kydland and Prescott (1977) show that
the inability of policymakers to commit themselves to such a low-inflation
policy can give rise to excessive inflation despite the absence of an
important long-run tradeoff. Kydland and Prescott’s basic observation is that
if expected inflation is low, so that the marginal cost of additional inflation
is low, policymakers will pursue expansionary policies to push output tem-
porarily above its normal level. But the public’s knowledge that policymak-
ers have this incentive means that they will not in fact expect low inflation.
The end result is that policymakers’ ability to pursue discretionary policy

27 As noted in Section 12.5, the new Keynesian Phillips curve implies a slight long-run
tradeoff. When the discount factor is close to 1, however, the impact of average inflation on
average output is small.
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results in inflation without any increase in output. This section presents a
simple model that formalizes this idea.

Assumptions

Kydland and Prescott’s argument requires three key ingredients: monetary
changes have real effects, expectations concerning inflation affect output
behavior, and the economy’s flexible-price level of output is less than the so-
cially optimal level. To model the first two ingredients as simply as possible
(and to keep close to the spirit of Kydland and Prescott’s original analysis),
we assume that aggregate supply is given by the Lucas supply curve (see
equations [6.25] and [6.86]):

y = yn + b(π − π e ), b > 0, (12.63)

where y is the log of output and yn is the log of its flexible-price level. Other
models with a role for expectations, such as the new Keynesian Phillips
curve and various hybrid Phillips curves with a mix of backward-looking
and forward-looking elements, would have broadly similar implications.
To model the third ingredient, we assume that yn is less than Walrasian
output, y∗.

Kydland and Prescott also assume that inflation above some level is costly,
and that the marginal cost of inflation increases as inflation rises. A simple
way to capture these assumptions is to make social welfare quadratic in
both output and inflation. Thus the policymaker minimizes

L = 1

2
(y − y∗)2 + 1

2
a (π − π∗)2, y∗ > yn , a > 0. (12.64)

The parameter a reflects the relative importance of output and inflation in
social welfare.

Finally, the policymaker can influence aggregate demand. Since there is
no uncertainty, we can think of the policymaker as choosing inflation di-
rectly, subject to the constraint that inflation and output are related by the
aggregate supply curve, (12.63).

Analyzing the Model

To see the model’s implications, consider two ways that monetary policy
and expected inflation could be determined. In the first, the policymaker
makes a binding commitment about what inflation will be before expected
inflation is determined. Since the commitment is binding, expected inflation
equals actual inflation, and so (by [12.63]) output equals its natural rate.
Thus the policymaker’s problem is to choose π to minimize (yn − y∗)2/2 +
a (π − π∗)2/2. The solution is simply π = π∗.
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FIGURE 12.7 The determination of inflation in the absence of commitment

In the second situation, the policymaker chooses inflation taking ex-
pectations of inflation as given. This could occur either if expected infla-
tion is determined before actual inflation is, or if π and π e are determined
simultaneously. Substituting (12.63) into (12.64) implies that the policy-
maker’s problem is

min
π

1

2
[yn + b (π − π e ) − y∗]2 + 1

2
a (π − π∗)2. (12.65)

The first-order condition is

[yn + b (π − π e ) − y∗]b + a(π − π∗) = 0. (12.66)

Solving (12.66) for π yields

π = b2π e + a π∗ + b(y∗ − yn)

a + b2

= π∗ + b

a + b2
(y∗ − yn) + b2

a + b2
(π e − π∗).

(12.67)

Figure 12.7 plots the policymaker’s choice of π as a function of π e . The
relationship is upward-sloping with a slope less than 1. The figure and equa-
tion (12.67) show the policymaker’s incentive to pursue expansionary pol-
icy. If the public expects the policymaker to choose the optimal rate of
inflation, π∗, then the marginal cost of slightly higher inflation is zero, and
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the marginal benefit of the resulting higher output is positive. Thus in this
situation the policymaker chooses an inflation rate greater than π∗.

Since there is no uncertainty, equilibrium requires that expected and
actual inflation are equal. As Figure 12.7 shows, there is a unique inflation
rate for which this is true. If we impose π = π e in (12.67) and then solve
for this inflation rate, we obtain

π e = π∗ + b

a
(y∗ − yn)

≡ πEQ.

(12.68)

If expected inflation exceeds this level, then actual inflation is less than
individuals expect, and thus the economy is not in equilibrium. Similarly, if
π e is less than π EQ, then π exceeds π e .

Thus the only equilibrium is for π and π e to equal πEQ, and for y to
therefore equal yn . Intuitively, expected inflation rises to the point where
the policymaker, taking π e as given, chooses to set π equal to π e. In short,
all that the policymaker’s discretion does is to increase inflation without
affecting output.28

Discussion

The reason that the ability to choose inflation after expected inflation is
determined makes the policymaker worse off is that the policy of announc-
ing that inflation will be π∗, and then producing that inflation rate after
expected inflation is determined, is not dynamically consistent. If the poli-
cymaker announces that inflation will equal π∗ and the public forms its ex-
pectations accordingly, the policymaker will deviate from the policy once
expectations are formed. The public’s knowledge that the policymaker will
do this causes it to expect inflation greater than π∗. This expected inflation
worsens the menu of choices that the policymaker faces.

To see that it is the knowledge that the policymaker has discretion, rather
than the discretion itself, that is the source of the problem, consider what
happens if the public believes the policymaker can commit but he or she in
fact has discretion. In this case, the policymaker can announce that inflation
will equal π∗ and thereby cause expected inflation to equal π∗. But the
policymaker can then set inflation according to (12.67). Since (12.67) is
the solution to the problem of minimizing the social loss function given
expected inflation, this ‘‘reneging’’ on the commitment raises social welfare.

28 None of these results depend on the use of specific functional forms. With general
functional forms, the equilibrium is for expected and actual inflation to rise to the point
where the marginal cost of inflation just balances its marginal benefit through higher output.
Thus output equals its natural rate and inflation is above the optimal level. The equilibrium
if the policymaker can make a binding commitment is still for inflation to equal its optimal
level and output to equal its natural rate.
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Dynamic inconsistency arises in many other situations. In the context of
monetary policy, we already encountered it in the model of Section 12.5.
There, policymakers would like to manipulate expectations of inflation to
change the economy’s response to shocks, but then not produce the infla-
tion that agents expect. More important additional cases of dynamic incon-
sistency arise in contexts other than monetary policy. Policymakers choos-
ing how to tax capital may want to encourage capital accumulation by
adopting a low tax rate. Once the capital has been accumulated, however,
taxing it is nondistortionary; thus it is optimal for policymakers to tax it at
high rates.29 To give another example, policymakers who want individuals
to obey a law may want to promise that violators will be punished harshly.
Once individuals have decided whether to comply, however, there is a cost
and no benefit to punishing violators.

Addressing the Dynamic-Inconsistency Problem

This analysis shows that discretionary monetary policy can give rise to in-
efficiently high inflation. This naturally raises the question of what can be
done to avoid, or at least mitigate, this possibility.

One approach, of course, is to have monetary policy determined by rules
rather than discretion. It is important to emphasize, however, that the rules
must be binding. Suppose policymakers just announce that they are going
to determine monetary policy according to some procedure, such as mak-
ing the money stock grow at a constant rate or following some formula
to choose their target nominal interest rate. If the public believes this an-
nouncement and therefore expects low inflation, policymakers can raise so-
cial welfare by departing from the announced policy and choosing a higher
rate of money growth. Thus the public will not believe the announcement.
Only if the monetary authority relinquishes the ability to determine mone-
tary policy does a rule solve the problem.

There are two problems, however, with using binding rules to overcome
the dynamic-inconsistency problem. One is normative, the other positive.
The normative problem is that rules cannot account for completely un-
expected circumstances. There is no difficulty in constructing a rule that
makes monetary policy respond to normal economic developments. But
sometimes there are events that could not plausibly have been expected. In
recent decades, for example, the United States experienced a collapse of the
relationships between economic activity and many standard measures of the

29 A corollary of this observation is that low-inflation policy can be dynamically incon-
sistent not because of an output-inflation tradeoff, but because of government debt. Since
government debt is generally denominated in nominal terms, unanticipated inflation is a
lump-sum tax on debtholders. As a result, even if monetary shocks do not have real effects, a
policy of setting π = π∗ is not dynamically consistent as long as the government has nomi-
nally denominated debt.
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money stock, an almost unprecedented one-day crash in the stock market
that caused a severe liquidity crisis, the aftershocks of various international
crises, a major terrorist attack, and a financial collapse unlike any since the
Great Depression. It is inconceivable that a rule would have anticipated all
these possibilities.

The positive problem with binding rules as the solution to the dynamic-
inconsistency problem is that we observe low rates of inflation in many
situations (such as the United States in the 1950s and in recent years, and
Germany over most of the postwar period) where policy is not made ac-
cording to fixed rules. Thus there must be ways of alleviating the dynamic-
inconsistency problem that do not involve binding commitments.

Because of considerations like these, there has been considerable interest
in other ways of dealing with dynamic inconsistency. The two approaches
that have received the most attention are reputation and delegation.30

The basic idea behind using reputation to deal with the dynamic-
inconsistency problem is that the public is unsure about policymakers’ char-
acteristics and learns something about those characteristics by observing
inflation. For example, the public may not know policymakers’ preferences
between output and inflation or their beliefs about the output-inflation
tradeoff, or how costly it is to them to not follow through on their an-
nouncements about future policy. In such situations, policymakers’ behavior
conveys information about their characteristics, and thus affects the public’s
expectations of inflation in subsequent periods. Since policymakers face a
more favorable menu of output-inflation choices when expected inflation is
lower, this gives them an incentive to pursue low-inflation policies. This idea
is developed formally by Backus and Driffill (1985) and Barro (1986) and in
Problem 12.16.

The idea that concern about their reputations causes policymakers to
pursue less expansionary policies seems not only theoretically appealing,
but also realistic. Central bankers appear to be very concerned with estab-
lishing reputations as being tough on inflation and as being credible. If the
public were certain of policymakers’ preferences and beliefs, there would
be no reason for this. Only if the public is uncertain and if expectations
matter is this concern appropriate.

30 Two other possibilities are punishment equilibria and incentive contracts. Punishment
equilibria (which are often described as models of reputation, but which differ fundamentally
from the models discussed below) arise in infinite-horizon models. These models typically
have multiple equilibria, including ones where inflation stays below the one-time discre-
tionary level (that is, below πEQ). Low inflation is sustained by beliefs that if policymakers
were to choose high inflation, the public would ‘‘punish’’ them by expecting high inflation
in subsequent periods; the punishments are structured so that the expectations of high infla-
tion would in fact be rational if that situation ever arose. See, for example, Barro and Gordon
(1983) and Problems 12.16 12.18. Incentive contracts are arrangements in which the central
banker is penalized (either financially or through loss of prestige) for inflation. In simple mod-
els, the appropriate choice of penalties produces the optimal policy (Persson and Tabellini,
1993; Walsh, 1995). The empirical relevance of such contracts is not clear, however.
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FIGURE 12.8 The effect of delegation to a conservative policymaker on equilib-
rium inflation

The basic idea behind the use of delegation to overcome dynamic incon-
sistency is that the output-inflation tradeoff is more favorable if monetary
policy is controlled by individuals who are known to particularly dislike
inflation (Rogoff, 1985). A straightforward extension of the model we have
been considering shows how this can address the dynamic-inconsistency
problem. Suppose that the output-inflation relationship and social welfare
continue to be given by (12.63) and (12.64); thus y = yn + b (π − π e ) and
L = [(y − y∗)2/2] + [a(π − π∗)2/2]. Suppose, however, that monetary policy
is determined by an individual whose objective function is

L ′ = 1

2
(y − y∗)2 + 1

2
a ′(π − π∗)2, y∗ > yn , a ′ > 0. (12.69)

a ′ may differ from a , the weight that society as a whole places on inflation.
Solving the policymaker’s maximization problem along the lines of (12.65)
implies that his or her choice of π , given π e , is given by (12.67) with a ′ in
place of a . Thus,

π = π∗ + b

a ′ + b2
(y∗ − yn) + b2

a ′ + b2
(π e − π∗). (12.70)

Figure 12.8 shows the effects of delegating policy to someone with a
value of a ′ greater than a . Because the policymaker puts more weight on
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inflation than before, he or she chooses a lower value of inflation for a given
level of expected inflation (at least over the range where π e ≥ π∗); in addi-
tion, his or her response function is flatter.

As before, the public knows how inflation is determined. Thus equilib-
rium again requires that expected and actual inflation are equal. As a result,
when we solve for expected inflation, we find that it is given by (12.68)
with a ′ in place of a :

πEQ = π∗ + b

a ′ (y
∗ − yn). (12.71)

The equilibrium is for both actual and expected inflation to be given by
(12.71), and for output to equal its natural rate.

Now consider social welfare, which is higher when (y − y∗)2/2 +
a(π − π∗)2/2 is lower. Output is equal to yn regardless of a ′. But when a ′ is
higher, π is closer to π∗. Thus when a ′ is higher, social welfare is higher. Intu-
itively, when monetary policy is controlled by someone who cares strongly
about inflation, the public realizes that the policymaker has little desire to
pursue expansionary policy; the result is that expected inflation is low.

Rogoff extends this analysis to the case where the economy is affected
by shocks. Under plausible assumptions, a policymaker whose preferences
between output and inflation differ from society’s does not respond opti-
mally to shocks. Thus in choosing monetary policymakers, there is a tradeoff:
choosing policymakers with a stronger dislike of inflation produces a bet-
ter performance in terms of average inflation, but a worse one in terms of
responses to disturbances. As a result, there is some optimal level of ‘‘con-
servatism’’ for central bankers.31

Again, the idea that societies can address the dynamic-inconsistency
problem by letting individuals who particularly dislike inflation control
monetary policy appears realistic. In many countries, monetary policy is
determined by independent central banks rather than by the central gov-
ernment. And the central government often seeks out individuals who are
known to be particularly averse to inflation to run those banks. The result
is that those who control monetary policy are often known for being more
concerned about inflation than society as a whole, and only rarely for being
less concerned.

12.9 Empirical Applications

Central Bank Independence and Inflation

Theories that attribute inflation to the dynamic inconsistency of low-
inflation monetary policy are difficult to test. The theories suggest that

31 This idea is developed in Problem 12.17.
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FIGURE 12.9 Central bank independence and inflation32

inflation is related to such variables as the costs of inflation, policymakers’
ability to commit, their ability to establish reputations, and the extent to
which policy is delegated to individuals who particularly dislike inflation.
All of these are hard to measure.

One variable that has received considerable attention is the indepen-
dence of the central bank. Alesina (1988) argues that central bank indepen-
dence provides a measure of the delegation of policymaking to conservative
policymakers. Intuitively, the greater the independence of the central bank,
the greater the government’s ability to delegate policy to individuals who
especially dislike inflation. Empirically, central bank independence is gen-
erally measured by qualitative indexes based on such factors as how the
bank’s governor and board are appointed and dismissed, whether there are
government representatives on the board, and the government’s ability to
veto or directly control the bank’s decisions.

Investigations of the relation between these measures of independence
and inflation find that among industrialized countries, independence and
inflation are strongly negatively related (Alesina, 1988; Grilli, Masciandaro,
and Tabellini, 1991; Cukierman, Webb, and Neyapti, 1992). Figure 12.9 is
representative of the results.

There are four limitations to this finding, however. First, it is not clear
that theories of dynamic inconsistency and delegation predict that greater
central bank independence will produce lower inflation. The argument that
they make this prediction implicitly assumes that the preferences of central

32 Figure 12.9, from ‘‘Central Bank Independence and Macroeconomic Performance’’ by
Alberto Alesina and Lawrence H. Summers, Journal of Money, Credit, and Banking, Vol. 25, No.
2 (May 1993), is reprinted by permission. Copyright 1993 by the Ohio State University Press.
All rights reserved.
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bankers and government officials do not vary systematically with central
bank independence. But the delegation hypothesis implies that they will.
Suppose, for example, that monetary policy depends on the central bank’s
and the government’s preferences, with the weight on the bank’s pref-
erences increasing in its independence. Then when the bank is less in-
dependent, government officials should compensate by appointing more
inflation-averse individuals to the bank. Similarly, when the government is
less able to delegate policy to the bank, voters should elect more inflation-
averse governments. These effects will mitigate, and might even offset, the
effects of reduced central bank independence.

Second, the fact that there is a negative relation between central bank
independence and inflation does not mean that the independence is the
source of the low inflation. As Posen (1993) observes, countries whose cit-
izens are particularly averse to inflation are likely to try to insulate their
central banks from political pressure. For example, it is widely believed
that Germans especially dislike inflation, perhaps because of the hyperin-
flation that Germany experienced after World War I. And the institutions
governing Germany’s central bank appear to have been created largely be-
cause of this desire to avoid inflation. Thus some of Germany’s low inflation
is almost surely the result of the general aversion to inflation, rather than of
the independence of its central bank.

Third, the empirical relationship is not in fact as strong as this discus-
sion suggests. To begin with, there is no clear relationship between legal
measures of central bank independence and average inflation among nonin-
dustrialized countries (Cukierman, Webb, and Neyapti, 1992; Campillo and
Miron, 1997). Further, the usual measures of independence appear to be
biased in favor of finding a link between independence and low inflation.
For example, the measures put some weight on whether the bank’s charter
gives low inflation as its principal goal (Pollard, 1993).

Finally, even if independence is the source of the low inflation, the mech-
anism linking the two may not involve dynamic inconsistency. We will see
another possibility in the next application.

The Great Inflation

Most industrialized countries experienced high inflation in the 1970s.
Figure 12.10 plots inflation in four countries the United States, the United
Kingdom, Australia, and Japan from 1961 to 2000. Two facts stand out.
First, there was considerable heterogeneity across countries. In just these
four countries, the peak level of inflation varied from less than 10 percent in
the United States to almost 25 percent in the United Kingdom. In the United
States, inflation rose gradually through the mid-1970s, fluctuated irregularly,
and then fell sharply in the early 1980s; but in Australia, it rose sharply in the
early 1970s and then fell gradually and irregularly for two decades. Second,
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FIGURE 12.10 Inflation in the United States, the United Kingdom, Australia, and
Japan, 1961 2000

despite the variety, all these countries and many more experienced much
higher inflation in the 1970s than they did before or after. This period of
high inflation is often referred to as the Great Inflation.

Understanding the Great Inflation is an important challenge in the study
of macroeconomic policy. Unfortunately, its causes are far from fully under-
stood. Thus we can do little better than to describe some of the leading
candidates.

In light of the analysis in Section 12.8, one candidate is the dynamic in-
consistency of low-inflation policy. Indeed, the high inflation of the 1970s
was an important motivation for Kydland and Prescott’s analysis. But this
explanation faces an obvious challenge. Theories of dynamic inconsistency
imply that high inflation is the result of optimizing behavior by the rele-
vant players given the institutions. Thus they predict that in the absence of
changes to those institutions, high inflation will remain. This is not what we
observe. In the United States, for example, policymakers reduced inflation
from about 10 percent at the end of the 1970s to under 5 percent just a
few years later, and maintained the lower inflation, without any significant
changes in the institutions or rules governing policy. Similarly, in countries
such as New Zealand and the United Kingdom, reforms to increase central
bank independence followed rather than preceded major reductions in
inflation.

To explain the Great Inflation, then, models of dynamic inconsistency
need to appeal to changes in the forces that drive inflation in the models,
such as the gap between equilibrium and optimal output and the slope
of the output-inflation relationship. It is true that, at least in the United
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States, the natural rate of unemployment was unusually high in the 1970s,
suggesting that y∗ − yn may have been unusually high as well. Yet it seems
unlikely that such changes can explain the magnitude and pervasiveness of
the rise and fall in inflation.

A variation on the dynamic-inconsistency explanation is proposed by
Sargent (1999) and Cho, Williams, and Sargent (2002). Their basic idea is
that policymakers do not know the true structure of the economy, but must
infer it from the dynamics of output and inflation. Even if the economy is
in fact described by the Kydland Prescott model, policymakers may some-
times infer that there is no output-inflation tradeoff, and thus that there is
no cost to pursuing low-inflation policies. Policymakers’ attempts at learn-
ing can therefore lead to recurring bouts of high and low inflation. Whether
this account fits with actual experience is unclear, however. For example, it
implies that policymakers during the Great Inflation believed that there was
a short-run output-inflation tradeoff while their predecessors and successors
did not. There does not appear to be any strong evidence for this view.

Before Kydland and Prescott’s work, the conventional explanation of the
Great Inflation was that it was due to a series of unfavorable supply shocks
that pushed inflation higher, coupled with backward-looking inflation dy-
namics that translated those shocks into a higher embedded inflation. This
explanation must confront at least two problems, however. First, there were
important increases in inflation in the late 1960s and in parts of the 1970s
that were not clearly associated with supply shocks (DeLong, 1997). Second,
there have been large supply shocks since the 1970s, but they did not lead
to renewed high inflation.

Another traditional explanation is that the high inflation was the result of
political pressure on policymakers (for example, Weise, 2009). Again, how-
ever, this view has trouble explaining the timing. Recall that many countries
were able to bring inflation down with no major changes in the institutions
of monetary policy. Thus to explain why high inflation was particularly
a phenomenon of the 1970s, this view must explain why politicians par-
ticularly pressured monetary policymakers in the 1970s or why monetary
policymakers were particularly susceptible to such pressures in this period.

A fascinating theory of the Great Inflation is proposed by Orphanides
(2003b). He considers applying the basic Taylor rule with Taylor’s coeffi-
cients to the data on inflation and output and estimates of the natural rate
of output that were available to policymakers in the 1970s. He finds that
the resulting series for the interest rate corresponds fairly well with the
actual series. In this view, the inflation of the 1970s was due not to policy
being fundamentally different from what it is today, but only to the incor-
rect information about the economy’s normal level of output (coupled with
a failure of policymakers to recognize this possibility, and thus an overly
high weight on the estimated output gap in determining policy).

Orphanides’s explanation may be too simple, however. Policymakers in
the 1970s often did not think about the economy using a natural-rate
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framework with a conventional view of the behavior of inflation. As a re-
sult, the measures from the 1970s that Orphanides interprets as estimates
of the natural rate may have been intended as estimates of something more
like the economy’s maximum capacity. For example, Primiceri (2006) con-
cludes from estimating a learning model that if 1970s policymakers had
been confident that the natural-rate hypothesis was correct, their estimates
of the natural rate of output would have been substantially below those
they reported at the time.

This discussion of various frameworks for understanding the economy
leads to the final candidate explanation of the Great Inflation: it may have
resulted from beliefs on the part of policymakers about the economy that
implied it was appropriate to pursue inflationary policies (DeLong, 1997; C.
Romer and D. Romer, 2002; Nelson, 2005; Primiceri, 2006). At various times
in the 1960s and 1970s, many economists and policymakers thought there
was a permanent output-inflation tradeoff; that the natural rate of unemploy-
ment was extremely low; that tight monetary policy was of minimal value in
lowering inflation; and that the costs of moderate inflation were low. To give
one example, Samuelson and Solow (1960) described a downward-sloping
Phillips curve as showing ‘‘the menu of choices between different degrees of
unemployment and price stability,’’ and went on to conclude, ‘‘To achieve
the nonperfectionist’s goal of high enough output to give us no more than
3 percent unemployment, the price index might have to rise by as much as
4 to 5 percent per year.’’33

This explanation of the sources of the Great Inflation must confront two
major challenges, however. First, although one can bring various types of
qualitative and quantitative evidence to bear on it, it is hard to subject it
to definitive tests. Second, it has difficulty explaining where beliefs come
from. For example, Primiceri is able to account for some of the changes in
beliefs as endogenous responses to macroeconomic developments. But he
takes the set of possible beliefs that policymakers could have adopted as
given, and so leaves an important part of the Great Inflation unexplained.

12.10 Seignorage and Inflation

Inflation sometimes reaches extraordinarily high levels. The most extreme
cases are hyperinflations, which are traditionally defined as periods when
inflation exceeds 50 percent per month. The first modern hyperinflations

33 The view that beliefs are a crucial determinant of inflation suggests an alternative ex-
planation of the link between central bank independence and low inflation. Individuals who
specialize in monetary policy are likely to be more knowledgeable about its effects. They are
therefore likely to have more accurate estimates of the benefits and costs of expansionary pol-
icy. If incomplete knowledge of those costs and benefits leads to inflationary bias, increasing
specialists’ role in determining policy is likely to reduce that bias.
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took place in the aftermaths of World War I and World War II. Hyper-
inflations then disappeared for over a third of a century. But in the past
30 years, there have been hyperinflations in various parts of Latin Amer-
ica, many of the countries of the former Soviet Union, and several war-torn
countries. The all-time record inflation took place in Hungary between Au-
gust 1945 and July 1946. During this period, the price level rose by a factor
of approximately 1027. In the peak month of the inflation, prices on average
tripled daily. The hyperinflation in Zimbabwe in 2007 2009 was almost as
large, with prices at times doubling daily. And many countries experience
high inflation that falls short of hyperinflation: there are many cases where
inflation was between 100 and 1000 percent per year for extended periods.

The existence of an output-inflation tradeoff cannot plausibly lead to
hyperinflations, or even to very high rates of inflation that fall short of hy-
perinflation. By the time inflation reaches triple digits, the costs of inflation
are almost surely large, and the real effects of monetary changes are almost
surely small. No reasonable policymaker would choose to subject an econ-
omy to such large costs out of a desire to obtain such modest output gains.

The underlying cause of most, if not all, episodes of high inflation and
hyperinflation is government’s need to obtain seignorage that is, revenue
from printing money (Bresciani-Turroni, 1937; Cagan, 1956). Wars, falls in
export prices, tax evasion, and political stalemate frequently leave govern-
ments with large budget deficits. And often investors do not have enough
confidence that the government will honor its debts to be willing to buy
its bonds. Thus the government’s only choice is to resort to seignorage.34

This section therefore investigates the interactions among seignorage
needs, money growth, and inflation. We begin by considering a situation
where seignorage needs are sustainable, and see how this can lead to high
inflation. We then consider what happens when seignorage needs are un-
sustainable, and see how that can lead to hyperinflation.

The Inflation Rate and Seignorage

As in Section 12.1, assume that real money demand depends negatively on
the nominal interest rate and positively on real income (see equation [12.1]):

M

P
= L (i ,Y )

= L (r + π e ,Y ), L i < 0, LY > 0.

(12.72)

34 An important question is how the political process leads to situations that require such
large amounts of seignorage. The puzzle is that given the apparent high costs of the resulting
inflation, there appear to be alternatives that all parties prefer. This issue is addressed in
Section 13.6.
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Since we are interested in the government’s revenue from money creation,
M should be interpreted as high-powered money (that is, currency and re-
serves issued by the government). Thus L (•) is the demand for high-powered
money.

For the moment we focus on steady states. It is therefore reasonable to
assume that output and the real interest rate are unaffected by the rate of
money growth, and that actual inflation and expected inflation are equal. If
we neglect output growth for simplicity, then in steady state the quantity
of real balances is constant. This implies that inflation equals the rate of
money growth. Thus we can rewrite (12.72) as

M

P
= L (r + gM,Y ), (12.73)

where r and Y are the real interest rate and output and where gM is the
rate of money growth, M/M.

The quantity of real purchases per unit time that the government finances
from money creation equals the increase in the nominal money stock per
unit time divided by the price level:

S = M

P

= M

M

M

P

= gM

M

P
.

(12.74)

Equation (12.74) shows that in steady state, real seignorage equals the
growth rate of the money stock times the quantity of real balances. The
growth rate of money is equal to the rate at which nominal money holdings
lose real value, π. Thus, loosely speaking, seignorage equals the ‘‘tax rate’’
on real balances, π, times the amount being taxed, M/P . For this reason,
seignorage revenues are often referred to as inflation-tax revenues.35

Substituting (12.73) into (12.74) yields

S = gML (r + gM,Y ). (12.75)

Equation (12.75) shows that an increase in gM increases seignorage by raising
the rate at which real money holdings are taxed, but decreases it by reducing

35 Phelps (1973) shows that it is more natural to think of the tax rate on money bal-
ances as the nominal interest rate, since the nominal rate is the difference between the cost
to agents of holding money (which is the nominal rate itself) and the cost to the govern-
ment of producing it (which is essentially zero). In our framework, where the real rate is
fixed and the nominal rate therefore moves one-for-one with inflation, this distinction is not
important.
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FIGURE 12.11 The inflation-tax Laffer curve

the tax base. Formally,

dS

dgM

= L (r + gM,Y ) + gML1(r + gM,Y ), (12.76)

where L1(•) denotes the derivative of L (•) with respect to its first argument.
The first term of (12.76) is positive and the second is negative. The

second term approaches zero as gM approaches zero (unless L1(r + gM,Y )
approaches minus infinity as gM approaches zero). Since L (r ,Y ) is strictly
positive, it follows that dS/dgM is positive for sufficiently low values of gM:
at low tax rates, seignorage is increasing in the tax rate. It is plausible, how-
ever, that as gM becomes large, the second term eventually dominates; that
is, it is reasonable to suppose that when the tax rate becomes extreme, fur-
ther increases in the rate reduce revenue. The resulting ‘‘inflation-tax Laffer
curve’’ is shown in Figure 12.11.

As a concrete example of the relation between inflation and steady-state
seignorage, consider the money-demand function proposed by Cagan (1956).
Cagan suggests that a good description of money demand, particularly at
high inflation, is given by

ln
M

P
= a − bi + ln Y , b > 0. (12.77)
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Converting (12.77) from logs to levels and substituting the resulting expres-
sion into (12.75) yields

S = gMeaYe−b (r+gM)

= CgMe−bgM ,
(12.78)

where C ≡ e aYe−b r . The impact of a change in money growth on seignorage
is therefore given by

dS

dgM

= Ce−bgM − bCgMe−bgM

= (1 − bgM)Ce−bgM .

(12.79)

This expression is positive for gM < 1/b and negative thereafter.

Cagan’s estimates suggest that b is between 1

3
and 1

2
. This implies that the

peak of the inflation-tax Laffer curve occurs when gM is between 2 and
3. This corresponds to a continuously compounded rate of money growth
of 200 to 300 percent per year, which implies an increase in the money
stock by a factor of between e 2 � 7.4 and e 3 � 20 per year. Conventional
estimates suggest that for most countries, seignorage at the peak of the Laffer
curve is about 10 percent of GDP.

Now consider a government that has some amount of real purchases,
G , that it needs to finance with seignorage. Assume that G is less than
the maximum feasible amount of seignorage, denoted S MAX. Then, as Fig-
ure 12.12 shows, there are two rates of money growth that can finance the
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purchases.36 With one, inflation is low and real balances are high; with the
other, inflation is high and real balances are low. The high-inflation equilib-
rium has peculiar comparative-statics properties; for example, a decrease in
the government’s seignorage needs raises inflation. Since we do not appear
to observe such situations in practice, we focus on the low-inflation equi-
librium. Thus the rate of money growth and hence the rate of inflation is
given by g1.

This analysis provides an explanation of high inflation: it stems from gov-
ernments’ need for seignorage. Suppose, for example, that b = 1

3
and that

seignorage at the peak of the Laffer curve, S MAX, is 10 percent of GDP.
Since seignorage is maximized when gM = 1/b , (12.78) implies that S MAX is
Ce−1/b. Thus for S MAX to equal 10 percent of GDP when b is 1

3
, C must be

about 9 percent of GDP. Straightforward calculations then show that raising
2 percent of GDP from seignorage requires gM � 0.24, raising 5 percent re-
quires gM � 0.70, and raising 8 percent requires gM � 1.42. Thus moderate
seignorage needs give rise to substantial inflation, and large seignorage needs
produce high inflation.

Seignorage and Hyperinflation

This analysis seems to imply that even governments’ need for seignorage
cannot account for hyperinflations: if seignorage revenue is maximized at
inflation rates of several hundred percent, why do governments ever let
inflation go higher? The answer is that the preceding analysis holds only in
steady state. If the public does not immediately adjust its money holdings
or its expectations of inflation to changes in the economic environment,
then in the short run seignorage is always increasing in money growth, and
the government can obtain more seignorage than the maximum sustainable
amount, S MAX. Thus hyperinflations arise when the government’s seignorage
needs exceed S MAX (Cagan, 1956).

Gradual adjustment of money holdings and gradual adjustment of ex-
pected inflation have similar implications for the dynamics of inflation. We
focus on the case of gradual adjustment of money holdings. Specifically,
assume that individuals’ desired money holdings are given by the Cagan
money-demand function, (12.77). In addition, continue to assume that the
real interest rate and output are fixed at r and Y : although both variables
are likely to change somewhat over time, the effects of those variations are
likely to be small relative to the effects of changes in inflation.

36 Figure 12.12 implicitly assumes that the seignorage needs are independent of the infla-
tion rate. This assumption omits an important effect of inflation: because taxes are usually spec-
ified in nominal terms and collected with a lag, an increase in inflation typically reduces real
tax revenues. As a result, seignorage needs are likely to be greater at higher inflation rates. This
Tanzi (or Olivera-Tanzi ) effect does not require any basic change in our analysis; we only have
to replace the horizontal line at G with an upward-sloping line. But the effect can be quan-
titatively significant, and is therefore important to understanding high inflation in practice.
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With these assumptions, desired real money holdings are

m∗(t ) = Ce−bπ (t ). (12.80)

The key assumption of the model is that actual money holdings adjust grad-
ually toward desired holdings. Specifically, our assumption is

d ln m(t )

dt
= β[ ln m∗(t ) − ln m(t )], (12.81)

or

m(t )

m(t )
= β[ ln C − bπ (t ) − ln m(t )], (12.82)

where we have used (12.80) to substitute for ln m∗(t ). The idea behind
this assumption of gradual adjustment is that it is difficult for individuals
to adjust their money holdings; for example, they may have made arrange-
ments to make certain types of purchases using money. As a result, they
adjust their money holdings toward the desired level only gradually. The
specific functional form is chosen for convenience. Finally, β is assumed to
be positive but less than 1/b that is, adjustment is assumed not to be too
rapid.37

As before, seignorage equals M/P , or (M/M )(M/P ). Thus

S (t ) = gM (t )m(t ). (12.83)

Suppose that this economy is initially in steady state with the government’s
seignorage needs, G , less than S MAX, and that G then increases to a value
greater than S MAX. If adjustment is instantaneous, there is no equilibrium
with positive money holdings. Since S MAX is the maximum amount of
seignorage the government can obtain when individuals have adjusted their
real money holdings to their desired level, the government cannot obtain
more than this with instantaneous adjustment. As a result, the only possibil-
ity is for money to immediately become worthless and for the government
to be unable to obtain the seignorage it needs.

With gradual adjustment, on the other hand, the government can ob-
tain the needed seignorage through increasing money growth and inflation.
With rising inflation, real money holdings are falling. But because the ad-
justment is not immediate, the real money stock exceeds Ce−bπ. As a result
(as long as the adjustment is not too rapid), the government is able to obtain

37 The assumption that the change in real money holdings depends only on the current
values of m∗ and m implies that individuals are not forward-looking. A more appealing as-
sumption, along the lines of the q model of investment in Chapter 9, is that individuals
consider the entire future path of inflation in deciding how to adjust their money holdings.
This assumption complicates the analysis greatly without changing the implications for most
of the issues we are interested in.
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more than S MAX. But with the real money stock falling, the required rate of
money growth is rising. The result is explosive inflation.

To see the dynamics of the economy formally, it is easiest to focus on
the dynamics of the real money stock, m. Since m equals M/P , its growth
rate, m/m, equals the growth rate of nominal money, gM, minus the rate of
inflation, π ; thus, gM equals m/m plus π . In addition, by assumption S(t ) is
constant and equal to G. Using these facts, we can rewrite (12.83) as

G =
[

m(t )

m(t )
+ π (t )

]
m(t ). (12.84)

Equations (12.82) and (12.84) are two equations in m/m and π. At a point
in time, m(t ) is given, and everything else in the equations is exogenous and
constant. Solving the two equations for m/m yields

m(t )

m(t )
= β

1 − bβ

b

m(t )

[
ln C − ln m(t )

b
m(t ) − G

]
. (12.85)

Our assumption that G is greater than S MAX implies that the expression
in brackets is negative for all values of m. To see this, note first that the rate of
inflation needed to make desired money holdings equal m is the solution to
Ce−bπ= m ; taking logs and rearranging the resulting expression shows that
this inflation rate is (ln C − ln m)/b. Next, recall that if real money holdings
are steady, seignorage is πm ; thus the sustainable level of seignorage associ-
ated with real money balances of m is [(ln C − ln m)/b ]m. Finally, recall that
S MAX is defined as the maximum sustainable level of seignorage. Thus the
assumption that S MAX is less than G implies that [(ln C − ln m)/b ]m is less
than G for all values of m. But this means that the expression in brackets in
(12.85) is negative.

Thus, since bβ is less than 1, the right-hand side of (12.85) is everywhere
negative: regardless of where it starts, the real money stock continually falls.
The associated phase diagram is shown in Figure 12.13.38 With the real
money stock continually falling, money growth must be continually rising
for the government to obtain the seignorage it needs (see [12.83]). In short,
the government can obtain seignorage greater than S MAX, but only at the
cost of explosive inflation.

This analysis can also be used to understand the dynamics of the real
money stock and inflation under gradual adjustment of money holdings
when G is less than S MAX. Consider the situation depicted in Figure 12.12.
Sustainable seignorage, πm∗, equals G if inflation is either g1 or g2; it is
greater than G if inflation is between g1 and g2; and it is less than G other-
wise. The resulting dynamics of the real money stock implied by (12.85)

38 By differentiating (12.85) twice, one can show that d2(m/m )/(d ln m )2 < 0, and thus
that the phase diagram has the shape shown.
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FIGURE 12.13 The dynamics of the real money stock when seignorage needs
are unsustainable

for this case are shown in Figure 12.14. The steady state with the higher
real money stock (and thus with the lower inflation rate) is stable, and the
steady state with the lower money stock is unstable.39

This analysis of the relation between seignorage and inflation explains
many of the main characteristics of high inflations and hyperinflations.
Most basically, the analysis explains the puzzling fact that inflation often
reaches extremely high levels. The analysis also explains why inflation can
reach some level empirically, in the triple-digit range without becoming

39 Recall that this analysis depends on the assumption that β < 1/b. If this assumption fails,
the denominator of (12.85) is negative. The stability and dynamics of the model are peculiar in
this case. If G < S MAX, the high-inflation equilibrium is stable and the low-inflation equilibrium
is unstable; if G >S MAX, m > 0 everywhere, and thus there is explosive deflation. And with
G in either range, an increase in G leads to a downward jump in inflation.

One interpretation of these results is that it is only because parameter values happen
to fall in a particular range that we do not observe such unusual outcomes in practice. A
more appealing interpretation, however, is that these results suggest that the model omits
important features of actual economies. For example, if there is gradual adjustment of both
real money holdings and expected inflation, then the stability and dynamics of the model are
reasonable regardless of the adjustment speeds. More importantly, Ball (1993) and Cardoso
(1991) argue that the assumption that Y is fixed at Y omits crucial features of the dynamics
of high inflations (though not necessarily of hyperinflations). Ball and Cardoso develop models
that combine seignorage-driven monetary policy with the assumption that aggregate demand
policies can reduce inflation only by temporarily depressing real output. They show that with
this assumption, only the low-inflation steady state is stable. They then use their models to
analyze various aspects of high-inflation economies.
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FIGURE 12.14 The dynamics of the real money stock when seignorage needs are
sustainable

explosive, but that beyond this level it degenerates into hyperinflation. In
addition, the model explains the central role of fiscal problems in causing
high inflations and hyperinflations, and of fiscal reforms in ending them
(Sargent, 1982).

Finally, the central role of seignorage in hyperinflations explains how the
hyperinflations can end before money growth stabilizes. As described in
Section 12.1, the increased demand for real money balances after hyperin-
flations end is satisfied by continued rapid growth of the nominal money
stock rather than by declines in the price level. But this leaves the question
of why the public expects low inflation when there is still rapid money
growth. The answer is that the hyperinflations end when fiscal and mone-
tary reforms eliminate either the deficit or the government’s ability to use
seignorage to finance it, or both. At the end of the German hyperinflation of
1922 1923, for example, Germany’s World War I reparations were reduced,
and the existing central bank was replaced by a new institution with much
greater independence. Because of reforms like these, the public knows that
the burst of money growth is only temporary (Sargent, 1982).40

40 To incorporate the effects of the knowledge that the money growth is temporary into
our formal analysis, we would have to let the change in real money holdings at a given time
depend not just on current holdings and current inflation, but on current holdings and the
entire expected path of inflation. See n. 37.
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Problems

12.1. Consider a discrete-time version of the analysis of money growth, inflation, and

real balances in Section 12.1. Suppose that money demand is given by mt − pt =
c − b(Et pt+1 − pt), where m and p are the logs of the money stock and the price

level, and where we are implicitly assuming that output and the real interest rate

are constant (see [12.77] ).

(a) Solve for pt in terms of mt and Et pt+1.

(b) Use the law of iterated projections to express Et pt+1 in terms of Etmt+1 and

Et pt+2.

(c) Iterate this process forward to express pt in terms of mt , Etmt+1, Etmt+2, . . . .

(Assume that limi→∞ Et [{b/(1 + b)}i pt+i ] = 0. This is a no-bubbles condition

analogous to the one in Problem 8.8.)

(d ) Explain intuitively why an increase in Etmt+i for any i > 0 raises pt.

(e) Suppose expected money growth is constant, so Etmt+i = mt + gi. Solve for

pt in terms of mt and g. How does an increase in g affect pt ?

12.2. Consider a discrete-time model where prices are completely unresponsive to

unanticipated monetary shocks for one period and completely flexible thereafter.

Suppose the IS equation is y = c − ar and that the condition for equilibrium in

the money market is m − p = b +hy−ki . Here y, m, and p are the logs of output,

the money supply, and the price level; r is the real interest rate; i is the nominal

interest rate; and a , h, and k are positive parameters.

Assume that initially m is constant at some level, which we normalize to

zero, and that y is constant at its flexible-price level, which we also normalize to

zero. Now suppose that in some period period 1 for simplicity the monetary

authority shifts unexpectedly to a policy of increasing m by some amount g > 0

each period.

(a) What are r , π e , i , and p before the change in policy?

(b) Once prices have fully adjusted, π e = g. Use this fact to find r , i , and p in

period 2.

(c) In period 1, what are i , r , p , and the expectation of inflation from period 1

to period 2, E1[p2] − p1?

(d ) What determines whether the short-run effect of the monetary expansion is

to raise or lower the nominal interest rate?

12.3. Assume, as in Problem 12.2, that prices are completely unresponsive to unantici-

pated monetary shocks for one period and completely flexible thereafter. Assume

also that y = c − ar and m − p = b + hy − ki hold each period. Suppose, how-

ever, that the money supply follows a random walk: mt = mt−1 + ut , where ut is

a mean-zero, serially uncorrelated disturbance.

(a) Let Et denote expectations as of period t. Explain why, for any t, Et [Et+1

[pt+2] − pt+1] = 0, and thus why Etmt+1 − Et pt+1 = b + hyn − krn, where yn

and rn are the flexible-price levels of y and r .

(b) Use the result in part (a) to solve for yt , pt , i t , and rt in terms of mt−1 and ut .
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(c) Does the Fisher effect hold in this economy? That is, are changes in expected

inflation reflected one-for-one in the nominal interest rate?

12.4. Suppose you want to test the hypothesis that the real interest rate is constant, so

that all changes in the nominal interest rate reflect changes in expected inflation.

Thus your hypothesis is i t = r + Etπt+1.

(a) Consider a regression of i t on a constant and πt+1. Does the hypothesis that the

real interest rate is constant make a general prediction about the coefficient

on πt+1? Explain. (Hint: For a univariate OLS regression, the coefficient on the

right-hand-side variable equals the covariance between the right-hand-side

and left-hand-side variables divided by the variance of the right-hand-side

variable.)

(b) Consider a regression of πt+1 on a constant and i t . Does the hypothesis that the

real interest rate is constant make a general prediction about the coefficient

on i t ? Explain.

(c) Some argue that the hypothesis that the real interest rate is constant implies

that nominal interest rates move one-for-one with actual inflation in the long

run that is, that the hypothesis implies that in a regression of i on a constant

and the current and many lagged values of π, the sum of the coefficients on

the inflation variables will be 1. Is this claim correct? (Hint: Suppose that the

behavior of actual inflation is given by πt = ρπt−1 + et , where e is white

noise.)

12.5. Policy rules, rational expectations, and regime changes. (See Lucas, 1976,

and Sargent, 1983.) Suppose that aggregate supply is given by the Lucas supply

curve, yt = yn+b(πt−π e
t ), b > 0, and suppose that monetary policy is determined

by mt = mt−1 +a +εt , where ε is a white-noise disturbance. Assume that private

agents do not know the current values of mt or εt ; thus π e
t is the expectation of

pt − pt−1 given mt−1,εt−1, yt−1, and pt−1. Finally, assume that aggregate demand

is given by yt = mt − pt .

(a) Find yt in terms of mt −1, mt , and any other variables or parameters that are

relevant.

(b) Are mt−1 and mt all one needs to know about monetary policy to find yt ?

Explain intuitively.

(c) Suppose that monetary policy is initially determined as above, with a > 0,

and that the monetary authority then announces that it is switching to a new

regime where a is 0. Suppose that private agents believe that the probability

that the announcement is true is ρ . What is yt in terms of mt−1, mt , ρ , yn , b,

and the initial value of a?

(d ) Using these results, describe how an examination of the money-output re-

lationship might be used to measure the credibility of announcements of

regime changes.

12.6. Regime changes and the term structure of interest rates. (See Mankiw and

Miron, 1986.) Consider an economy where money is neutral. Specifically, assume

that πt = �mt and that r is constant at zero. Suppose that the money supply is

given by �mt = k�mt−1 + εt , where ε is a white-noise disturbance.
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(a) Assume that the rational-expectations theory of the term structure of interest

rates holds (see [12.6] ). Specifically, assume that the two-period interest rate

is given by i 2
t = (i 1

t + Eti
1
t+1)/2. i 1

t denotes the nominal interest rate from t to

t + 1; thus, by the Fisher identity, it equals rt + Et [pt+1] − pt .

(i) What is i 1
t as a function of �mt and k? (Assume that �mt is known at

time t.)

(ii) What is Eti
1
t+1 as a function of �mt and k?

(iii) What is the relation between i 2
t and i 1

t ; that is, what is i 2
t as a function of

i 1
t and k?

(iv) How would a change in k affect the relation between i 2
t and i 1

t ? Explain

intuitively.

(b) Suppose that the two-period rate includes a time-varying term premium: i 2
t =

(i 1
t + Eti

1
t+1)/2 + θt , where θ is a white-noise disturbance that is independent

of ε. Consider the OLS regression i 1
t+1 − i 1

t = a + b(i 2
t − i 1

t) + et+1.

(i) Under the rational-expectations theory of the term structure (with

θt = 0 for all t ), what value would one expect for b? (Hint: For a univari-

ate OLS regression, the coefficient on the right-hand-side variable equals

the covariance between the right-hand-side and left-hand-side variables

divided by the variance of the right-hand-side variable.)

(ii) Now suppose that θ has variance σ 2
θ . What value would one expect

for b?

(iii) How do changes in k affect your answer to part (ii )? What happens to b

as k approaches 1?

12.7. Consider the model of Section 12.4. Suppose, however, the aggregate supply equa-

tion, (12.16), is πt = πt−1 + α(yt−1 − yn
t−1) + επ

t , where επ is a white-noise shock

that is independent of ε I S and εY. How, if at all, does this change to the model

change expression (12.27) for q ∗?

12.8. Consider the system given by (12.41).

(a) What does the system simplify to when φπ = 1? What are the eigenvalues

of the system in this case? Suppose we look for self-fulfilling movements in
~y and π of the form πt = λt Z , ~yt = cλt Z , |λ| ≤ 1. When φπ = 1, for what

values of λ and c does such a solution satisfy (12.41)? Thus, what form do the

self-fulfilling movements in inflation and output take?

(b) Suppose φπ is slightly (that is, infinitesimally) greater than 1. Are both eigen-

values inside the unit circle? What if φπ is slightly less than 1?

(c) Suppose κ(1 − φπ )/θ = −2(1 + β). What does the system simplify to in this

case? What are the eigenvalues of the system in this case? Suppose we look

for self-fulfilling movements in ~y and π of the form πt = λt Z , ~yt = c λt Z ,

|λ| ≤ 1. When κ(1 −φπ )/θ = −2(1 +β), for what values of λ and c does such

a solution satisfy (12.41)? Thus, what form do the self-fulfilling movements in

inflation and output take?
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12.9. Money versus interest-rate targeting. (Poole, 1970.) Suppose the economy

is described by linear IS and money-market equilibrium equations that are sub-

ject to disturbances: y = c − ai + ε1, m − p = hy − ki + ε2, where ε1 and ε2 are

independent, mean-zero shocks with variances σ
2

1 and σ
2

2 , and where a , h, and

k are positive. Policymakers want to stabilize output, but they cannot observe

y or the shocks, ε1 and ε2. Assume for simplicity that p is fixed.

(a) Suppose the policymaker fixes i at some level i . What is the variance of y ?

(b) Suppose the policymaker fixes m at some level m. What is the variance of y ?

(c) If there are only monetary shocks (so σ
2

1 = 0), does money targeting or

interest-rate targeting lead to a lower variance of y ?

(d ) If there are only IS shocks (so σ
2

2 = 0), does money or interest-rate targeting

lead to a lower variance of y ?

(e) Explain your results in parts (c) and (d ) intuitively.

( f ) When there are only IS shocks, is there a policy that produces a variance

of y that is lower than either money or interest-rate targeting? If so, what

policy minimizes the variance of y? If not, why not? (Hint: Consider the

money-market equilibrium condition, m − p = hy − ki.)

12.10. Uncertainty and policy. (Brainard, 1967.) Suppose output is given by y =
x + (k +εk)z + u, where z is some policy instrument controlled by the govern-

ment and k is the expected value of the multiplier for that instrument. εk and

u are independent, mean-zero disturbances that are unknown when the policy-

maker chooses z , and that have variances σ 2
k and σ 2

u . Finally, x is a disturbance

that is known when z is chosen. The policymaker wants to minimize E [(y−y∗)2].

(a) Find E [(y − y∗)2] as a function of x, k, y∗, σ 2
k , and σ 2

u .

(b) Find the first-order condition for z , and solve for z .

(c) How, if at all, does σ 2
u affect how policy should respond to shocks (that is,

to the realized value of x)? Thus, how does uncertainty about the state of

the economy affect the case for ‘‘fine-tuning’’?

(d ) How, if at all, does σ 2
k affect how policy should respond to shocks (that is,

to the realized value of x)? Thus, how does uncertainty about the effects of

policy affect the case for ‘‘fine-tuning’’?

12.11. The importance of using rather than saving your ammunition in the
presence of the zero lower bound. Suppose inflation is described by the

accelerationist Phillips curve, π (t) = λy(t), λ > 0, and that output is determined

by a simple IS curve, y(t) = −b[i (t) − π (t)], b > 0. Initially, the central bank is

setting the nominal interest rate at a strictly positive level: i (0) > 0. Assume

−b[i (0) − π (0)] < 0 < bπ (0).

(a) Suppose the central bank keeps i constant at i (0). Sketch the behavior of

inflation and output over time.

(b) Suppose the central bank keeps i constant at i (0) until some time when

bπ (t) < 0, and then permanently reduces i to zero. Sketch the behavior of

inflation and output over time.
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(c) Suppose the central bank permanently reduces i to zero at t = 0. Sketch

the behavior of inflation and output over time.

(d ) Explain your results intuitively.

12.12. Consider the Krugman model of Section 12.7. Assume the economy is in a steady

state of the type described in that section starting in period 2. Suppose, how-

ever, that prices are completely sticky in period 1, so that P1 = P , and that

it is output rather than prices that adjusts in period 1 so that the equilibrium

conditions are satisfied. (As before, assume that c1 = y1.)

(a) What are the equations analogous to (12.60) and (12.61)? Sketch them in

(y1, i1) space.

(b) In terms of the exogenous parameters (β , y, M∗, a∗, M1, a1, and P ), what is

the condition for i1 = 0? What is y1 in this case? What is the condition for

y1 < y in this case?

(c) Suppose i1 = 0. Does an increase in M1, holding expectations of M∗ fixed,

raise y1? Does an increase in expectations of M∗, holding M1 fixed, raise y1?

12.13. Consider the Krugman model of Section 12.7. Assume that i1 = 0 and that

the economy is in steady state starting in period 2. Suppose, however, that y1

(the value of y in period 1) need not equal y∗ (the value of y starting in pe-

riod 2). How, if at all, does a fall in y∗ affect the CC and/or MM curves? Explain

intuitively why a permanent adverse productivity shock is expansionary in a

liquidity trap.41

12.14. Consider the Krugman model of Section 12.7. Assume the economy is in a steady

state starting in period 3 and that i1 = 0.

(a) Suppose i2 = 0.

(i) How, if at all, does an increase in M2, holding M1 and M∗ fixed, affect

P1? Explain.

(ii) How, if at all, does an increase in M∗, holding M1 and M2 fixed, affect

P1? Explain.

(iii) Suppose M1, M2, and M∗ all increase by the same proportion. How, if

at all, is P1 affected? Explain.

(b) Suppose i2 > 0. How, if at all, does an increase in M2 (holding M1 and M∗
fixed) that causes i2 to fall to 0 affect P1? Explain intuitively why a policy

that makes the liquidity trap last longer (in the sense that i now equals 0

for two periods rather than one) is expansionary.

12.15. (Fischer and Summers, 1989.) Suppose inflation is determined as in Section 12.8.

Suppose the government is able to reduce the costs of inflation; that is, suppose

it reduces the parameter a in equation (12.64). Is society made better or worse

off by this change? Explain intuitively.

41 Eggertsson (2010) refers to this result as the ‘‘paradox of toil.’’ Wieland (2016) argues
that the evidence does not support this prediction of conventional models of the liquidity
trap and proposes a candidate explanation for his findings.
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12.16. A model of reputation and monetary policy. (This follows Backus and

Driffill, 1985, and Barro, 1986.) Suppose a policymaker is in office for two pe-

riods. Output is given by (12.63) each period. There are two possible types of

policymaker, type 1 and type 2. A type-1 policymaker, which occurs with proba-

bility p , maximizes social welfare, which for simplicity is given by (y1−aπ2
1/2)+

(y2 −aπ2
2/2), a > 0. A type-2 policymaker, which occurs with probability 1− p,

cares only about inflation, and so sets inflation to zero in both periods. Assume

0 < p <
1

2
.

(a) What value of π2 will a type-1 policymaker choose?

(b) Consider a possible equilibrium where a type-1 policymaker always chooses

π1 	= 0. In this situation, what is π e
2 if π1 	= 0? What value of π1 does a type-

1 policymaker choose? What is the resulting level of social welfare over the

two periods?

(c) Consider a possible equilibrium where a type-1 policymaker always chooses

π1 = 0. In this situation, what is π e
2 if π1 = 0? What is the resulting level

of social welfare over the two periods?

(d ) In light of your answers to (b) and (c), what is the equilibrium? In what sense,

if any, does concern about reputation lower average inflation in this envi-

ronment?

(e) In qualitative terms, what form do you think the equilibrium would take if
1

2
< p < 1? Why?

12.17. The tradeoff between low average inflation and flexibility in response
to shocks with delegation of control over monetary policy. (Rogoff,

1985.) Suppose that output is given by y = yn + b(π − π e ), and that the so-

cial welfare function is γy − aπ2/2, where γ is a random variable with mean γ

and variance σ 2
γ . π e is determined before γ is observed; the policymaker, how-

ever, chooses π after γ is known. Suppose policy is made by someone whose

objective function is cγy − aπ2/2.

(a) What is the policymaker’s choice of π given π e , γ , and c ?

(b) What is π e ?

(c) What is the expected value of the true social welfare function, γy− aπ2/2?

(d ) What value of c maximizes expected social welfare? Interpret your result.

12.18. In the model of delegation analyzed in Section 12.8, suppose that the policy-

maker’s preferences are believed to be described by (12.69), with a ′ > a , when

π e is determined. Is social welfare higher if these are actually the policymaker’s

preferences, or if the policymaker’s preferences in fact match the social welfare

function, (12.64)?

12.19. Solving the dynamic-inconsistency problem through punishment.
(Barro and Gordon, 1983.) Consider a policymaker whose objective function is∑∞

t=0
β t(yt − aπt

2/2), where a > 0 and 0 < β < 1. yt is determined by the Lucas

supply curve, (12.53), each period. Expected inflation is determined as follows.

If π has equaled π̂ (where π̂ is a parameter) in all previous periods, then π e = π̂.

If π ever differs from π̂, then π e = b/a in all later periods.



Romer-3931312--That book January 11, 2018 10:58 658

658 Chapter 12 MONETARY POLICY

(a) What is the equilibrium of the model in all subsequent periods if π ever

differs from π̂ ?

(b) Suppose π has always been equal to π̂ , so π e = π̂ . If the monetary authority

chooses to depart from π = π̂, what value of π does it choose? What level

of its lifetime objective function does it attain under this strategy? If the

monetary authority continues to choose π = π̂ every period, what level of

its lifetime objective function does it attain?

(c) For what values of π̂ does the monetary authority choose π = π̂? Are there

values of a , b, and β such that if π̂ = 0, the monetary authority chooses

π = 0?

12.20. Other equilibria in the Barro Gordon model. Consider the situation de-

scribed in Problem 12.19. Find the parameter values (if any) for which each of

the following is an equilibrium:

(a) One-period punishment. π e
t equals π̂ if πt−1 = π e

t−1 and equals b/a other-

wise; π = π̂ each period.

(b) Severe punishment. (Abreu, 1988, and Rogoff, 1987.) π e
t equals π̂ if

πt−1 = π e
t−1, equals π0 > b/a if π e

t−1 = π̂ and πt−1 	= π̂, and equals b/a

otherwise; π = π̂ each period.

(c) Repeated discretionary equilibrium. π = π e = b/a each period.

12.21. Consider the situation analyzed in Problem 12.19, but assume that there is

only some finite number of periods rather than an infinite number. What is

the unique equilibrium?

12.22. The political business cycle. (Nordhaus, 1975.) Suppose the relationship be-

tween unemployment and inflation is described by πt = πt−1 − α(ut − un ) +
εS

t , α > 0, where the εS
t ’s are i.i.d., mean-zero disturbances with cumulative dis-

tribution function F (•). Consider a politician who takes office in period 1, taking

π0 as given, and who faces reelection at the end of period 2. The politician has

complete control over u1 and u2, subject only to the limitations that there are

minimum and maximum feasible levels of unemployment, uL and uH . The politi-

cian is evaluated based on u2 and π2; specifically, he or she is reelected if and

only if π2 +βu2 < K , where β > 0 and K are exogenous parameters. If the politi-

cian wants to maximize the chances of reelection, what value of u1 does he or

she choose?

12.23. Rational political business cycles. (Alesina and Sachs, 1988.) Suppose the

relationship between output and inflation is given by yt = yn + b(πt − Et−1πt),

where b > 0 and where Et−1 denotes the expectation as of period t−1. Suppose

there are two types of politicians, ‘‘liberals’’ and ‘‘conservatives.’’ Liberals maxi-

mize aL yt − π2
t/2 each period, and conservatives maximize ac yt − π2

t/2, where

aL > aC > 0. Elected leaders stay in office for two periods. In period 0, it is not

known who the leader in period 1 will be; it will be a liberal with probability

p and a conservative with probability 1 − p. In period 1, the identity of the

period-2 leader is known.

(a) Given Et−1πt , what value of yt will a liberal leader choose? What value will

a conservative leader choose?
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(b) What is E0π1? If a liberal is elected, what are π1 and y1? If a conservative is

elected, what are π1 and y1?

(c) If a liberal is elected, what are π2 and y2? If a conservative is elected, what

are π2 and y2?

12.24. Growth and seignorage, and an alternative explanation of the inflation-
growth relationship. (Friedman, 1971.) Suppose that money demand is given

by ln(M/P ) = a − b i + ln Y , and that Y is growing at rate gY . What rate of in-

flation leads to the highest path of seignorage?

12.25. (Cagan, 1956.) Suppose that instead of adjusting their real money holdings grad-

ually toward the desired level, individuals adjust their expectation of inflation

gradually toward actual inflation. Thus equations (12.80) and (12.81) are re-

placed by m(t ) = C exp(−bπe (t )) and π e (t ) = β[π (t ) − π e (t )], 0 < β < 1/b .

(a) Follow steps analogous to the derivation of (12.85) to find an expression for

π e (t ) as a function of π (t ).

(b) Sketch the resulting phase diagram for the case of G > S MAX. What are the

dynamics of π e and m ?

(c) Sketch the phase diagram for the case of G < S MAX.
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Chapter 13
BUDGET DEFICITS AND FISCAL
POLICY

The other branch of macroeconomic policy besides monetary policy is fiscal
policy. From the perspective of macroeconomics, fiscal policy is concerned
with the overall levels and broad composition of taxes and government
spending and their effects on the aggregate economy.

Many important issues in the macroeconomics of fiscal policy involve its
short-run impact on the economy and its potential role in stabilization pol-
icy. There is considerable agreement that because of the political barriers
to timely and sound fiscal policy actions, it is usually best to leave stabi-
lization to monetary policy. But when the shocks hitting the economy are
sufficiently long-lasting and, especially, when monetary policy is constrained
by the zero lower bound, there is clearly a case for using fiscal policy. As
a result, the financial and macroeconomic crisis that began in 2008 led to
widespread fiscal actions for stabilization. For example, almost every major
advanced country enacted discretionary fiscal stimulus in 2008 and 2009.
The crisis also led to renewed interest among economists in the use of fiscal
policy for stabilization.

Many questions that are important to monetary policy carry over to fis-
cal policy as a tool for stabilization. For example, the issue of whether there
are substantial benefits to stabilization policy (which we discussed in Sec-
tion 12.3) and the possibility that the importance of inflation expectations
makes optimal stabilization policy dynamically inconsistent (discussed in
Section 12.8) are just as relevant to fiscal policy as to monetary policy.

One critical aspect of stabilization policy where fiscal policy clearly must
be studied separately from monetary policy is the effects of policy. There
has been an explosion of work in this area in recent years, much of it mo-
tivated by the financial and macroeconomic crisis. Some of it focuses on
aggregate evidence, some examines regional evidence, and some considers
individual-level evidence. The general consensus is that fiscal policy works
in the expected direction: reductions in taxes and increases in government
spending raise output in the short run. Moreover, for the most part the mag-
nitudes of the estimated effects are substantial. However, once one turns to
narrower questions, such as whether there are important differences in the
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effects of different types of fiscal policy actions (for example, spending ver-
sus taxes or one type of spending versus another), or whether the effects
depend strongly on the state of the economy, there is much more uncer-
tainty and room for further research.1

Another major set of issues in the macroeconomics of fiscal policy con-
cern the overall features of the tax system and their long-run impact on
the economy. Examples of important questions here include the long-run
effects of the level of taxes on the level or growth rate of aggregate output,
and whether the overall composition of taxes among those on labor income,
capital income, and consumption has important effects on output and wel-
fare. We will touch on some of these issues at the end of Section 13.3.

Because the range of subjects that fall under the macroeconomics of fiscal
policy is so broad, and because many of the issues related to fiscal policy
as a tool for stabilization are so closely related to ones involving monetary
policy, this chapter does not try to be comprehensive. Instead, it takes a
narrower focus, largely concentrating on the sources of deficits that is, of
the difference between the government’s overall spending and its overall
revenues.

Section 13.1 begins by describing the budget constraint a government
faces and some accounting issues involving the budget; it also describes
some of the specifics of the long-term fiscal outlook in the United States.
Section 13.2 lays out a baseline model where the government’s choice of
whether to finance its purchases through taxes or borrowing has no impact
on the economy and discusses reasons that this result of Ricardian equivalence
may fail.

The chapter then turns to the sources of budget deficits when Ricardian
equivalence fails. Section 13.3 presents the tax-smoothing model of deficits.
The model’s basic idea is that because taxes distort individuals’ choices
and since those distortions rise more than proportionally with the tax rate,
steady moderate tax rates are preferable to alternating periods of high and
low tax rates. As we will see, this theory provides an appealing explanation
for such phenomena as governments’ reliance on deficits to finance wars.

The tax-smoothing model is normatively appealing, but from a positive
perspective it has a major limitation: it does not appear to be consistent with
large persistent deficits or with the pursuit of fiscal policies that are unlikely
to be sustainable. Yet these appear to be common. For example, the U.S. fed-
eral government has run large budget deficits almost without interruption
since the early 1980s. Furthermore, as we will discuss in Section 13.1, in the
absence of major policy changes, increases in social security and health care

1 Some examples of recent empirical work on the short-run macroeconomic effects of
fiscal policy are Fisher and Peters (2010); C. Romer and D. Romer (2010); Ramey (2011);
Barro and Redlick (2011); Chodorow-Reich, Feiveson, Liscow, and Woolston (2012); Auerbach
and Gorodnichenko (2012); Parker, Souleles, Johnson, and McClelland (2013); Nakamura and
Steinsson (2014); Guajardo, Leigh, and Pescatori (2014); and Hausman (2016).
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spending are likely to lead to exploding levels of the deficit and the stock
of debt within a few decades. Many other advanced countries have run per-
sistently large budget deficits in recent decades and face similar long-term
budgetary challenges. And in many developing countries, large, persistent
deficits have led to hyperinflation, default, or a debt crisis.

This apparent deficit bias is a major reason that economists are particu-
larly interested in the sources of deficits. Much of the chapter is therefore
devoted to possible reasons that there could be a systematic tendency for
the political process to produce excessive deficits. Section 13.4 provides an
introduction to the economic analysis of politics. Section 13.5 then presents
a model where conflict over the composition of government spending can
lead to excessive deficits, and Section 13.6 considers a model where exces-
sive deficits can result from conflict over how the burden of reducing a
deficit is to be divided among different groups.

Finally, Section 13.7 presents some empirical evidence about the sources
of deficits, Section 13.8 discusses the costs of deficits, and Section 13.9
presents a simple model of debt crises.

13.1 The Government Budget Constraint

The Basic Budget Constraint

To discuss fiscal policy, we need to know what the government can and can-
not do. Thus we need to understand the government’s budget constraint. A
household’s budget constraint is that the present value of its consumption
must be less than or equal to its initial wealth plus the present value of its
labor income. The government’s budget constraint is analogous: the present
value of its purchases of goods and services must be less than or equal to its
initial wealth plus the present value of its tax receipts (net of transfer pay-
ments). To express this constraint, let G(t ) and T (t ) denote the government’s
real purchases and taxes at time t, and D(0) its initial real debt outstanding.
As in Section 2.2, let R (t ) denote

∫ t
τ =0 r (τ )dτ , where r (τ ) is the real interest

rate at time τ . Thus the value of a unit of output at time t discounted back
to time 0 is e−R (t ). With this notation, the government’s budget constraint is∫ ∞

t=0

e−R (t )G(t )dt ≤ −D(0) +
∫ ∞

t=0

e−R (t )T (t )dt. (13.1)

Note that because D(0) represents debt rather than wealth, it enters nega-
tively into the budget constraint.

The government’s budget constraint does not prevent it from staying
permanently in debt, or even from always increasing the amount of its debt.
Recall that the household’s budget constraint in the Ramsey model implies
that the limit of the present value of its wealth cannot be negative (see
Section 2.2). Similarly, the restriction the budget constraint places on the
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government is that the limit of the present value of its debt cannot be
positive. That is, one can show that (13.1) is equivalent to

lim
s→∞

e−R(s )D(s) ≤ 0. (13.2)

The derivation of (13.2) from (13.1) follows steps analogous to the derivation
of (2.11) from (2.7).

If the real interest rate is always positive, a positive but constant value
of D so the government never pays off its debt satisfies the budget con-
straint. Likewise, a policy where D is always growing satisfies the budget
constraint if the growth rate of D is less than the real interest rate.

The simplest definition of the budget deficit is that it is the rate of change
of the stock of debt. The rate of change in the stock of real debt equals the
difference between the government’s purchases and revenues, plus the real
interest on its debt. That is,

D(t ) = [G(t ) − T (t )] + r (t )D(t ), (13.3)

where again r (t ) is the real interest rate at t.
The term in brackets on the right-hand side of (13.3) is referred to as the

primary deficit. Considering the primary rather than the total deficit is often
a better way of gauging how fiscal policy at a given time is contributing
to the government’s budget constraint. For example, we can rewrite the
government budget constraint, (13.1), as∫ ∞

t=0

e−R (t )[T (t ) − G(t )]dt ≥ D(0). (13.4)

Expressed this way, the budget constraint states that the government must
run primary surpluses large enough in present value to offset its initial debt.

Some Measurement Issues

The government budget constraint involves the present values of the entire
paths of purchases and revenues, and not the deficit at a point in time.
As a result, conventional measures of either the primary or total deficit
can be misleading about how fiscal actions are contributing to the budget
constraint. Here we consider three examples.

The first example is inflation’s effect on the measured deficit. The change
in nominal debt outstanding that is, the conventionally measured bud-
get deficit equals the difference between nominal purchases and revenues,
plus the nominal interest on the debt. If we let B denote the nominal debt,
the nominal deficit is thus

B(t ) = P (t )[G(t ) − T (t )] + i (t )P (t )D(t ), (13.5)

where P is the price level and i is the nominal interest rate. When infla-
tion rises, the nominal interest rate rises for a given real rate. Thus interest
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payments and the deficit increase. Yet the higher interest payments are just
offsetting the fact that the higher inflation is eroding the real value of debt.
Nothing involving the behavior of the real stock of debt, and thus nothing
involving the government’s budget constraint, is affected.

To see this formally, we use the fact that, by definition, the nominal
interest rate equals the real rate plus inflation.2 This allows us to rewrite
our expression for the nominal deficit as

B(t ) = P (t )[G(t ) − T (t )] + [r (t ) + π (t )]P (t )D(t )

= P (t )[D(t ) + π (t )D(t )],
(13.6)

where the second line uses equation (13.3) for the rate of change in real
debt outstanding. Dividing both sides of (13.6) by the price level yields

B(t )

P (t )
= D(t ) + π (t )D(t ). (13.7)

That is, as long as the stock of debt is positive, higher inflation raises the
conventional measure of the deficit even when it is deflated by the price
level.

The second example is the sale of an asset. If the government sells an
asset, it increases current revenue and thus reduces the current deficit. But
it also forgoes the revenue the asset would have generated in the future.
In the natural case where the value of the asset equals the present value of
the revenue it will produce, the sale has no effect on the present value of
the government’s revenue. Thus the sale affects the current deficit but does
not affect the budget constraint.

Our third example is an unfunded liability. An unfunded liability is a gov-
ernment commitment to incur expenses in the future that is made without
provision for corresponding revenues. In contrast to an asset sale, an un-
funded liability affects the budget constraint without affecting the current
deficit. If the government sells an asset, the set of policies that satisfy the
budget constraint is unchanged. If it incurs an unfunded liability, on the
other hand, it does not change the current deficit, but satisfying the budget
constraint requires higher future taxes or lower future purchases.

The lack of a close relationship between the deficit and the budget
constraint implies that the government can satisfy legislative or constitu-
tional rules restricting the deficit without substantive changes. Asset sales
and switches from conventional spending programs to unfunded liabilities
are just two of the devices it can use to satisfy requirements about the
measured deficit without any genuine changes in policies. Others include
‘‘off-budget’’ spending, mandates concerning private-sector spending, unre-
alistic forecasts, and shifts of spending among different fiscal years.

2 For simplicity, we assume there is no uncertainty, so there is no need to distinguish
between expected and actual inflation.
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Despite this fact, the empirical evidence concerning the effects of deficit
restrictions, though not clear-cut, suggests that they have genuine effects on
government behavior.3 If this is correct, it suggests that it is costly for gov-
ernments to use devices that reduce measured deficits without substantive
changes.

Ponzi Games

The fact that the government’s budget constraint involves the paths of pur-
chases and revenues over the infinite future introduces another compli-
cation: there are cases where the government does not have to satisfy the
constraint. An agent’s budget constraint is not exogenous, but is determined
by the transactions other agents are willing to make. If the economy con-
sists of a finite number of individuals who have not reached satiation, the
government does indeed have to satisfy (13.1). If the present value of the
government’s purchases exceeds the present value of its revenues, the limit
of the present value of its debt is strictly positive (see [13.1] and [13.2]).
And if there are a finite number of agents, at least one agent must be hold-
ing a strictly positive fraction of this debt. This means that the limit of the
present value of the agent’s wealth is strictly positive; that is, the present
value of the agent’s spending is strictly less than the present value of his or
her after-tax income. This cannot be an equilibrium, because that agent can
obtain higher utility by increasing his or her spending.

If there are infinitely many agents, however, this argument does not ap-
ply. Even if the present value of each agent’s spending equals the present
value of his or her after-tax income, the present value of the private sec-
tor’s total spending may be less than the present value of its total after-tax
income. To see this, consider the Diamond overlapping-generations model
of Chapter 2. In that model, each individual saves early in life and dissaves
late in life. As a result, at any time some individuals have saved and not yet
dissaved. Thus the present value of private-sector income up to any date
exceeds the present value of private-sector spending up to that date. If this
difference does not approach zero, the government can take advantage of
this by running a Ponzi scheme. That is, it can issue debt at some date and
roll it over forever.

The specific condition that must be satisfied for the government to be
able to run a Ponzi scheme in the Diamond model is that the equilib-
rium is dynamically inefficient, so that the real interest rate is less than
the growth rate of the economy. Consider what happens in such a situation
if the government issues a small amount of debt at time 0 and tries to roll
it over indefinitely. That is, each period, when the previous period’s debt

3 Much of the evidence comes from the examination of U.S. states. See, for example,
Poterba (1994).
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comes due, the government just issues new debt to pay the principal and
interest on the old debt. With this policy, the value of the debt outstanding
grows at the real interest rate. Since the growth rate of the economy ex-
ceeds the real interest rate, the ratio of the value of the debt to the size of
the economy is continually falling. Thus there is no reason the government
cannot follow this policy. Yet the policy does not satisfy the conventional
budget constraint: because the government is rolling the debt over forever,
the value of the debt discounted to time 0 is constant, and so does not
approach zero.

One implication is that debt issuance is a possible solution to dynamic
inefficiency. By getting individuals to hold some of their savings in the
form of government debt rather than capital, the government can reduce
the capital stock from its inefficiently high level.

The possibility of a government Ponzi scheme is largely a theoretical cu-
riosity, however. In the realistic case where the economy is not dynamically
inefficient, Ponzi games are not feasible, and the government must satisfy
the traditional present-value budget constraint.4

Empirical Application: Is U.S. Fiscal Policy on a Sustainable
Path?

The U.S. federal government has run large measured budget deficits over
most of the past four decades. In addition, it has large pension and medical-
care programs for the elderly, which it operates largely on a pay-as-you-go
basis, resulting in an enormous quantity of unfunded liabilities. Because of
these factors, there is significant concern about the United States’s long-term
fiscal prospects.

One way to assess the long-term fiscal situation is to ask whether it ap-
pears that if current policies were continued, the government would satisfy
its budget constraint. A finding that the constraint would probably not be
satisfied would suggest that changes in spending or taxes are likely to be
needed.

Auerbach (1997) proposes a measure of the size of the expected fiscal
imbalance. The first step is to project the paths of purchases, revenues, in-
come, and interest rates under current policy. Auerbach’s measure is then
the answer to the following question: By what constant fraction of GDP
would taxes have to be increased (or purchases decreased) for the budget

4 The situation is more complicated under uncertainty. In an uncertain economy, the real-
ized rate of return on government debt is sometimes less than the economy’s growth rate even
when the economy is not dynamically inefficient. As a result, an attempt to issue debt and
roll it over forever has a positive probability of succeeding. See Bohn (1995), Ball, Elmendorf,
and Mankiw (1998), and Blanchard and Weil (2001).
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constraint to be satisfied if the projections proved to be correct? That is,
Auerbach’s measure, �, is the solution to∫ ∞

t=0

e −RPROJ(t )

[
T PROJ(t ) − G PROJ(t )

Y PROJ(t )
+ �

]
Y PROJ(t ) = D(0). (13.8)

A larger value of � implies that larger adjustments in fiscal policy are likely
to be needed.5

Auerbach and Gale (2017) apply this framework to U.S. fiscal policy. One
problem in applying the framework is that it is not clear how one should de-
fine ‘‘current’’ policy. For example, a significant part of spending each year
is allocated in that year’s budget; any projection must make assumptions
about this discretionary spending.

The specific way that Auerbach and Gale proceed is to begin with the
assumptions and projections used by the Congressional Budget Office. They
then modify those assumptions in several ways: they assume that some
scheduled tax increases that have already been postponed will never go
into effect; that discretionary spending will remain approximately constant
in real per capita terms for the next decade and remain constant as a share
of GDP thereafter (rather than the somewhat lower path assumed by the
Congressional Budget Office); and that most major categories of revenue
will remain constant as a share of GDP starting a decade from now. In ad-
dition, they consider the projections of spending on the Medicare program
from three different government agencies rather than only those from the
Congressional Budget Office. Using their assumptions and the middle of the
three estimates of Medicare spending, they obtain an estimate of � of a
stunning 7.7 percent. For comparison, federal revenues are currently about
18 percent of GDP. That is, Auerbach and Gale’s point estimate is that cur-
rent policies are extraordinarily far from satisfying the government budget
constraint.

There are two main sources of this result. One is demographics. The first
members of the baby-boom generation are now retired, and by 2050 the
ratio of working-age adults to individuals over 65 is likely to be about half
its level in 2000. The other factor is technological progress in medicine.
Technological advances have led to the development of many extremely
valuable procedures and drugs. The result has been greatly increased medi-
cal spending, much of which is paid for by the government (particularly in
the case of the elderly). Because of these developments, under current law

5 Changing revenues or purchases would almost certainly affect the paths of Y and R. For
example, higher taxes might raise output and lower interest rates by increasing investment,
or lower output through incentive effects. As a result, even in the absence of uncertainty,
changing revenues or purchases at each point in time by fraction � of GDP would probably not
bring the budget constraint exactly into balance. Nonetheless, � provides a useful summary
of the magnitude of the imbalance under current policy.
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federal spending on Social Security, Medicare, and Medicaid is projected to
rise from about 10 percent of GDP in 2010 to almost 20 percent by 2060.

To make matters worse, Auerbach and Gale’s estimates probably under-
state the extent of the expected fiscal imbalance. The government demo-
graphic projections underlying their calculations appear to understate the
likely improvement in longevity among the elderly. The projections assume
a sharp slowing of the increase in life expectancy, even though such pro-
jections have repeatedly been wrong in the past and countries with life
expectancies well above the United States’s show no signs of such a slow-
ing (Lee and Skinner, 1999). The assumptions about technological progress
in medicine are also quite conservative.

In short, the best available evidence suggests that extremely large adjust-
ments will be needed for the government to satisfy its budget constraint.
The possible forms of the adjustments are spending reductions, tax increases,
and implicit or explicit reneging on government debt through hyperinfla-
tion or default.6

An obvious issue is how much confidence one should have in these esti-
mates. On the one hand, the estimates of the needed adjustments are based
on projections over very long horizons; thus one might think they are very
uncertain. On the other hand, the forces driving the estimates demographics
and technological progress in medicine are simple and highly persistent;
thus one might think we can estimate the size of the necessary adjustments
fairly precisely.

It turns out that the first intuition is correct. Both the demographic
changes and long-run growth in demography-adjusted medical spending
are very uncertain. For example, Lee and Skinner (1999) estimate that the
95 percent confidence interval for the ratio of working-age adults to individ-
uals over 65 in 2070 is [1.5, 4.0]. Even more importantly, trend productivity
growth is quite uncertain and has enormous implications for the long-run
fiscal outlook. For example, the combination of the productivity-growth re-
bound and unexpectedly high tax revenues for a given level of GDP caused
estimates of the long-run fiscal imbalance to fall rapidly in the second half
of the 1990s despite only small changes in policy. Although a confidence
interval has not been estimated formally, it appears that it would not be
surprising if the actual adjustments that are needed differ from our current
estimates of � by 5 percentage points or more.

The fact that there is great uncertainty about the needed adjustments
is not an argument for inaction, however. The needed adjustments could
turn out to be either much smaller or much larger than our point estimate.
The results from Section 8.6 about the impact of uncertainty on optimal
consumption are helpful in thinking about how uncertainty affects opti-
mal policy. If the costs of fiscal adjustment are quadratic in the size of the

6 The forces underlying the fiscal imbalance in the United States are present in most indus-
trialized countries. As a result, most of those countries face long-term fiscal problems similar
to those in the United States.
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adjustment, uncertainty does not affect the expected benefits of, for exam-
ple, an action that would reduce the government’s debt today. And if the
costs are more sharply curved than in the quadratic case, uncertainty raises
the expected benefits of such an action.

13.2 Ricardian Equivalence

The Ricardian Equivalence Result

We now turn to the effects of the government’s choice between taxes and
bonds. A natural starting point is the Ramsey Cass Koopmans model of
Chapter 2 with lump-sum taxation, since that model avoids all complica-
tions involving market imperfections and heterogeneous households.

When there are taxes, the representative household’s budget constraint
is that the present value of its consumption cannot exceed its initial wealth
plus the present value of its after-tax labor income. And with no uncertainty
or market imperfections, there is no reason for the interest rate the house-
hold faces at each point in time to differ from the one the government faces.
Thus the household’s budget constraint is∫ ∞

t=0

e−R (t )C (t )dt ≤ K (0) + D(0) +
∫ ∞

t=0

e−R (t )[W(t ) − T (t )] dt. (13.9)

Here C (t ) is consumption at t, W(t ) is labor income, and T (t ) is taxes; K (0)
and D(0) are the quantities of capital and government bonds at time 0.7

Breaking the integral on the right-hand side of (13.9) in two gives us∫ ∞

t=0

e−R (t )C (t ) dt

(13.10)

≤ K (0) + D(0) +
∫ ∞

t=0

e−R (t )W(t )dt −
∫ ∞

t=0

e−R (t )T (t ) dt.

It is reasonable to assume that the government satisfies its budget constraint,
(13.1), with equality. If it did not, its wealth would be growing forever,
which does not seem realistic.8 With that assumption, (13.1) implies that
the present value of taxes,

∫ ∞
t=0 e−R (t )T (t ) dt, equals initial debt, D(0), plus

the present value of government purchases,
∫ ∞

t=0 e−R (t )G(t ) dt. Substituting

7 In writing the representative household’s budget constraint in this way, we are implicitly
normalizing the number of households to 1. With H households, all the terms in (13.9) must
be divided by H: the representative household’s consumption at t is 1/H of total consumption,
its initial wealth is 1/H of K (0) + D(0), and so on. Multiplying both sides by H then yields
(13.9).

8 Moreover, if the government attempts such a policy, an equilibrium may not exist if its
debt is denominated in real terms. See, for example, Woodford (1995).
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this fact into (13.10) gives us∫ ∞

t=0

e−R(t )C (t ) dt ≤ K (0) +
∫ ∞

t=0

e−R(t )W(t ) dt −
∫ ∞

t=0

e−R(t )G(t ) dt. (13.11)

Equation (13.11) shows that we can express households’ budget con-
straint in terms of the present value of government purchases without ref-
erence to the division of the financing of those purchases at any point in
time between taxes and bonds. In addition, it is reasonable to assume that
taxes do not enter directly into households’ preferences; this is true in any
model where utility depends only on such conventional economic goods
as consumption, leisure, and so on. Since the path of taxes does not enter
either households’ budget constraint or their preferences, it does not affect
consumption. Likewise, it is government purchases, not taxes, that affect
capital accumulation, since investment equals output minus the sum of con-
sumption and government purchases. Thus we have a key result: only the
quantity of government purchases, not the division of the financing of those
purchases between taxes and bonds, affects the economy.

The result of the irrelevance of the government’s financing decisions is
the famous Ricardian equivalence between debt and taxes.9 The logic of the
result is simple. To see it clearly, think of the government giving some
amount D of bonds to each household at some date t1 and planning to re-
tire this debt at a later date t2; this requires that each household be taxed

amount e R (t2)−R (t1)D at t2. Such a policy has two effects on the representa-
tive household. First, the household has acquired an asset the bond that
has present value as of t1 of D . Second, it has acquired a liability the fu-
ture tax obligation that also has present value as of t1 of D . Thus the bond
does not represent ‘‘net wealth’’ to the household, and it therefore does not
affect the household’s consumption behavior. In effect, the household sim-
ply saves the bond and the interest the bond is accumulating until t2, at
which point it uses the bond and interest to pay the taxes the government
is levying to retire the bond.

Traditional economic models, and many informal discussions, assume that
a shift from tax to bond finance increases consumption. Traditional analyses
of consumption often model consumption as depending just on current dis-
posable income, Y −T . With this assumption, a bond-financed tax cut raises
consumption. The Ricardian and traditional views of consumption have very
different implications for many policy issues. For example, the United States
cut taxes in 2008 and 2009. In the traditional view (which motivated the ac-
tions), the cuts increased consumption. But the Ricardian view implies that
they did not. To give another example, the traditional view implies that
the United States’s sustained budget deficits over the past several decades

9 The name comes from the fact that this idea was first proposed (though ultimately re-
jected) by David Ricardo. See O’Driscoll (1977).
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increased consumption, and thus reduced capital accumulation and growth.
But the Ricardian view implies that they had no effect on consumption or
capital accumulation.

Ricardian Equivalence in Practice

An enormous amount of research has been devoted to trying to determine
how much truth there is to Ricardian equivalence. There are, of course,
many reasons that Ricardian equivalence does not hold exactly. The impor-
tant question, however, is whether there are large departures from it.

One reason that Ricardian equivalence is likely not to be exactly correct is
that there is turnover in the population. When new individuals are entering
the economy, some of the future tax burden associated with a bond issue
is borne by individuals who are not alive when the bond is issued. As a
result, the bond represents net wealth to those who are currently living,
and thus affects their behavior. This possibility is illustrated by the Diamond
overlapping-generations model.

There are two difficulties with this objection to Ricardian equivalence.
First, intergenerational links can cause a series of individuals with finite life-
times to behave as if they are a single household with an infinite horizon
(Barro, 1974). Second, and more prosaically but also more importantly
lifetimes are long enough that if the only reason governments’ financing
decisions matter is because lifetimes are finite, Ricardian equivalence is a
good approximation (Poterba and Summers, 1987). For realistic cases, large
parts of the present value of the taxes associated with bond issues are
levied during the lifetimes of the individuals alive at the time of the issue.
Thus even in the absence of intergenerational links, bonds represent only a
small amount of net wealth. Further, the fact that lifetimes are long means
that if consumers obey the permanent-income hypothesis, an increase in
wealth has only a modest impact on consumption. For example, if indi-
viduals spread out the spending of an unexpected wealth increase equally
over the remainder of their lives, an individual with 30 years left to live in-
creases consumption spending in response to a one-dollar increase in wealth
only by about three cents.10 Because of these considerations, the issue of
whether Ricardian equivalence is a good approximation in practice depends
mainly not on turnover in the population, but on whether the permanent-
income hypothesis provides a good description of consumption behavior.
In the permanent-income model, only a household’s lifetime budget con-
straint affects its behavior; the time path of its after-tax income does not
matter. A bond issue today repaid by future taxes affects the path of after-
tax income without changing the lifetime budget constraint. Thus if the

10 Of course, this is not exactly what an optimizing individual would do. See, for example,
Problem 2.5.
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permanent-income hypothesis describes consumption behavior well,
Ricardian equivalence is likely to be a good approximation. But significant
departures from the permanent-income hypothesis can lead to significant
departures from Ricardian equivalence.

We saw in Chapter 8 that the permanent-income hypothesis fails in im-
portant ways: most households have little wealth, and predictable changes
in after-tax income lead to predictable changes in consumption. This sug-
gests that Ricardian equivalence may fail in a quantitatively important
way as well: if current disposable income has a significant impact on con-
sumption for a given lifetime budget constraint, a tax cut accompanied by
an offsetting future tax increase is likely to have a significant impact on
consumption.

Exactly how failures of the permanent-income hypothesis can lead to fail-
ures of Ricardian equivalence depends on the sources of the failures. Here
we consider two possibilities. The first is liquidity constraints. When the
government issues a bond to a household to be repaid by higher taxes on the
household at a later date, it is in effect borrowing on the household’s behalf.
If the household already had the option of borrowing at the same interest
rate as the government, the policy has no effect on its opportunities, and
thus no effect on its behavior. But suppose the household faces a higher in-
terest rate for borrowing than the government does. If the household would
borrow at the government interest rate and increase its consumption if that
were possible, it will respond to the government’s borrowing on its behalf
by raising its consumption.

Second, recall from Section 8.6 that a precautionary-saving motive can
lead to failure of the permanent-income hypothesis, and that the combina-
tion of precautionary saving and a high discount rate can help account for
buffer-stock saving and the large role of current disposable income in con-
sumption choices. Suppose that these forces are important to consumption,
and consider our standard example of a bond issue to be repaid by higher
taxes in the future. If taxes were lump-sum, the bond issue would have no
impact on the household’s budget constraint. That is, the present value of
the household’s lifetime after-tax income in every state of the world would
be unchanged. As a result, the bond issue would not affect consumption.

Since taxes are a function of income, however, in practice the situation
is very different. The bond issue causes the household’s future tax liabilities
to be only slightly higher if its income turns out to be low. That is, the
combination of the tax cut today and the higher future taxes raises the
present value of the household’s lifetime after-tax income in the event that
its future income is low, and reduces it in the event that its future income
is high. As a result, the household has little incentive to increase its saving.
Instead it can indulge its high discount rate and increase its consumption,
knowing that its tax liabilities will be high only if its income is high (Barsky,
Mankiw, and Zeldes, 1986).
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This discussion suggests that there is little reason to expect Ricardian
equivalence to provide a good first approximation in practice. The Ricar-
dian equivalence result rests on the permanent-income hypothesis, and
the permanent-income hypothesis fails in quantitatively important ways.
Nonetheless, because it is so simple and logical, Ricardian equivalence (like
the permanent-income hypothesis) is a valuable theoretical baseline.

13.3 Tax-Smoothing

We now turn to the question of what determines the deficit. This section
develops a model, due to Barro (1979), in which deficits are chosen opti-
mally. Sections 13.4 through 13.6 consider reasons that deficits might be
inefficiently high.

Barro focuses on the government’s desire to minimize the distortions asso-
ciated with obtaining revenue. The derivation of the Ricardian equivalence
result and most of our modeling of taxes in earlier chapters assumes that
taxes are lump-sum. But as we just discussed in the context of forces that
can cause departures from Ricardian equivalence, actual taxes are a function
of income. One consequence is that taxes distort behavior, and so cause in-
efficiencies. Barro’s starting point is the observation that those distortions
are likely to increase more than proportionally with the amount of revenue
raised. In standard models, for example, a tax has no distortion costs to first
order. Thus for low taxes, the distortion costs are approximately propor-
tional to the square of the amount of revenue raised. When distortions rise
more than proportionally with taxes, they are on average higher under a
policy of variable taxes than under one with steady taxes at the same aver-
age level. Thus the desire to minimize distortions provides a reason for the
government to smooth the path of taxes over time.

To investigate the implications of this observation, Barro considers an
environment where the distortions associated with taxes are the only depar-
ture from Ricardian equivalence.11 The government’s problem is then simi-
lar to the problem facing a household in the permanent-income hypothesis.
In the permanent-income hypothesis, the household wants to maximize its
discounted lifetime utility subject to the constraint that the present value
of its lifetime spending not exceed some level. Because there is diminishing
marginal utility of consumption, the household chooses a smooth path for
consumption. Here, the government wants to minimize the present value of

11 Alternatively, one can consider a setting where there are other departures from Ricardian
equivalence but where the government can offset the other effects of its choice between
bond and tax finance. For example, it can use monetary policy to offset any impact on overall
economic activity, and tax incentives to offset any impact on the division of output between
consumption and investment.



Romer-3931312--That book January 11, 2018 10:59 674

674 Chapter 13 BUDGET DEFICITS AND FISCAL POLICY

distortions from raising revenue subject to the constraint that the present
value of its revenues not be less than some level. Because there are increas-
ing marginal distortion costs of raising revenue, the government chooses a
smooth path for taxes. Our analysis of tax-smoothing will therefore parallel
our analysis of the permanent-income hypothesis in Sections 8.1 and 8.2.
As in those sections, we will first assume that there is certainty and then
consider the case of uncertainty.

Tax-Smoothing under Certainty

Consider a discrete-time economy. The paths of output (Y ), government
purchases (G ), and the real interest rate (r ) are exogenously given and
certain. For simplicity, the real interest rate is constant. There is some ini-
tial stock of outstanding government debt, D 0. The government wants to
choose the path of taxes (T ) to satisfy its budget constraint while minimiz-
ing the present value of the costs of the distortions that the taxes create.12

Following Barro, we will not model the sources of those distortion costs.
Instead, we just assume that the distortion costs from raising amount Tt are
given by

Ct = Yt f

(
Tt

Yt

)
, f (0) = 0, f ′(0) = 0, f ′′(•) > 0, (13.12)

where Ct is the cost of the distortions in period t. This formulation implies
that distortions relative to output are a function of taxes relative to output,
and that they rise more than proportionally with taxes relative to output.
These implications seem reasonable.

The government’s problem is to choose the path of taxes to minimize
the present value of the distortion costs subject to the requirement that it
satisfy its overall budget constraint. Formally, this problem is

min
T0,T1,...

∞∑
t=0

1

(1 + r )t
Yt f

(
Tt

Yt

)
subject to

∞∑
t=0

1

(1 + r )t
Tt = D 0 +

∞∑
t=0

1

(1 + r )t
Gt.

(13.13)

One can solve the government’s problem either by setting up the Lagrangian
and proceeding in the standard way, or by using perturbation arguments
to find the Euler equation. We will use the second approach. Specifically,

12 For most of the models in this chapter, it is easiest to define G as government purchases
and T as taxes net of transfers. Raising taxes to finance transfers involves distortions, however.
Thus for this model, G should be thought of as purchases plus transfers and T as gross taxes.
For consistency with the other models in the chapter, however, the presentation here neglects
transfers and refers to G as government purchases.
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consider the government reducing taxes in period t by a small amount �T
and increasing taxes in the next period by (1 + r )�T , with taxes in all
other periods unchanged. This change does not affect the present value
of its revenues. Thus if the government was initially satisfying its budget
constraint, it continues to satisfy it after the change. And if the government’s
initial policy was optimal, the marginal impact of the change on its objective
function must be zero. That is, the marginal benefit and marginal cost of the
change must be equal.

The benefit of the change is that it reduces distortions in period t. Specif-
ically, equation (13.13) implies that the marginal reduction in the present
value of distortions, MB, is

MB = 1

(1 + r )t
Yt f ′

(
Tt

Yt

)
1

Yt

�T

= 1

(1 + r )t
f ′

(
Tt

Yt

)
�T.

(13.14)

The cost of the change is that it increases distortion in t+1. From (13.13) and
the fact that taxes in period t + 1 rise by (1 + r )�T , the marginal increase
in the present value of distortions, MC, is

MC = 1

(1 + r )t +1
Yt +1 f ′

(
Tt +1

Yt +1

)
1

Yt +1

(1 + r ) �T

= 1

(1 + r )t
f ′

(
Tt +1

Yt +1

)
�T.

(13.15)

Comparing (13.14) and (13.15) shows that the condition for the marginal
benefit and marginal cost to be equal is

f ′
(

Tt

Yt

)
= f ′

(
Tt +1

Yt +1

)
. (13.16)

This requires

Tt

Yt

= Tt +1

Yt +1

. (13.17)

That is, taxes as a share of output the tax rate must be constant. As de-
scribed above, the intuition is that with increasing marginal distortion costs
from higher taxes, smooth taxes minimize distortion costs. More precisely,
because the marginal distortion cost per unit of revenue raised is increasing
in the tax rate, a smooth tax rate minimizes distortion costs.13

13 To find the level of the tax rate, one needs to combine the government’s budget con-
straint in (13.13) with the fact that the tax rate is constant. This calculation shows that the
tax rate equals the ratio of the present value of the revenue the government must raise to
the present value of output.
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Tax-Smoothing under Uncertainty

Extending the analysis to allow for uncertainty about the path of govern-
ment purchases is straightforward. The government’s new problem is to
minimize the expected present value of the distortions from raising rev-
enue. Its budget constraint is the same as before: the present value of tax
revenues must equal initial debt plus the present value of purchases.

We can analyze this problem using a perturbation argument like the
one we used for the case of certainty. Consider the government reducing
taxes in period t by a small amount �T from the value it was planning to
choose given its information available at that time. To continue to satisfy
its budget constraint, it increases taxes in period t + 1 by (1 + r ) �T from
whatever value it would have chosen given its information in that period.
If the government is optimizing, this change does not affect the expected
present value of distortions. Reasoning like that we used to derive expres-
sion (13.16) shows that this condition is

f ′
(

Tt

Yt

)
= Et

[
f ′

(
Tt +1

Yt +1

)]
, (13.18)

where Et [•] denotes expectations given the information available in period t.
This condition states that there cannot be predictable changes in the
marginal distortion costs of obtaining revenue.

In the case where the distortion costs, f (•), are quadratic, equation (13.18)
can be simplified. When f (•) is quadratic, f ′(•) is linear. Thus, Et [ f ′(Tt +1/

Yt +1)] equals f ′(Et [Tt +1/Yt +1]). Equation (13.18) becomes

f ′
(

Tt

Yt

)
= f ′

(
Et

[
Tt +1

Yt +1

])
, (13.19)

which requires

Tt

Yt

= Et

[
Tt +1

Yt +1

]
. (13.20)

This equation states that there cannot be predictable changes in the tax
rate. That is, the tax rate follows a random walk.

Implications

Our motive for studying tax-smoothing was to examine its implications for
the behavior of deficits. The model implies that if government purchases as a
share of output are a random walk, there will be no deficits: when purchases
are a random walk, a balanced-budget policy causes the tax rate to follow a
random walk. Thus the model implies that deficits and surpluses arise when
the ratio of government purchases to output is expected to change.
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The most obvious potential sources of predictable movements in the
purchases-to-output ratio are wars and recessions. Military purchases are
usually temporarily high during wars. Similarly, government purchases are
roughly acyclical, and are thus likely to be temporarily high relative to out-
put in recessions.14 That is, wars and recessions are times when the expected
future ratio of government purchases to output is less than the current ra-
tio. Consistent with the tax-smoothing model, we observe that governments
usually run deficits during these times.

Extensions

The basic analysis of tax-smoothing can be extended in many ways. Here
we consider three.

First, Lucas and Stokey (1983) observe that the same logic that suggests
that governments should smooth taxes suggests that they should issue con-
tingent debt. Expected distortions are lower if government debt has a low
real payoff when there is a positive shock to government purchases and a
high real payoff when there is a negative shock. With fully contingent debt,
the government can equalize tax rates across all possible states, and so the
tax rate never changes (Bohn, 1990). This strong implication is obviously
incorrect. But Bohn (1988) notes that the government can make the real
payoff on its debt somewhat contingent on shocks to its purchases by is-
suing nominal debt and then following policies that produce high inflation
in response to positive shocks to purchases and low inflation in response to
negative shocks. Thus the desire to reduce distortions provides a candidate
explanation of governments’ use of nominal debt.

Second, the analysis can be extended to include capital accumulation. In
natural baseline cases, the government can commit to its policies, a policy
of no capital taxation is likely to be optimal or nearly so. Both capital taxes
and labor-income taxes distort individuals’ labor-leisure choice, since both
reduce the overall attractiveness of working. But the capital income tax also
distorts individuals’ intertemporal choices.

Ex post, a tax on existing capital is not distortionary, and thus is desirable
from the standpoint of minimizing distortions. As a result, a policy of no or
low capital taxation is not dynamically consistent (Kydland and Prescott,
1977). That is, if the government cannot make binding commitments about
future tax policies, it will not be able to follow a policy of no capital taxation.
The prediction of optimal tax models with commitment that capital taxes
are close to zero is clearly false. Whether this reflects imperfect commitment
or something else is not known.15

14 Also, recall that the relevant variable for the model is in fact not government purchases,
but purchases plus transfer payments (see n. 12). Transfers are generally countercyclical, and
thus also likely to be temporarily high relative to output in recessions.

15 For more on optimal taxation when there is capital, see Chari and Kehoe (1999); Golosov,
Kocherlakota, and Tsyvinski (2003); Diamond and Saez (2011); and Farhi and Werning (2012).
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Third, the model of tax-smoothing we have been considering takes the
path of government purchases as exogenous. But purchases are likely to be
affected by their costs and benefits. A bond issue accompanied by a tax
cut increases the revenue the government must raise in the future, and
therefore implies that future tax rates must be higher. Thus the marginal
cost of financing a given path of government purchases is higher. When
the government is choosing its purchases by trading off the costs and ben-
efits, it will respond to this change with a mix of higher taxes and lower
purchases. The lower government purchases increase households’ lifetime
resources, and therefore increase their consumption. Thus recognizing that
taxes are distortionary suggests another reason for there to be departures
from Ricardian equivalence (Bohn, 1992).

13.4 Political-Economy Theories of Budget
Deficits

The tax-smoothing hypothesis provides a candidate explanation of varia-
tions in budget deficits over time, but not of a systematic tendency toward
high deficits. In light of many countries’ persistent deficits in the 1980s
and 1990s and the evidence that many countries’ current fiscal policies are
far from sustainable, a great deal of research has been devoted to possible
sources of deficit bias in fiscal policy. That is, this work asks whether there
are forces that tend to cause fiscal policy to produce deficits that are on
average inefficiently high.

Most of this work falls under the heading of new political economy. This
is the field devoted to applying economic tools to politics. In this line of
work, politicians are viewed not as benevolent social planners, but as indi-
viduals who maximize their objective functions given the constraints they
face and the information they have. Likewise, voters are viewed as neither
the idealized citizens of high-school civics classes nor the mechanical actors
of much of political science, but as rational economic agents.

One strand of new political economy uses economic tools to understand
issues that have traditionally been in the domain of political science, such
as the behavior of political candidates and voters. A second strand and
the one we will focus on is concerned with the importance of political
forces for traditional economic issues. Probably the most important ques-
tion tackled by this work is how the political process can produce inef-
ficient outcomes. Even casual observation suggests that governments are
sources of enormous inefficiencies. Officials enrich themselves at a cost
to society that vastly exceeds the wealth they accumulate; regulators in-
fluence markets using highly distortionary price controls and command-
and-control regulations rather than taxes and subsidies; legislatures and
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officials dole out innumerable favors to individuals and small groups, thereby
causing large amounts of resources to be devoted to rent-seeking; high
and persistent inflation and budget deficits are common; and so on. But
a basic message of economics is that when there are large inefficiencies,
there are large incentives to eliminate them. Thus the apparent existence
of large inefficiencies resulting from the political process is an important
puzzle.

Work in new political economy has proposed several candidate expla-
nations for inefficient political outcomes. Although excessive deficits are
surely not the largest inefficiency produced by the political process, many
of those candidate explanations have been applied to deficit bias. Indeed,
some were developed in that context. Thus we will examine work on pos-
sible political sources of deficit bias both for what it tells us about deficits
and as a way of providing an introduction to new political economy.

One potential source of inefficient policies is that politicians and voters
may not know what the optimal policies are. Individuals have heteroge-
neous understandings of economics and of the impacts of alternative poli-
cies. The fact that some individuals are less well informed than others can
cause them to support policies that the best available evidence suggests are
inefficient. For example, one reason that support for protectionist policies
is so widespread is probably that comparative advantage is a sufficiently
subtle idea that many people do not understand it.

Some features of policy are difficult to understand unless we recognize
that voters’ and policymakers’ knowledge is incomplete. New ideas can in-
fluence policy only if the ideas were not already universally known. Sim-
ilarly, passionate debates about the effects that alternative policies would
have make sense only if individuals’ knowledge is heterogeneous.16

Buchanan and Wagner (1977) argue that incomplete knowledge is an
important source of deficit bias. The benefits of high purchases and low
taxes are direct and evident, while the costs the lower future purchases
and higher future taxes that are needed to satisfy the government’s budget
constraint are indirect and less obvious. If individuals do not recognize
the extent of the costs, there will be a tendency toward excessive deficits.
Buchanan and Wagner develop this idea and argue that the history of views
about deficits can explain why limited understanding of deficits’ costs did
not produce a systematic pattern of high deficits until the 1970s.

16 It is through ideas that economists’ activities as researchers, teachers, and policy advis-
ers affect policy. If observed outcomes, even highly undesirable ones, were the equilibria of
interactions of individuals who were fully informed about the consequences of alternative
policies, we could hope to observe and understand those outcomes but not to change them.
But the participants do not know all there is to know about policies’ consequences. As a
result, by learning more about them through our research and providing information about
them through our teaching and advising, economists can sometimes change outcomes.
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Although limited knowledge may be an important source of excessive
deficits, it is not the only one. In some situations, there are policies that
would clearly make almost everyone considerably better off. Perhaps the
most obvious examples are hyperinflations. A hyperinflation’s costs are large
and obvious. Thus it is reasonably clear that a general tax increase or spend-
ing reduction that eliminated the need for seignorage, and thereby allowed
the government to end the hyperinflation, would make the vast majority
of the population better off. Yet hyperinflations often go on for months or
years before fiscal policy is changed.

Most work in new political economy does not focus on limited knowl-
edge. This may be because of cases like hyperinflations that are almost surely
not due to limited knowledge. Or it may be because models of limited
knowledge are not well developed and therefore lack an accepted frame-
work that can be applied to new situations, or because it is difficult to derive
specific empirical predictions from the models.

The bulk of work in new political economy focuses instead on the possi-
bility that strategic interactions can cause the political process to produce
outcomes that are known to be inefficient. That is, this work considers the
possibility that the structure of the policymaking process and of the econ-
omy causes each participant’s pursuit of his or her objective to produce
inefficiency. The model of the dynamic inconsistency of low-inflation mon-
etary policy we considered in Section 12.8 is an example of such a model.
In that model, policymakers’ inability to commit to low inflation, coupled
with their incentive to inflate once expected inflation has been determined,
leads to inefficient inflation.

In the case of fiscal policy, researchers have suggested two main ways
that strategic interactions can produce inefficient deficits. First, an elected
leader may accumulate an inefficient amount of debt to restrain his or her
successor’s spending (Persson and Svensson, 1989; Tabellini and Alesina,
1990). A desire to restrain future spending is often cited in current debates
over U.S. fiscal policy, for example.17

Second, disagreement about how to divide the burden of reducing the
deficit can cause delay in fiscal reform as each group tries to get others to
bear a disproportionate share (Alesina and Drazen, 1991). This mechanism
is almost surely relevant to hyperinflations.

Sections 13.5 and 13.6 present specific models that illustrate these po-
tential sources of deficit bias. We will see that both models have serious
limitations; neither one shows unambiguously that the mechanism it con-
siders gives rise to deficit bias. Thus the purpose of considering the models
is not to settle the issue of the sources of deficits. Rather, it is to show what

17 At least in the case of the United States, however, there is little evidence that tax
reductions and debt accumulation have a substantial effect on future spending. See C. Romer
and D. Romer (2009).
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is needed for these forces to produce deficit bias, and to introduce some
general issues concerning political-economy models.18

13.5 Strategic Debt Accumulation

This section investigates a specific mechanism through which strategic
considerations can produce inefficiently high deficits. The key idea is that
current policymakers realize that future policy may be determined by indi-
viduals whose views they disagree with. In particular, it may be determined
by individuals who prefer to expend resources in ways the current policy-
makers view as undesirable. This can cause current policymakers to want
to restrain future policymakers’ spending. If high levels of government debt
reduce government spending, this provides current policymakers with a
reason to accumulate debt.

This general idea has been formalized in two ways. Persson and Svensson
(1989) consider disagreement about the level of government spending: con-
servative policymakers prefer low spending, and liberal policymakers prefer
high spending. Persson and Svensson show that if the conservative policy-
makers’ preference for low spending is strong enough, it causes them to run
deficits.19

Persson and Svensson’s model does not provide a candidate explanation
of a general tendency toward deficits. In their model, the same forces that
can make conservative policymakers run deficits can cause liberal ones to
run surpluses. Tabellini and Alesina (1990) therefore consider disagreement
about the composition of government spending. Their basic idea is that if
each type of policymaker believes that the type of spending the other would
undertake is undesirable, both types may have an incentive to accumulate
debt.

This section presents Tabellini and Alesina’s model and investigates its
implications. One advantage of this model is that it goes further than most
political-economy models in building the analysis of political behavior from
microeconomic foundations. In many political-economy models, political

18 By focusing on deficit bias, the presentation omits some potential sources of inefficient
political outcomes that have been proposed. For example, Shleifer and Vishny (1992, 1993,
1994) suggest reasons that politicians’ pursuit of their self-interest and strategic interactions
might give rise to rationing, corruption, and inefficient public employment; Coate and Morris
(1995) argue that signaling considerations may explain why politicians often use inefficient
pork-barrel spending rather than straightforward transfers to enrich their friends and allies; and
Acemoglu and Robinson (2000, 2002) argue that inefficiency is likely to persist in situations
where eliminating it would reduce the political power of individuals who are benefiting from
the existing system.

19 Problem 13.10 develops this idea. It also investigates the possibility that the disagree-
ment can cause conservative policymakers to run surpluses rather than deficits.
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parties’ preferences and probabilities of being in power are exogenous. But
in Tabellini and Alesina’s analysis, electoral outcomes are derived from as-
sumptions about the preferences and behavior of individual voters. As a
result, their model illustrates some of the microeconomic issues that arise
in modeling political behavior.

Economic Assumptions

The economy lasts for two periods, 1 and 2. The real interest rate is exoge-
nous and equal to zero. Government spending is devoted to two types of
public goods, denoted M and N . For concreteness, we will refer to them as
military and nonmilitary goods.

The period-1 policymaker chooses the period-1 levels of the two goods,
M1 and N1, and how much debt, D , to issue. The period-2 policymaker
chooses M2 and N2, and must repay any debt issued in the first period.

For the amount of debt issued in the first period to affect what happens
in the second, Ricardian equivalence must fail. The literature on strategic
debt accumulation has emphasized two sources of failure. In Persson and
Svensson’s model, the source is the distortionary impact of taxation that is
the focus of Barro’s analysis of tax-smoothing. A higher level of debt means
that the taxes associated with a given level of government purchases are
greater. But if taxes are distortionary and the distortions have increasing
marginal cost, this means that the marginal cost of a given level of govern-
ment purchases is greater when the level of debt is greater. As described
in Section 13.3, this in turn implies that an optimizing policymaker will
choose a lower level of purchases.

The second reason that debt can affect second-period policy is by af-
fecting the economy’s wealth. If the issue of debt in period 1 reduces
wealth in period 2, it tends to reduce period-2 government purchases.
The most plausible way for debt issue to reduce wealth is by increasing
consumption. But modeling such an effect through liquidity constraints, a
precautionary-saving motive, or some other mechanism is likely to be com-
plicated. Tabellini and Alesina therefore take a shortcut. They assume that
private consumption is absent, and that debt represents borrowing from
abroad that directly increases period-1 government purchases and reduces
the resources available in period 2.

Specifically, the economy’s period-1 budget constraint is

M1 + N1 = W + D , (13.21)

where W is the economy’s endowment each period and D is the amount
of debt the policymaker issues. Since the interest rate is fixed at zero, the
period-2 constraint is

M2 + N2 = W − D. (13.22)
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The M ’s and N ’s are required to be nonnegative. Thus D must satisfy −W ≤
D ≤ W.

A key assumption of the model is that individuals’ preferences over the
two types of public goods are heterogeneous. Specifically, individual i ’s ob-
jective function is

Vi = E

⎡
⎣ 2∑

t =1

αiU (Mt) + (1 − αi )U (Nt)

⎤
⎦,

(13.23)

0 ≤ αi ≤ 1, U ′(•) > 0, U ′′(•) < 0,

where αi is the weight that individual i puts on military relative to nonmil-
itary goods. That is, all individuals get nonnegative utility from both types
of goods, but the relative contributions of the two types to utility differ
across individuals.

The model’s assumptions imply that debt issue is never desirable. Since
the real interest rate equals the discount rate and each individual has di-
minishing marginal utility, smooth paths of M and N are optimal for all
individuals. Debt issue causes spending in period 1 to exceed spending in
period 2, and thus violates this requirement. Likewise, saving (that is, a neg-
ative value of D) is also inefficient.

Political Assumptions

For the period-1 policymaker to have any possible interest in constraining
the period-2 policymaker’s behavior, there must be some chance that the
second policymaker’s preferences will differ from the first’s. To allow for
this possibility, Tabellini and Alesina assume that individuals’ preferences
are fixed, but that their participation in the political process is random.
This makes the period-1 policymaker uncertain about what preferences the
period-2 policymaker will have.

To describe the specifics of Tabellini and Alesina’s assumptions about
how the policymakers’ preferences are determined, it is easiest to begin with
the second period. Given the choice of military purchases, M2, nonmilitary
purchases are determined by the period-2 budget constraint: N2 = (W− D )
− M2. Thus there is effectively only a single choice variable in period 2, M2.
Individual i ’s utility in period 2 as a function of M2 is

V 2
i (M2) = αiU (M2) + (1 − αi )U ([W− D ] − M2). (13.24)

Since U ′′(•) is negative, V 2′′
i (•) is also negative. This means that the individ-

ual’s preferences over M2 are single-peaked. The individual has some most
preferred value of M2, M∗

2i . For any two values of M2 on the same side of
M∗

2i , the individual prefers the one closer to M∗
2i . If M A

2 < M B
2 < M∗

2i , for
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V i
2

M2

0

(b)

V i
2

W − D
M2

0

(a)

W − D

FIGURE 13.1 Single-peaked preferences

example, the individual prefers M B
2 to M A

2. Figure 13.1 shows two examples
of single-peaked preferences. In panel (a), the individual’s most preferred
value is in the interior of the range of feasible values of M2, [0,W− D ]. In
panel (b), it is at an extreme.

The facts that there is only a single choice variable and that preferences
are single-peaked means that the median-voter theorem applies to this situa-
tion. This theorem states that when the choice variable is a scalar and pref-
erences are single-peaked, the median of voters’ most preferred values of the
choice variable wins a two-way contest against any other value of the choice
variable. To understand why this occurs, let M∗MED

2 denote the median value
of M∗

2i among period-2 voters. Now consider a referendum in which voters
are asked to choose between M∗MED

2 and some other value of M2, M0
2. For

concreteness, suppose M0
2 is greater than M∗MED

2 . Since M∗MED
2 is the me-

dian value of M∗
2i , a majority of voters’ M∗

2i ’s are less than or equal to M∗MED
2 .

And since preferences are single-peaked, all these voters prefer M∗MED
2 to

M0
2. A similar analysis applies to the case when M0

2 is less than M∗MED
2 .
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Appealing to the median-voter theorem, Tabellini and Alesina assume
that the political process leads to M∗MED

2 being chosen as the value of M2.
Since M∗

2 is a monotonic function of α a voter with a higher value of
α prefers a higher value of M2 this is equivalent to assuming that M2 is
determined by the preferences of the individual with the median value of
α among period-2 voters.

Tabellini and Alesina do not explicitly model the process through which
the political process produces this result. Their idea, which is reasonable, is
that the logic of the median-voter theorem suggests that M∗MED

2 is a more
plausible outcome than any other value of M2. One specific mechanism that
would lead to M∗MED

2 being chosen is the one outlined by Downs (1957).
Suppose that there are two candidates for office, that their objective is to
maximize their chances of being elected, and that they can make commit-
ments about the policies they will follow if elected. Suppose also that the
distribution of the preferences of the individuals who will vote in period 2
is known before the election takes place. With these assumptions, the only
Nash equilibrium is for both candidates to announce that they will choose
M2 = M∗MED

2 if elected.
Little would be gained by explicitly modeling the randomness in voter

participation and how it induces randomness in voters’ median value of M∗
2.

For example, these features of the model could easily be derived from as-
sumptions about random costs of voting. Tabellini and Alesina therefore take
the distribution of the α of the median voter in period 2, αMED

2 , as exogenous.
Now consider the determination of policy in period 1. There are two

complications relative to period 2. First, the set of policy choices is two-
dimensional rather than one-dimensional. Specifically, we can think of the
period-1 policymaker as choosing M1 and D , with N1 determined by the
requirement that M1 + N1 = W + D . Second, in determining their prefer-
ences over M1 and D , individuals must take into account their uncertainty
about the period-2 policymaker’s preferences. Tabellini and Alesina show,
however, that a generalization of the median-voter theorem implies that
the combination of M1 and D preferred by the individual with the median
value of α among period-1 voters wins a two-way contest against any other
combination. They therefore assume that policy in period 1 is determined
by the individual with the median α among period-1 voters.

This completes the description of the model. Although we have described
a general version, we will confine our analysis of the model to two specific
cases that together show its main messages. In the first, the only values of
α in the population are 0 and 1. In the second, the values of α are strictly
between 0 and 1, and U (•) is logarithmic.

Extreme Preferences

We begin with the case where the only types of individuals are ones who
would like to spend all resources on military goods and ones who would
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like to spend all resources on nonmilitary goods. That is, there are only two
values of α in the population, 0 and 1.

To solve a dynamic model with a fixed number of periods like this one, it
is usually easiest to start with the last period and work backward. Thus we
start with the second period. The period-2 median voter’s choice problem is
trivial: he or she devotes all the available resources to the purpose he or she
prefers. Thus if αMED

2 = 1 (that is, if the majority of the period-2 voters have
α = 1), M2 = W − D and N2 = 0. And if αMED

2 = 0, M2 = 0 and N2 = W − D .
Let π denote the probability that αMED

2 = 1.
Now consider the first period. Suppose first that the period-1 median

voter has α = 1. Since nonmilitary goods give him or her no utility, he or
she purchases only military goods. Thus M1 = W + D and N1 = 0. The only
question concerns the policymaker’s choice of D . His or her expected utility
as a function of D is

U (W + D) + πU (W − D) + (1 − π )U (0). (13.25)

The first term reflects the policymaker’s utility from setting M1 = W + D .
The remaining two terms show the policymaker’s expected period-2 utility.
With probability π, policy in period 2 is determined by an individual with
α = 1. In this case, M2 = W − D , and so the period-1 policymaker obtains
utility U (W − D ). With probability 1−π , policy is determined by someone
with α = 0. In this case M2 = 0, and so the period-1 policymaker obtains
utility U (0).

Equation (13.25) implies that the first-order condition for the period-1
policymaker’s choice of D is

U ′(W + D) − πU ′(W − D) = 0. (13.26)

We can rearrange this as

U ′(W + D)

U ′(W − D)
= π. (13.27)

This equation implies that if there is some chance that the period-2 pol-
icymaker will not share the period-1 policymaker’s preferences (that is, if
π < 1), U ′(W + D) must be less than U ′(W − D). Since U ′′(•) is negative,
this means that D must be positive. And when π is smaller, the required
gap between U ′(W + D) and U ′(W− D) is greater, and so D is larger. That
is, D is decreasing in π .20

The analysis of the case where the median voter in period 1 has α = 0
is very similar. In this case, M1 = 0 and N1 = W + D , and the first-order

20 This discussion implicitly assumes an interior solution. Recall that D cannot exceed W.
If U ′(2W )−πU ′(0) is positive, the period-1 policymaker sets D = W (see [13.26]). Thus in this
case the economy’s entire second-period endowment is used to pay off debt. One implication
is that if π is sufficiently low that U ′(2W ) − πU ′(0) is positive, further reductions in π do
not affect D .
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condition for D implies

U ′(W + D)

U ′(W − D)
= 1 − π. (13.28)

Here, it is the possibility of the period-2 median voter having α = 1 that
causes the period-1 policymaker to choose a positive deficit. When this
probability is higher (that is, when 1 − π is lower), the deficit is higher.

Discussion

This analysis shows that as long as π is strictly between 0 and 1, both
types of potential period-1 policymaker run a deficit. Further, the deficit is
increasing in the probability of a change in preferences from the period-1
policymaker to the period-2 policymaker.

The intuition for these results is straightforward. There is a positive prob-
ability that the period-2 policymaker will devote the economy’s resources to
an activity that, in the view of the period-1 policymaker, simply wastes re-
sources. The period-1 policymaker would therefore like to transfer resources
from period 2 to period 1, where he or she can devote them to the activity
he or she views as useful. Borrowing provides a way of doing this.

Thus, disagreement over the composition of government spending can
give rise to inefficient budget deficits. One way to describe the inefficiency
is to note that if the period-1 policymaker and potential period-2 policymak-
ers can make binding agreements about their policies, they will agree to a
deficit of zero: since any policy with a nonzero deficit is Pareto-inefficient,
a binding agreement among all relevant players always produces no deficit.
Thus one reason that deficits arise in the model is that individuals are as-
sumed to be unable to make commitments about how they will behave if
they are able to set policy in period 2.

Underlying policymakers’ inability to make binding agreements about
their behavior is individuals’ inability to make binding commitments about
their voting behavior. Suppose that the period-1 policymaker and a potential
period-2 policymaker who prefer different types of purchases are able to
make a legally enforceable agreement about what each will do if he or she
is the period-2 policymaker. If they make such an agreement, neither will be
chosen as the period-2 policymaker: the median period-2 voter will prefer an
individual who shares his or her tastes and has not made any commitments
to devote resources to both types of goods in period 2.

The assumption that voters cannot make commitments about their be-
havior is reasonable. In the economy described by the model, however, there
are other mechanisms that would prevent the inefficiency. For example,
the election of the period-2 policymaker could occur before the period-1
policymaker chooses D , and the two policymakers could be permitted to
make a binding agreement. Or there could be a constitutional restriction
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on deficits.21 But it seems likely that extending the model to incorporate
shocks to the relative value of spending in different periods and of military
and nonmilitary spending would cause such mechanisms to have disadvan-
tages of their own.

It is also worth noting that Tabellini and Alesina’s model does not address
some of the basic issues that arise in almost any attempt to use economic
tools to model politics. Here we mention two. The first, and more important,
is why individuals participate in the political process at all. As many authors
have observed, it is hard to understand broad political participation on the
basis of conventional economic considerations. Most individuals’ personal
stake in political outcomes is no more than moderate. And if many individ-
uals participate, each one’s chance of affecting the outcome is extremely
small. A typical voter’s chance of changing the outcome of a U.S. presiden-
tial election, for example, is almost surely well below one in a million. This
means that minuscule costs of participation are enough to keep broad par-
ticipation from being an equilibrium (Olson, 1965).

The usual way of addressing this issue is simply to assume that individ-
uals participate (as in Tabellini and Alesina’s model), or to assume that they
get utility from participation. This is a reasonable modeling strategy: it does
not make sense to insist that we have a full understanding of the sources of
political participation before we model the impact of that participation. At
the same time, an understanding of why people participate may change the
analysis of how they participate. For example, suppose a major reason for
participation is that people get utility from being civic-minded, or from ex-
pressing their like or dislike of candidates’ positions or actions even if those
expressions have only a trivial chance of affecting the outcome (P. Romer,
1996). If such nonstandard considerations are important to people’s decision
to participate, they may also be important to their behavior conditional on
participating. That is, the assumption that people who participate support
the outcome that maximizes their conventionally defined self-interest may
be wrong. Yet this is a basic assumption of Tabellini and Alesina’s model
(where people vote for the outcome that maximizes their conventionally
defined utility), and of most other economic models of politics.22

The second issue is more specific to Tabellini and Alesina’s model. In their
model, individuals’ preferences are fixed, and who is chosen as the policy-
maker may change between the two periods because participation may
change. In practice, however, changes in individuals’ preferences are impor-
tant to changes in policymakers. In the United States, for example, the main
reason for the election-to-election swings in the relative performances of the
Democratic and Republican parties is not variation in participation, but vari-
ation in swing voters’ opinions. In analyzing the consequences of changes

21 See Problem 13.8 for an analysis of deficit restrictions in the model.
22 Green and Shapiro (1994) provide a strong critique of economic models of voting

behavior.
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in policymakers, it matters whether the changes stem from changes in par-
ticipation or changes in preferences. Suppose, for example, the period-1
policymaker believes that the period-2 policymaker’s preferences may differ
from his or her own because of new information about the relative merits
of the two types of purchases. Then the period-1 policymaker has no reason
to restrain the period-2 policymaker’s spending. Indeed, the period-1 poli-
cymaker may want to transfer resources from period 1 to period 2 so that
more spending can be based on the new information.

Logarithmic Utility

We now turn to a second case of Tabellini and Alesina’s model. Its key
feature is that preferences are such that all potential policymakers devote
resources to both military and nonmilitary goods. To see the issues clearly,
we consider the case where the utility function U (•) is logarithmic. And to
ensure that policymakers always devote resources to both types of goods,
we assume the median voters’ α’s are always strictly between 0 and 1.

As before, we begin by considering the second period. The problem of the
period-2 median voter is to allocate the available resources, W−D , between
military and nonmilitary goods to maximize his or her utility. Formally, the
problem is

max
M2

αMED
2 ln M2 + (

1 − αMED
2

)
ln([W − D] − M2), (13.29)

where αMED
2 is the period-2 median voter’s α. Solving this problem yields

the usual result that with logarithmic preferences, spending on each good
is proportional to its weight in the utility function:

M2 = αMED
2 (W − D ), (13.30)

N2 = (1 − αMED
2 )(W − D). (13.31)

Now consider period 1. Our main interest is in the period-1 policymaker’s
choice of D . To find this, it turns out that we do not need to solve the
policymaker’s full maximization problem. Instead, it is enough to consider
the utility the policymaker obtains from the period-2 policymaker’s choices
for a given value of D and a given realization of αMED

2 . LetV 2
1(D , αMED

2 ) denote
this utility. It is given by

V
2
1

(
D , αMED

2

) = αMED
2 ln

[
αMED

2 (W − D)
]

(13.32)
+ (

1 − αMED
2

)
ln

[(
1 − αMED

2

)
(W − D)

]
,

where we have used (13.30) and (13.31) to express M2 and N2 in terms
of αMED

2 and D , and where αMED
1 is the period-1 policymaker’s α. Note that
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the values of M2 and N2 depend on the period-2 policymaker’s preferences
(αMED

2 ), but the weights assigned to them in the period-1 policymaker’s util-
ity depend on that policymaker’s preferences (αMED

1 ).
Expanding expression (13.32) and simplifying gives us

V
2
1

(
D , αMED

2

)= αMED
1 ln

(
αMED

2

) + αMED
1 ln(W− D) (13.33)

+(
1 − αMED

1

)
ln

(
1 − αMED

2

) + (
1 − αMED

2

)
ln(W − D)

= αMED
1 ln

(
αMED

2

) + (
1 − αMED

1

)
ln

(
1 − αMED

2

) + ln(W − D).

Equation (13.33) shows us that the period-2 policymaker’s preferences af-
fect the level of utility the period-1 policymaker obtains from what happens
in period 2, but not the impact of D on that utility. Since the realization
of αMED

2 does not affect the impact of D on the period-1 policymaker’s util-
ity from what will happen in period 2, it cannot affect his or her utility-
maximizing choice of D . That is, the period-1 policymaker’s choice of D must
be independent of the distribution of αMED

2 . Since the choice of D is the same
for all distributions of αMED

2 , we can just look at the case when αMED
2 will

equal αMED
1 with certainty. But we know that in that case, the period-1 pol-

icymaker chooses D = 0. In short, with logarithmic preferences, there is no
deficit bias in Tabellini and Alesina’s model.

The intuition for this result is that when all potential policymakers de-
vote resources to both types of goods, there is a disadvantage as well as an
advantage to the period-1 policymaker to running a deficit. To understand
this, consider what happens if the period-1 policymaker has a high value of
α and the period-2 policymaker has a low one. The advantage of a deficit to
the period-1 policymaker is that, as before, he or she devotes a large fraction
of the resources transferred from period 2 to period 1 to a use that he or she
considers more desirable than the main use the period-2 policymaker would
put those resources to. That is, the period-1 policymaker devotes most of
the resources transferred from period 2 to period 1 to military goods. The
disadvantage is that the period-2 policymaker would have devoted some of
those resources to military purchases in period 2. Crucially, because the low
value of the period-2 policymaker’s α causes period-2 military purchases to
be low, the marginal utility of those additional military purchases to the
period-1 policymaker is high. In the case of logarithmic utility, this advan-
tage and disadvantage of a deficit just balance, and so the period-1 policy-
maker runs a balanced budget. In the general case, the overall effect can go
either way. For example, in the case where the utility function U (•) is more
sharply curved than logarithmic, the period-1 policymaker runs a surplus.

This analysis shows that with logarithmic preferences, disagreement over
the composition of purchases does not produce deficit bias. Such prefer-
ences are a common case to consider. In the case of individuals’ preferences
concerning government purchases of different kinds of goods, however, we
have little idea whether they are a reasonable approximation. As a result, it
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is difficult to gauge the likely magnitude of the potential deficit bias stem-
ming from the mechanism identified by Tabellini and Alesina.

13.6 Delayed Stabilization

We now turn to the second source of inefficient deficits emphasized in work
in new political economy. The basic idea is that when no single individual
or interest group controls policy at a given time, interactions among policy-
makers can produce inefficient deficits. Specifically, inefficient deficits can
persist because each policymaker or interest group delays agreeing to fiscal
reform in the hope that others will bear a larger portion of the burden.

There are many cases that appear to fit this general idea. Hyperinflations
are the clearest example. Given the enormous disruptions hyperinflations
create, there is little doubt that there are policies that would make most peo-
ple considerably better off. Yet reform is often delayed as interest groups
struggle over how to divide the burden of the reform. In the hyperinfla-
tions after World War I, the struggles were largely over whether higher
taxes should be levied on capital or labor. In modern hyperinflations, the
struggles are typically over whether the budget deficit will be closed by
broad-based tax increases or by reductions in government employment and
subsidies.

The idea that conflict over how the burden of reform will be divided
can cause deficits to persist is due to Alesina and Drazen (1991). Their basic
idea is that each party in the bargaining may choose to delay to try to get
a better deal for itself. By accepting a continuation of the current situation
rather than agreeing to immediate reform, a group signals that it is costly for
it to accept reform. As a result, choosing to delay may improve the group’s
expected outcome at the cost of worsening the overall economic situation.
The end result can be delayed stabilization even though there are policies
that are known to make everyone better off.

In their model, Alesina and Drazen assume that a fiscal reform must be
undertaken, and that the burden of the reform will be distributed asymmet-
rically between two interest groups. Each group delays agreeing to accept
the larger share of the burden in the hope that the other will. The less costly
it is for a group to accept the larger share, the sooner it decides that the
benefits of conceding outweigh the benefits of continued delay. Formally,
Alesina and Drazen consider a war of attrition.

We will analyze a version of the variant of Alesina and Drazen’s model
developed by Hsieh (2000). Instead of considering a war of attrition, Hsieh
considers a bargaining model based on the models used to analyze labor
strikes. One advantage of this approach is that it makes the asymmetry of
the burden of reform the outcome of a bargaining process rather than ex-
ogenous. A second advantage is that it is simpler than Alesina and Drazen’s
approach.
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Assumptions

There are two groups, which we will refer to as capitalists and workers. The
two groups must decide whether to reform fiscal policy and, if so, how to
divide the burden of reform. If there is no reform, both groups receive a
payoff of zero. If there is reform, capitalists receive pretax income of R and
workers receive pretax income of W > 0. However, reform requires that
taxes of amount T be levied. T is assumed to satisfy 0 < T < W. We let
X denote the amount of taxes paid by capitalists. Thus after-tax incomes
under reform are R − X for capitalists and (W− T ) + X for workers.

A central assumption of the model is that R is random and that its realiza-
tion is known only to the capitalists. Specifically, it is distributed uniformly
on some interval [A,B ], where B ≥ A ≥ 0. Together with our earlier as-
sumptions, the assumption that R cannot be less than A implies that any
choice of X between 0 and A necessarily makes both groups better off than
without reform.

We consider a very simple model of the bargaining between the two
groups. Workers make a proposal concerning X to the capitalists. If the
capitalists accept the proposal, fiscal policy is reformed. If they reject it,
there is no reform. Both capitalists and workers seek to maximize their
expected after-tax incomes.23

Analyzing the Model

If the capitalists accept the workers’ proposal, their payoff is R − X. If they
reject it, their payoff is 0. They therefore accept when R − X > 0. Thus the
probability that the proposal is accepted is the probability that R is greater
than X. Since R is distributed uniformly on [A,B ], this probability is

P (X ) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1 if X ≤ A

B − X

B − A
if A < X < B

0 if X ≥ B.

(13.34)

The workers receive (W− T ) + X if their proposal is accepted and zero
if it is rejected. Their expected payoff, which we denote V (X ), therefore

23 There are many possible extensions of the bargaining model. In particular, it is natural
to consider the possibility that rejection of a proposal delays reform, and therefore imposes
costs on both sides, but leaves opportunities for additional proposals. In Hsieh’s model, for
example, there are two potential rounds of proposals. One can also consider versions with
infinitely many potential rounds.
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equals P (X )[(W− T ) + X ]. Using expression (13.34) for P (X ), this is

V (X ) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(W − T ) + X if X ≤ A

(B − X)[(W − T ) + X]

B − A
if A < X < B

0 if X ≥ B.

(13.35)

The workers will clearly not make a proposal that will be rejected for
sure. Such a proposal has an expected payoff of zero, and there are other
proposals that have positive expected payoffs. For example, since W − T
is positive by assumption, a proposal of X = 0 so the workers bear the
entire burden of the reform has a strictly positive payoff. One can also
see that there is a cost but no benefit to the workers to reducing their
proposed value of X below the lowest level that they know will be accepted
for sure.

Thus there are two possibilities. First, the workers may choose a value of
X in the interior of [A,B ], so that the probability of the capitalists accepting
the proposal is strictly between 0 and 1. Second, the workers may make the
least generous proposal that they know will be accepted for sure. Since the
capitalists’ payoff is R − X and the lowest possible value of R is A, this
corresponds to a proposal of X = A.

To analyze workers’ behavior formally, we use equation (13.35) to find
the derivative of V (X ) with respect to X for A < X < B . This yields

V ′(X ) = [B − (W − T )] − 2X

B − A
if A < X < B. (13.36)

Note that V ′′(X ) is negative over this whole range. Thus if V ′(X ) is nega-
tive at X = A, it is negative for all values of X between A and B . In this
case, the workers propose X = A; that is, they make a proposal that they
know will be accepted. Inspection of (13.36) shows that this occurs when
[B − (W − T )] − 2A is negative.

The alternative is for V ′(X ) to be positive at X = A. In this case, the
optimum is interior to the interval [A,B ], and is defined by the condition
V ′(X ) = 0. From (13.36), this occurs when [B − (W− T )] − 2X = 0.

Thus we have

X ∗ =

⎧⎪⎪⎨
⎪⎪⎩

A if [B − (W − T )] − 2A ≤ 0

B − (W − T )

2
if [B − (W − T )] − 2A > 0.

(13.37)
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V

BA
X
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X
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V
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FIGURE 13.2 Workers’ expected payoff as a function of their proposal

Equation (13.34) implies that the equilibrium probability that the proposal
is accepted is

P (X ∗) =

⎧⎪⎪⎨
⎪⎪⎩

1 if [B − (W − T )] − 2A ≤ 0

B + (W − T )

2(B − A)
if [B − (W − T )] − 2A > 0.

(13.38)

Figure 13.2 shows the two possibilities for how workers’ expected payoff,
V , varies with their proposal, X. The expected payoff always rises one-for-
one with X over the range where the proposal is accepted for sure (that
is, until X = A). And when X ≥ B , the workers’ proposal is rejected for
sure, and so their expected payoff is 0. Panel (a) of the figure shows a case
where the expected payoff is decreasing over the entire range [A,B ], so that
the workers propose X = A. Panel (b) shows a case where the expected
payoff is first increasing and then decreasing over the range [A,B ], so that
the workers make a proposal strictly within this range.
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Discussion

The model’s key implication is that P (X ∗) can be less than 1: the two sides
can fail to agree on a reform package even though there are packages that
both sides know are certain to make them both better off. The workers can
offer to pay T − A themselves and to have the capitalists pay A, in which
case there is reform for sure and both sides are better off than without
reform. But if the condition [B − (W − T )] − 2A > 0 holds, the workers
make a less generous proposal, and thereby run a risk of no agreement being
reached. Their motive in doing this is to improve their expected outcome
at the expense of the capitalists’.

A necessary condition for the possibility of an inefficient outcome is that
the workers do not know how much reform matters to capitalists (that is,
that they do not know the value of R ). To see this, consider what hap-
pens as B − A, the difference between the highest and lowest possible
values of R , approaches zero. The condition for workers to make a proposal
that is less than certain of being accepted is [B − (W − T )] − 2A > 0, or
(B − A) − [(W − T ) + A] > 0. Since (W − T ) + A is positive by assump-
tion, this condition fails if B − A is small enough. In this case, the workers
propose X = A the highest value of X they are certain the capitalists will
accept and there is reform for sure.24

This analysis of delayed stabilization captures the fact that there are situa-
tions where policies persist despite the existence of alternatives that appear
superior for the relevant parties. At the same time, the model has two impor-
tant limitations. The first is that it assumes there are only two types of indi-
viduals. Most individuals are not just capitalists or just workers, but receive
both capital and labor income. Thus it may not be reasonable to assume
there is bargaining between exogenous groups with strongly opposed inter-
ests rather than, for example, a political process that converges quickly to
the preferences of the median voter.

The second problem is that this analysis does not actually identify a
source of deficit bias. It identifies a source of delay in policy changes of
any type. Thus it identifies a reason that excessive deficits could persist
once they arise. But it identifies an equally strong reason for excessive sur-
pluses to persist if they arise. By itself, it provides no reason for us to expect
deficits to be excessive on average.

One possibility is that other considerations cause the average level of
deficits to be excessive, and that the considerations identified by Alesina
and Drazen cause inertia in departures of the deficit from its average level.
In such a situation, inertia in response to a shock that moves the deficit
above its usual level is very socially costly, since the deficit is too high to

24 One implication of this discussion is that as B − A approaches zero, all the surplus from
the reform accrues to the workers. This is an artifact of the assumption that they are able to
make a take-it-or-leave-it proposal to the capitalists.
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start with. Inertia in response to a shock that moves the deficit below its
average level, on the other hand, is desirable (and therefore attracts less
attention), since the deficit has moved closer to its optimal level.25

Finally, Alesina and Drazen’s analysis has implications for the role of crises
in spurring reform. An old and appealing idea is that a crisis specifically, a
situation where continuation of the status quo would be very harmful can
actually be beneficial by bringing about reforms that would not occur oth-
erwise. In a model like Alesina and Drazen’s or Hsieh’s, increasing the cost
of failing to reform may make the parties alter their behavior in ways that
make reform more likely. Whether this effect is strong enough to make
the overall effect of a crisis beneficial is not obvious. This issue is inves-
tigated by Drazen and Grilli (1993) and by Hsieh, and in Problem 13.12.
It turns out that there are indeed cases where a crisis improves expected
welfare.

13.7 Empirical Application: Politics and
Deficits in Industrialized Countries

Political-economy theories of fiscal policy suggest that political institutions
and outcomes may be important to budget deficits. Beginning with Roubini
and Sachs (1989) and Grilli, Masciandaro, and Tabellini (1991), various re-
searchers have therefore examined the relationship between political vari-
ables and deficits. Papers in this area generally do not try to derive sharp
predictions from political-economy theories and test them formally. Rather,
they try to identify broad patterns or stylized facts in the data and relate
them informally to different views of the sources of deficits.

Preliminary Findings

Over the period that Roubini and Sachs and Grilli, Masciandaro, and Tabellini
consider, there is considerable variation in the behavior of deficits. In some
countries, such as Belgium and Italy, debt-to-GDP ratios rose steadily for ex-
tended periods to very high levels. In others, such as Australia and Finland,
debt-to-GDP ratios were consistently low. And other countries displayed
more complicated patterns. In addition, debt-to-GDP ratios were falling in

25 U.S. fiscal policy in the late 1990s appears to have fit this pattern. A series of favorable
shocks had produced projected surpluses. Although the best available projections suggested
that increases in the surpluses were needed for fiscal policy to be sustainable, there was
widespread support among policymakers for policy changes that would reduce the surpluses.
Disagreement about the specifics of those changes made reaching an agreement difficult, and
so no significant policy changes were made until the 2000 election changed the balance of
political power. Thus there appears to have been persistence of the departure of the deficit
away from a high level.
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most countries until the early 1970s and generally rising from then through
the end of the period.

This diversity of behavior is modest evidence in favor of political-economy
models of deficits. For example, it is hard to believe that economic fun-
damentals were so different between Belgium and the Netherlands as to
warrant a gap of 50 percentage points in their debt-to-GDP ratios. If purely
economic forces cannot account for variations in deficits, other forces must
be at work. Political forces are one candidate.

Further, Roubini and Sachs (1989) show that the behavior of deficits
appears to depart in an important way from tax-smoothing. They consider 15
OECD countries over the period 1960 1986. In every country they consider,
the tax-to-GDP ratio had an upward trend, and in most cases the trend was
quantitatively and statistically significant. This is what one would expect
with deficit bias. The government sets taxes too low relative to what tax-
smoothing requires, and as a result starts to accumulate debt. As the debt
mounts, the government must raise taxes to satisfy its budget constraint.
With continuing deficit bias, the tax rate is always below the value that
would be expected to satisfy the budget constraint if it were kept constant,
and so there are repeated tax increases. Thus the finding of an upward trend
in tax rates also supports political-economy models.

Weak Governments and Budget Deficits

We now turn to results that specifically concern political factors. The cen-
tral finding of this literature, due to Roubini and Sachs, is that there are
systematic differences in the political characteristics of countries that ran
large deficits in the decade after the first oil price shocks in 1973 and coun-
tries that did not. Countries in the first group had governments that were
short-lived and often took the form of multiparty coalitions, while coun-
tries in the second group had longer-lived, stronger governments. To test
the strength of this pattern, Roubini and Sachs regress the deficit as a share
of GDP on a set of economic variables and a political variable measuring how
weak the government is. Specifically, their political variable measures the
extent to which policy is not controlled by a single party; it ranges from
0 for a presidential or one-party-majority government to 3 for a minority
government. Roubini and Sachs’s regression takes the form

Dit = a + b WEAKi t + c ′Xit + ei t . (13.39)

Dit is the budget deficit in country i in year t as a share of GDP, WEAKi t

is the political variable, and Xit is a vector of other variables. The resulting
estimate of b is 0.4, with a standard error of 0.14. That is, the point estimate
suggests that a change in the political variable from 0 to 3 is associated
with an increase in the deficit-to-GDP ratio of 1.2 percentage points, which
is substantial.
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The theory that is most suggestive of the importance of weak govern-
ments is Alesina and Drazen’s: their model implies that inefficiency arises
because no single interest group or party is setting policy. But recall that the
model does not imply that weak governments cause high deficits; rather,
it implies that weak governments cause persistence of existing deficits or
surpluses. This prediction can be tested by including an interaction term
between the political variable and the lagged deficit in the regression. That
is, one can modify equation (13.39) to

Dit = a + b1WEAKi t + b2Di ,t−1 + b3Di ,t−1WEAKi t + c ′Xit + ei t. (13.40)

With this specification, the persistence of the deficit from one year to the
next, ∂Dit/∂Di ,t−1, is b2 + b3WEAKi t . Persistence is b2 under the strongest
governments (WEAKi t = 0) and b2 +3b3 under the weakest (WEAKi t = 3).
Thus Alesina and Drazen’s model predicts b3 > 0.

In estimating a regression with an interaction term, it is almost always
important to also include the interacted variables individually. This is done
by the inclusion of b1WEAKi t and b2Di ,t−1 in (13.40). If b2Di ,t−1 is excluded,
for example, the persistence of the deficit is b3WEAKi t . Thus the specifica-
tion without b2Di ,t−1 forces persistence to equal zero when WEAKi t equals
zero. This is not a reasonable restriction to impose. Further, imposing it
can bias the estimate of the main parameter of interest, b3. For example,
suppose that deficits are persistent but that their persistence does not vary
with the strength of the government. Thus the truth is b2 > 0 and b3 = 0.
In a regression without b2Di ,t−1, the best fit to the data is obtained with a
positive value of b̂3, since this at least allows the regression to fit the fact
that deficits are persistent under weak governments. Thus in this case the
exclusion of b2Di ,t−1 biases the estimate of b3 up. A similar analysis shows

that one should include the b1WEAKi t term as well.26

When Roubini and Sachs estimate equation (13.40), they obtain an es-
timate of b2 of 0.66 (with a standard error of 0.07) and an estimate of b3

of 0.03 (with a standard error of 0.03). Thus the null hypothesis that the
strength of the government has no effect on the persistence of deficits can-
not be rejected. More importantly, the point estimate implies that deficits
are only slightly more persistent under the weakest governments than un-
der the strongest (0.75 versus 0.66). Thus the results provide little support
for a key prediction of Alesina and Drazen’s model.

26 Note also that when a variable enters a regression both directly and via an interaction
term, the coefficient on the variable is no longer the correct measure of its estimated average
impact on the dependent variable. In (13.40), for example, the average effect of WEAK on
D is not b1, but b1 + b 3 Di ,t−1, where Di ,t−1 is the average value of Di ,t−1. Because of this,
the point estimate and confidence interval for b1 + b3 Di ,t−1 are likely to be of much greater
interest than those for b1.
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Is the Relationship Causal?

One concern about the finding that weaker governments run larger deficits
is the usual one about statistical relationships: the finding may not reflect an
impact of government weakness on deficits. Specifically, unfavorable eco-
nomic and budgetary shocks that we are not able to control for in the
regression can lead to both deficits and weak governments.

Two pieces of evidence suggest that this potential problem is not the
main source of the correlation between deficits and weak government.
First, Grilli, Masciandaro, and Tabellini (1991) find that there is a strong
correlation between countries’ deficits and whether they have proportional-
representation systems. Countries did not adopt proportional representation
in response to unfavorable shocks. And countries with proportional repre-
sentation have on average weaker governments.

Second, Roubini and Sachs present a case study of France around the time
of the founding of the Fifth Republic to attempt to determine whether weak
government leads to high deficits. A case study is a detailed examination
of what in a formal statistical analysis would be just a single data point
or a handful of data points. Some case studies consist of little more than
descriptions of the behavior of various variables, and are therefore less useful
than statistical analysis of those variables. But well executed case studies
can serve two more constructive purposes. First, they can provide ideas for
research. In situations where one does not yet have a hypothesis to test,
detailed examination of an episode may suggest possibilities. Second, a case
study can help to untangle the problems of omitted-variable bias and reverse
causation that plague statistical work.

Roubini and Sachs’s case study is of the second type. From 1946 to
1958, France had a proportional-representation system, divided and unsta-
ble governments, and high deficits. A presidential system was adopted in
1958 1959. After its adoption and de Gaulle’s accession to the presidency,
deficits fell rapidly and then remained low.

This bare-bones description adds nothing to statistical work. But Roubini
and Sachs present several pieces of evidence that suggest that the politi-
cal variables had large effects on deficits. First, there were no unfavorable
shocks large enough to explain the large deficits of the 1950s on the basis
of factors other than the political system. France did have unusually large
military expenditures in this period because of its involvements in Vietnam
and Algeria, but the expenditures were too small to account for a large part
of the deficits. Second, there were enormous difficulties in agreeing on bud-
gets in this period. Third, getting a budget passed often required adding
large amounts of spending on patronage and local projects. And finally, de
Gaulle used his powers under the new constitution to adopt a range of
deficit-cutting measures that had failed under the old system or had been
viewed as politically impossible. Thus, Roubini and Sachs’s additional evi-
dence strongly suggests that the conjunction of weak government and high
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deficits in the Fourth Republic and of strong government and low deficits
in the Fifth Republic reflects an impact of political strength and stability
on budgetary outcomes.

Another example of how case-study evidence can shed light on causation
concerns one of the other major results in this literature. Grilli, Mascian-
daro, and Tabellini find that deficits are strongly positively associated with
the frequency of changes in the executive, but that they are not associ-
ated with the frequency of major changes in government. But Roubini and
Sachs’s case study shows that at least in France in the 1950s, changes in the
executive were often the result of failures to agree on a budget. Thus here
the additional evidence provided by a case study does not support a causal
interpretation of a regression coefficient, but casts doubt on it.

Conclusion

Two main messages come out of Roubini and Sachs’s and Grilli, Masciandaro,
and Tabellini’s analyses. First, countries’ political characteristics affect their
deficits. Second, at least in their sample period, the political characteris-
tics that appear to matter most are ones that Alesina and Drazen’s model
suggests lead to delay, such as divided government and division of power
in budget-making. Their evidence does not support the idea that deficits
result from the deliberate decisions of one set of policymakers to leave
large debts to their successors to restrain their spending, as in Tabellini and
Alesina’s model. Roubini and Sachs and Grilli, Masciandaro, and Tabellini do
not find any systematic tendency toward large deficits in countries such as
the United Kingdom, where parties with very different ideologies alternate
having strong control of policy. Instead they find them in countries such
as Belgium and Italy, where there is a succession of coalition and minority
governments.27 This suggests that it is important to understand how divi-
sion of power can lead to deficits. In particular, we would like to know
whether a variation on Alesina and Drazen’s analysis accounts for the link
between divided government and deficits, or whether there is some other
factor at work.

13.8 The Costs of Deficits

Much of this chapter discusses forces that can give rise to excessive deficits.
But it says little about the nature and size of the costs of excessive deficits.
This section provides an introduction to this issue.

The costs of deficits, like the costs of inflation, are poorly understood. The
reasons are quite different, however. In the case of inflation, the difficulty

27 Pettersson-Lidbom (2001), however, finds evidence from local governments of the effects
predicted by Tabellini and Alesina’s model and by Persson and Svensson (1989).
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is that the popular perception is that inflation is very costly, but economists
have difficulty identifying channels through which it is likely to have
important effects. In the case of deficits, it is not hard to find reasons that
they can have significant effects. The difficulty is that the effects are com-
plicated. As a result, it is hard to do welfare analysis in which one can have
much confidence.

The first part of this section considers the effects of sustainable deficit
policies. The second part discusses the effects of embarking on a policy that
cannot be sustained, focusing especially on what can happen if the unsus-
tainable policy ends with a crisis or ‘‘hard landing.’’ Section 13.9 presents a
simple model of how a crisis can come about.

The Effects of Sustainable Deficits

The most obvious cost of excessive deficits is that they involve a depar-
ture from tax-smoothing. If the tax rate is below the level needed for the
government’s budget constraint to be satisfied in expectation, then the ex-
pected future tax rate exceeds the current tax rate. This means that the
expected discounted value of the distortion costs from raising revenue is
unnecessarily high.

Unless the marginal distortion costs of raising revenue rise sharply with
the amount of revenue raised, however, the costs of a moderate period of
modestly excessive deficits through this channel are probably small. But
this does not mean that departures from tax-smoothing are never impor-
tant. Some projections suggest that if no changes are made in U.S. fiscal
policy over the next few decades, satisfying the government budget con-
straint solely through tax increases would require average tax rates well
over 50 percent. The distortion costs from such a policy would surely be
substantial. To give another example, Cooley and Ohanian (1997) argue that
Britain’s heavy reliance on taxes rather than debt to finance its purchases
during World War II which corresponded to a policy of inefficiently low
deficits relative to tax-smoothing had large welfare costs.28

Deficits are likely to have larger welfare effects as a result of failures of
Ricardian equivalence. When Ricardian equivalence fails, deficits increase
aggregate consumption, and so lower the economy’s future wealth. Unfor-
tunately, obtaining estimates of the resulting welfare effects is very difficult,
for three reasons. The first is simply that obtaining estimates of deficits’
impact on the paths of such variables as consumption, capital, foreign as-
set holdings, and so on requires estimates of the magnitude of departures
from Ricardian equivalence. And unfortunately, although it is clear that
Ricardian equivalence fails, there is no general consensus on the size of
the failures.

28 However, some of the costs they estimate come from high taxes on capital income rather
than departures from tax-smoothing.
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Second, the welfare effects depend not just on the magnitude of the de-
partures from Ricardian equivalence, but also on the reasons for the depar-
tures. For example, suppose Ricardian equivalence fails because of liquidity
constraints. This means that the marginal utility of current consumption is
high relative to that of future consumption, and thus that there is a large
benefit to greater current consumption. In this case, running a higher deficit
than is consistent with tax-smoothing can raise welfare (Hubbard and Judd,
1986). Or suppose Ricardian equivalence fails because consumption is de-
termined partly by rules of thumb. In this case, we cannot use households’
consumption choices to infer their preferences. This leaves us with no clear
way of evaluating the desirability of alternative paths of consumption.

The third difficulty is that deficits have distributional effects. Since some
of the taxes needed to repay new debt fall on future generations, deficits
redistribute from future generations to the current one. In addition, to the
extent that deficits reduce the capital stock, they depress wages and raise
real interest rates, and thus redistribute from workers to capitalists. The fact
that deficits do not create Pareto improvements or Pareto worsenings does
not imply that one should have no opinion about their merits. For example,
most individuals (including most economists) believe that a policy that ben-
efits many people but involves small costs to a few is desirable, even if the
losers are never compensated. In the case of the redistribution from workers
to capitalists, the fact that workers are generally poorer than capitalists may
be a reason to find the redistribution undesirable. The redistribution from
future generations to the current one is more complicated. On the one hand,
future generations are likely to be better off than the current one; this is
likely to make us view the redistribution more favorably. On the other hand,
the common view that saving is too low implicitly takes the view that rates
of return are high enough to make redistribution from those currently alive
to future generations desirable; this suggests that the redistribution from
future generations to the current one may be undesirable. For all these rea-
sons, the welfare effects of sustainable deficits are difficult to evaluate.

The Effects of Unsustainable Deficits

Countries often embark on paths for fiscal policy that cannot be sustained.
For example, they often pursue policies involving an ever-rising ratio of debt
to GDP. By definition, an unsustainable policy cannot continue indefinitely.
Thus the fact that the government is following such a policy does not im-
ply that it needs to take deliberate actions to change course. This idea was
expressed by Herbert Stein in what is now known as Stein’s law: ‘‘If some-
thing cannot go on forever, it will stop.’’ The difficulty, however, is that
stopping may be sudden and unexpected. Policy is unsustainable when the
government is trying to behave in a way that violates its budget constraint.
In such a situation, at some point outside developments force it to abandon
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this attempt. And as we will see in the next section, the forced change
is likely to take the form of a crisis rather than a smooth transition. Typi-
cally, the crisis involves a sharp contraction in fiscal policy, a large decline
in aggregate demand, major repercussions in capital and foreign-exchange
markets, and perhaps default on the government’s debt.

The possibility of a fiscal crisis creates additional costs to deficits. It is
important to note, however, that government default is not in itself a cost.
The default is a transfer from bondholders to taxpayers. Typically this means
that it is a transfer from wealthier to poorer individuals. Further, to the
extent the debt is held by foreigners, the default is a transfer from foreigners
to domestic residents. From the point of view of the domestic residents, this
is an advantage to default. Finally, default reduces the amount of revenue
the government must raise in the future. Since raising revenue involves
distortions, this means that default does not just cause transfers, but also
improves efficiency.

Nonetheless, there are costs to fiscal crises. Some of the most important
stem from the fact that they disrupt capital markets. Simply put, a fiscal
crisis is likely to cause a financial crisis. Government default, plummeting
asset prices, and falling output are likely to bankrupt many firms and finan-
cial intermediaries. And the evidence from the financial crisis that began
in 2008, as well as from the research we discussed in Section 10.8, points
strongly to financial crises having large costs.

Some other major costs of fiscal crises arise because a crisis is likely to
increase the price of foreign goods greatly. When a country’s budget deficit
falls sharply, its capital and financial account surplus is likely to fall sharply
as well. That is, the economy is likely to move from a situation where for-
eigners are buying large quantities of the country’s assets to one where they
are buying few or none. But this means that the trade balance must swing
sharply toward surplus. For this to happen, there must be a large depre-
ciation of the real exchange rate. In the Mexican crisis of 1994 1995, for
example, the value of the Mexican peso fell roughly in half. And in the East
Asian crisis of 1997 1998, the values of many of the affected currencies fell
by considerably more.

Such real depreciation reduces welfare through several channels. Because
it corresponds to a rise in the real price of foreign goods, it lowers welfare di-
rectly. Further, it tends to raise output in exporting and import-competing
sectors and reduce it elsewhere. That is, it is a sectoral shock that induces
a reallocation of labor and other inputs among sectors. Since reallocation is
not instantaneous, the result is a temporary rise in unemployment and other
unused resources. In addition, because the debts of firms and financial in-
termediaries are often denominated in foreign currencies, depreciation can
directly worsen their financial situations, and so make a financial crisis more
likely. Finally, depreciation is likely to increase inflation. Because workers
purchase some foreign goods, depreciation raises the cost of living and thus
creates upward pressure on wages. In addition, because some inputs are
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imported, depreciation raises firms’ costs. In the terminology of Section 6.4,
real depreciation is an unfavorable supply shock.

At the microeconomic level, crises can cause large redistributions with
severe consequences. For example, suppose a government that is borrowing
to pay for pensions and medical care for the elderly faces a sudden default
that makes it unable to do any further borrowing. One result is likely to
be a sudden drop in the standards of living of the elderly, along with those
whose wealth holdings were concentrated in government debt.

Fiscal crises can have other costs as well. Since fiscal crises are unex-
pected, trying to follow an unsustainable policy increases uncertainty. De-
fault and other failures to repay its debts can reduce a government’s ability
to borrow in the future.29 Finally, a crisis can lead to harmful policies, such
as broad trade restrictions, hyperinflation, and very high tax rates on capital.

One way to summarize the macroeconomic effects of a fiscal crisis is
to note that it typically leads to a sharp fall in output followed by only a
gradual recovery. This summary, however, may overstate the costs of em-
barking on unsustainable fiscal policy, for two reasons. First, unsustainable
fiscal policy is usually not the only source of a crisis; thus it is not appro-
priate to attribute the crisis’s full costs to fiscal policy. Second, there may
be benefits to the policy before the crisis. For example, it may lead to real
appreciation, with benefits that are the converse of the costs of real depre-
ciation, and to a period of high output. Nonetheless, the costs of an attempt
to pursue unsustainable fiscal policy that ends in a fiscal crisis are almost
surely substantial.

13.9 A Model of Sovereign Debt Crises

We now turn to a simple model of a government attempting to issue debt.
We focus on the questions of what can cause investors to be unwilling to
buy the debt at any interest rate, and of whether such a crisis is likely to
occur unexpectedly.30

Assumptions

Consider a government that has quantity D of debt coming due. It has no
funds immediately available, and so wants to roll the debt over (that is, to
issue D of new debt to pay off the debt coming due). It will be obtaining
tax revenues the following period, and so wants investors to hold the debt
for one period.

29 Because there is no authority analogous to domestic courts to force borrowers to repay,
there are some important issues specifically related to international borrowing. See Obstfeld
and Rogoff (1996, Chapter 6) for an introduction.

30 For examples of richer models of debt crises, see Calvo (1988), Cole and Kehoe (2000),
and Ghosh, Kim, Mendoza, Ostry, and Qureshi (2013).
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FIGURE 13.3 The condition for investors to be willing to hold government debt

The government offers an interest factor of R; that is, it offers a real in-
terest rate of R − 1. Let T denote tax revenues the following period. T is
random, and its cumulative distribution function, F (•), is continuous. If T
exceeds the amount due on the debt in that period, RD , the government
pays the debtholders. If T is less than RD , the government defaults. Default
corresponds to a debt crisis.

Two simplifying assumptions make the model tractable. First, default is
all-or-nothing: if the government cannot pay RD , it repudiates the debt
entirely. Second, investors are risk-neutral, and the risk-free interest factor,
R , is independent of R and D . These assumptions do not appear critical to
the model’s main messages.

Analyzing the Model

Equilibrium is described by two equations in the probability of default,
denoted π, and the interest factor on government debt, R. Since investors
are risk-neutral, the expected payoff from holding government debt must
equal the risk-free payoff, R. Government debt pays R with probability
1 − π and 0 with probability π. Thus equilibrium requires

(1 − π )R = R. (13.41)

For comparison with the second equilibrium condition, it is useful to re-
arrange this condition as an expression for π as a function of R. This yields

π = R − R

R
. (13.42)

The locus of points satisfying (13.42) is plotted in (R, π ) space in Figure 13.3.
When the government is certain to repay (that is, when π = 0), R equals R .
As the probability of default rises, the interest factor the government must
offer rises; thus the locus is upward-sloping. Finally, R approaches infinity
as the probability of default approaches 1.

The other equilibrium condition comes from the fact that whether the
government defaults is determined by its available revenues relative to the
amount due bondholders. Specifically, the government defaults if and only
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FIGURE 13.4 The probability of default as a function of the interest factor

if T is less than RD . Thus the probability of default is the probability that
T is less than RD . Since the distribution function of T is F (•), we can write
this condition as

π = F (RD). (13.43)

The set of points satisfying (13.43) is plotted in Figure 13.4. If there are
minimum and maximum possible values of T , T and T , the probability of
default is 0 for R < T /D and 1 for R > T/D . And if the density function of
T is bell-shaped, the distribution function has an S shape like that shown
in the figure.

Equilibrium occurs at a point where both (13.42) and (13.43) are satis-
fied. At such a point, the interest factor on government debt makes investors
willing to purchase the debt given the probability of default, and the prob-
ability of default is the probability that tax revenues are insufficient to pay
off the debt given the interest factor. In addition to any equilibria satisfy-
ing these two conditions, however, there is always an equilibrium where
investors are certain the government will not pay off the debt the follow-
ing period and are therefore unwilling to purchase the debt at any interest
factor. If investors refuse to purchase the debt at any interest factor, the
probability of default is 1; and if the probability of default is 1, investors
refuse to purchase the debt at any interest factor. Loosely speaking, this
equilibrium corresponds to the point R = ∞, π = 1 in the diagram.31

31 It is straightforward to extend the analysis to the case where default is not all-or-nothing.
For example, suppose that when revenue is less than RD , the government pays all of it to
debtholders. To analyze the model in this case, define π as the expected fraction of the
amount due to investors, RD , that they do not receive. With this definition, the condition
for investors to be willing to hold government debt, (1 − π )R = R , is the same as before, and
so equation (13.42) holds as before. The expression for the expected fraction of the amount
due to investors that they do not receive as a function of the interest factor the government
offers is now more complicated than (13.43). It still has the same basic shape in (R , π ) space,
however: it is 0 for R sufficiently small, upward-sloping, and approaches 1 as R approaches
infinity. Because this change in assumptions does not change one curve at all and does not
change the other’s main features, the model’s main messages are unaffected.
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FIGURE 13.5 The determination of the interest factor and the probability of
default

Implications

The model has at least four interesting implications. The first is that there
is a simple force tending to create multiple equilibria in the probability of
default. The higher the probability of default, the higher the interest factor
investors demand; but the higher the interest factor investors demand, the
higher the probability of default. In terms of the diagram, the fact that the
curves showing the equilibrium conditions are both upward-sloping means
that they can have multiple intersections.

Figure 13.5 shows one possibility. In this case, there are three equilib-
ria. At Point A, the probability of default is low and the interest factor on
government debt is only slightly above the safe interest factor. At Point B,
there is a substantial chance of default and the interest factor on the debt
is well above the safe factor. Finally, there is the equilibrium where default
is certain and investors refuse to purchase the government’s debt at any
interest factor.32

Under plausible dynamics, the equilibrium at B is unstable and the other
two are stable. Suppose, for example, investors believe the probability of de-
fault is slightly below πB . Then at the interest factor needed to induce them
to buy the debt given this belief, the actual probability of default is less than
what they conjecture. It is plausible that their estimate of the probability of
default therefore falls, and that this process continues until the equilibrium

32 One natural question is whether the government can avoid the multiplicity by issuing
its debt at the lowest equilibrium interest rate. The answer depends on how investors form
their expectations of the probability of default. One possibility is that they tentatively assume
that the government can successfully issue debt at the interest factor it is offering; they then
purchase the debt if the expected return given this assumption at least equals the risk-free
return. In this case, the government can issue debt at the lowest interest factor where the
two curves intersect. But this is not the only possibility. For example, suppose each investor
believes that others believe the government will default for sure, and that others are therefore
unwilling to purchase the debt at any interest factor. Then no investor purchases the debt,
and so the beliefs prove correct.



Romer-3931312--That book January 11, 2018 10:59 708

708 Chapter 13 BUDGET DEFICITS AND FISCAL POLICY

1

0
0

B

A

R

π

B′

A′

T/DRT/D

π = (R − R0)/R

π = (R − R1)/R

π = (R − R2)/R

FIGURE 13.6 The effects of increases in the safe interest factor

at Point A is reached. A similar argument suggests that if investors conjec-
ture that the probability of default exceeds πB , the economy converges to
the equilibrium where investors will not hold the debt at any interest factor.
Thus there are two stable equilibria. In one, the interest factor and the prob-
ability of default are low. In the other, the government cannot get investors
to purchase its debt at any interest factor, and so it defaults immediately on
its outstanding debt. In short, there can be a self-fulfilling element to default.

The second implication is that large differences in fundamentals are not
needed for large differences in outcomes. One reason for this is the multi-
plicity just described: two economies can have the same fundamentals, but
one can be in the equilibrium with low R and low π and the other in the
equilibrium where investors refuse to buy the debt at any interest factor. A
more interesting source of large differences stems from differences in the set
of equilibria. Suppose the two curves have the form shown in Figure 13.5,
and suppose an economy is in the equilibrium with low R and low π at
Point A. A rise in R shifts the π = (R − R)/R curve to the right. Similarly, a
rise in D shifts the π = F (RD ) curve to the left. For small enough changes,
π and R change smoothly in response to either of these developments.
Figure 13.6, for example, shows the effects of a moderate change in R from
R0 to R1. The equilibrium with low R and low π changes smoothly from A
to A′. But now suppose R rises further. If R becomes sufficiently large if
it rises to R2, for example the two curves no longer intersect. In this sit-
uation, the only equilibrium is the one where investors will not buy the
debt. Thus two economies can have similar fundamentals, but in one there
is an equilibrium where the government can issue debt at a low interest
rate while in the other the only equilibrium is for the government to be
unable to issue debt at any interest rate.

Third, the model suggests that default, when it occurs, may always be
quite unexpected. That is, it may be that for realistic cases, there cannot
be an equilibrium value of π that is substantial but strictly less than 1. If
there is little uncertainty about T , the revenue the government can obtain
to pay off the debt, the π = F (RD ) locus has sharp bends near π = 0 and
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π = 1 like those in Figure 13.6. Since the π = (R − R)/R locus does not
bend sharply, in this case the switch to the situation where default is the
only equilibrium occurs at a low value of π. That is, there may never be
a situation where investors believe the probability of default is substantial
but strictly less than 1. As a result, defaults are always a surprise.

The final implication is the most straightforward. Default depends not
only on self-fulfilling beliefs, but also on fundamentals. In particular, an
increase in the amount the government wants to borrow, an increase in
the safe interest factor, and a downward shift in the distribution of poten-
tial revenue all make default more likely. Each of these developments shifts
either the π = (R − R)/R locus down or the π = F (RD) locus up. As a
result, each development increases π at any stable equilibrium. In addition,
each development can move the economy to a situation where the only
equilibrium is the one where there is no interest factor at which investors
will hold the debt. Thus one message of the model is that high debt, a high
required rate of return, and low future revenues all make default more likely.

Multiple Periods

A version of the model with multiple periods raises interesting additional
issues. For instance, suppose the government wants to issue debt for two
periods. The government inherits a stock of debt in period 0, D 0. Let R1

denote the interest factor it pays from period 0 to period 1, and R2 the
interest factor from period 1 to period 2. For simplicity, the government
receives tax revenue only in period 2. Thus it pays off the debt in period 2
if and only if its available revenues, T , exceed the amount due, R1 R2D 0.
Finally, since the multiperiod version does not provide important additional
insights into the possibility of multiple equilibria, assume that the equilib-
rium with the lowest π (and hence the lowest R) is selected when there is
more than one equilibrium.

The most interesting new issues raised by the multiperiod model con-
cern the importance of investors’ beliefs, their beliefs about other investors’
beliefs, and so on. The question of when investors can have heterogeneous
beliefs in equilibrium is difficult and important. For this discussion, how-
ever, we simply assume that heterogeneous beliefs are possible. Consider
an investor in period 0. In the one-period case with the issue of multiple
equilibria assumed away, the investor’s beliefs about others’ beliefs are ir-
relevant to his or her behavior. The investor holds the debt if the interest
factor times his or her estimate of the probability that tax revenues will be
sufficient to pay off the debt is greater than or equal to the safe interest
factor. But in the two-period case, the investor’s willingness to hold the
debt depends not only on R1 and the distribution of T , but also on what
R2 will be. This in turn depends on what other investors will believe as of
period 1 about the distribution of T . Suppose, for example, that for some R1,
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the investor’s own beliefs about F (•) imply that if the government offered
an R2 only slightly above the safe factor, the probability of default would
be low, so that it would be sensible to hold the debt. But suppose he or
she believes that others’ beliefs will make them unwilling to hold the debt
from period 1 to period 2 at any interest factor. Then the investor believes
the government will default in period 1. He or she therefore does not pur-
chase the debt in period 0 despite the fact that his or her own beliefs about
fundamentals suggest that the government’s policy is reasonable.

Even a belief that there is a small chance that in period 1 others’ beliefs
will make them unwilling to hold the debt at any interest rate can matter.
Such a belief increases the R1 that investors require to buy the debt in
period 0. This raises the amount of debt the government has to roll over
in period 1, which reduces the chances that it will be able to do so, which
raises R1 further, and so on. The end result is that the government may not
be able to sell its debt in period 0.

With more periods, even more complicated beliefs can matter. For ex-
ample, if there are three periods rather than two, an investor in period 0
may be unwilling to purchase the debt because he or she believes that in
period 1 others may think that in period 2 investors may believe that there
is no interest factor that makes it worthwhile for them to hold the debt.

This discussion implies that it is rational for investors to be concerned
about others’ beliefs about governments’ solvency, about others’ beliefs about
others’ beliefs, and so on. Those beliefs affect the government’s ability to
service its debt and thus the expected return from holding debt. An addi-
tional implication is that a change in the debt market, or even a crisis, can
be caused by information not about fundamentals, but about beliefs about
fundamentals, or about beliefs about beliefs about fundamentals.

Problems

13.1. The stability of fiscal policy. (Blinder and Solow, 1973.) By definition, the

budget deficit equals the rate of change of the amount of debt outstanding:

δ (t ) ≡ D(t ). Define d (t ) to be the ratio of debt to output: d (t ) ≡ D(t )/Y(t ). Assume

that Y(t ) grows at a constant rate g > 0.

(a) Suppose that the deficit-to-output ratio is constant: δ(t )/Y(t ) = a , where a > 0.

(i) Find an expression for d (t ) in terms of a , g , and d (t ).

(ii) Sketch d (t ) as a function of d (t ). Is this system stable?

(b) Suppose that the ratio of the primary deficit to output is constant and equal to

a > 0. Thus the total deficit at t, δ(t ), is given by δ(t ) = aY(t ) + r (t )D(t ), where

r (t ) is the interest rate at t. Assume that r is an increasing function of the debt-

to-output ratio: r (t ) = r (d (t )), where r ′(•) > 0, r ′′(•) > 0, limd→−∞ r (d ) < g ,

lim d→∞ r (d ) > g .



Romer-3931312--That book January 11, 2018 10:59 711

Problems 711

(i) Find an expression for d (t ) in terms of a , g , and d (t ).

(ii) Sketch d (t ) as a function of d (t ). In the case where a is sufficiently small

that d is negative for some values of d, what are the stability properties

of the system? What about the case where a is sufficiently large that d

is positive for all values of d ?

13.2. Precautionary saving, non-lump-sum taxation, and Ricardian equiva-
lence. (Leland, 1968, and Barsky, Mankiw, and Zeldes, 1986.) Consider an indi-

vidual who lives for two periods. The individual has no initial wealth and earns

labor incomes of amounts Y1 and Y2 in the two periods. Y1 is known, but Y2 is

random; assume for simplicity that E [Y2] = Y1. The government taxes income at

rate τ1 in period 1 and τ2 in period 2. The individual can borrow and lend at a

fixed interest rate, which for simplicity is assumed to be zero. Thus second-period

consumption is C2 = (1 − τ1)Y1 − C1 + (1 − τ2)Y2. The individual chooses C1 to

maximize expected lifetime utility, U (C1) + E [U (C2)].

(a) Find the first-order condition for C 1.

(b) Show that E [C2] = C1 if Y2 is not random or if utility is quadratic.

(c) Show that if U ′′′(•) > 0 and Y2 is random, E [C2] > C1.

(d) Suppose that the government marginally lowers τ1 and raises τ2 by the same

amount, so that its expected total revenue, τ1Y1 + τ2E [Y2], is unchanged. Im-

plicitly differentiate the first-order condition in part (a) to find an expression

for how C1 responds to this change.

(e) Show that C1 is unaffected by this change if Y2 is not random or if utility is

quadratic.

(f) Show that C1 increases in response to this change if U ′′′(•) > 0 and Y2 is

random.

13.3. Consider the Barro tax-smoothing model. Suppose that output, Y , and the real

interest rate, r , are constant, and that the level of government debt outstanding

at time 0 is zero. Suppose that there will be a temporary war from time 0 to time

τ . Thus G(t ) equals GH for 0 ≤ t ≤ τ , and equals GL thereafter, where GH > GL .

What are the paths of taxes, T (t ), and government debt outstanding, D(t )?

13.4. Consider the Barro tax-smoothing model. Suppose there are two possible values

of G(t ) GH and GL with GH > GL . Transitions between the two values fol-

low Poisson processes (see Sections 7.4 and 11.2). Specifically, if G equals GH ,

the probability per unit time that purchases fall to GL is a ; if G equals GL , the

probability per unit time that purchases rise to GH is b. Suppose also that out-

put, Y , and the real interest rate, r , are constant and that distortion costs are

quadratic.

(a) Derive expressions for taxes at a given time as a function of whether G equals

GH or GL , the amount of debt outstanding, and the exogenous parameters.

(Hint: Use dynamic programming, along the lines of Section 11.2, to find an

expression for the expected present value of the revenue the government

must raise as a function of G , the amount of debt outstanding, and the ex-

ogenous parameters.)
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(b) Discuss your results. What is the path of taxes during an interval when G

equals GH ? Why are taxes not constant during such an interval? What happens

to taxes at a moment when G falls to GL ? What is the path of taxes during

an interval when G equals GL ?

13.5. If the tax rate follows a random walk (and if the variance of its innovations is

bounded from below by a strictly positive number), then with probability 1 it

will eventually exceed 100 percent or be negative. Does this observation suggest

that the tax-smoothing model with quadratic distortion costs is not useful as

either a positive or normative model of fiscal policy, since it has an implication

that is both clearly incorrect as a description of the world and clearly undesirable

as a prescription for policy? Explain your answer briefly.

13.6. The Condorcet paradox. Suppose there are three voters, 1, 2, and 3, and three

possible policies, A, B, and C. Voter 1’s preference ordering is A, B, C; voter 2’s

is B, C, A; and voter 3’s is C, A, B. Does any policy win a majority of votes in a

two-way contest against each of the alternatives? Explain.

13.7. Consider the Tabellini Alesina model in the case where α can only take on the

values 0 and 1. Suppose that there is some initial level of debt, D0. How, if at all,

does D0 affect the deficit in period 1?

13.8. Consider the Tabellini Alesina model in the case where α can only take on the

values 0 and 1. Suppose that the amount of debt to be issued, D , is determined

before the preferences of the period-1 median voter are known. Specifically, voters

vote on D at a time when the probabilities that αMED
1 = 1 and that αMED

2 = 1 are

equal. Let π denote this common value. Assume that the draws of the two median

voters are independent.

(a) What is the expected utility of an individual with α = 1 as a function of D ,

π, and W?

(b) What is the first-order condition for this individual’s most preferred value of

D? What is the associated value of D?

(c) What is the most preferred value of D of an individual with α = 0?

(d) Given these results, if voters vote on D before the period-1 median voter is

known, what value of D does the median voter prefer?

(e) Explain briefly how, if at all, the question analyzed in part (d ) differs from

the question of whether individuals will support a balanced-budget require-

ment if it is proposed before the preferences of the period-1 median voter are

known.

13.9. Consider the Tabellini Alesina model in the case where α can only take on the

values 0 and 1. Suppose, however, that there are 3 periods. The period-1 median

voter sets policy in periods 1 and 2, but in period 3 a new median voter sets

policy. Assume that the period-1 median voter’s α is 1, and that the probability

that the period-3 median voter’s α is 1 is π.

(a) Does M1 = M2?

(b) Suppose that after choosing purchases in period 1, the period-1 median voter

learns that the probability that the period-3 median voter’s α will be 1 is
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not π but π ′, where π ′ < π. How does this news affect his or her choice of

purchases in period 2?

13.10. The Persson--Svensson model. (Persson and Svensson, 1989.) Suppose there

are two periods. Government policy will be controlled by different policymakers

in the two periods. The objective function of the period-t policymaker is U +
αt [V (G1) + V (G 2)], where U is citizens’ utility from their private consumption;

α t is the weight that the period-t policymaker puts on public consumption; Gt

is public consumption in period t ; and V (•) satisfies V ′(•) > 0, V ′′(•) < 0. Private

utility, U , is given by U = W − C (T1) − C (T2), where W is the endowment;

Tt is taxes in period t; and C (•), the cost of raising revenue, satisfies C ′(•) ≥ 1,

C ′′(•) > 0. All government debt must be paid off at the end of period 2. This

implies T2 = G2 + D , where D = G1 − T1 is the amount of government debt

issued in period 1 and where the interest rate is assumed to equal zero.

(a) Find the first-order condition for the period-2 policymaker’s choice of G2

given D . (Note: Throughout, assume that the solutions to the policymakers’

maximization problems are interior.)

(b) How does a change in D affect G2?

(c) Think of the period-1 policymaker as choosing G1 and D . Find the first-order

condition for his or her choice of D .

(d) Show that if α1 is less than α2, the equilibrium involves inefficiently low

taxation in period 1 relative to tax-smoothing (that is, that it has T1 < T2).

Explain intuitively why this occurs.

(e) Does the result in part (d ) imply that if α1 is less than α2, the period-1

policymaker necessarily runs a deficit? Explain.

13.11. Consider the Alesina Drazen model. Describe how, if at all, each of the following

developments affects workers’ proposal and the probability of reform:

(a) A fall in T .

(b) A rise in B .

(c) An equal rise in A and B .

13.12. Crises and reform. Consider the model in Section 13.7. Suppose, however,

that if there is no reform, workers and capitalists both receive payoffs of −C

rather than 0, where C ≥ 0.

(a) Find expressions analogous to (13.37) and (13.38) for workers’ proposal and

the probability of reform.

(b) Define social welfare as the sum of the expected payoffs of workers and

capitalists. Show that an increase in C can raise this measure of social

welfare.

13.13. Conditionality and reform. Consider the model in Section 13.6. Suppose an

international agency offers to give the workers and capitalists each an amount

F > 0 if they agree to reform. Use analysis like that in Problem 13.12 to show

that this aid policy unambiguously raises the probability of reform and the social

welfare measure defined in part (b ) of that problem.
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13.14. The common-pool problem in government spending. (Weingast, Shepsle,

and Johnsen, 1981.) Suppose the economy consists of M > 1 congressional dis-

tricts. The utility of the representative person living in district i is E + V (Gi ) −
C (T ). E is the endowment, Gi is the level of a local public good in district

i , and T is taxes (which are assumed to be the same in all districts). Assume

V ′(•) > 0, V ′′(•) < 0, C ′(•) > 0, and C ′′(•) > 0. The government budget constraint

is
∑M

i=1
Gi = MT . The representative from each district dictates the values of

G in his or her district. Each representative maximizes the utility of the repre-

sentative person living in his or her district.

(a) Find the first-order condition for the value of Gj chosen by the repre-

sentative from district j , given the values of Gi chosen by the other rep-

resentatives and the government budget constraint (which implies T =
(
∑M

i=1
Gi )/M ). (Note: Throughout, assume interior solutions.)

(b) Find the condition for the Nash equilibrium value of G . That is, find the

condition for the value of G such that if all other representatives choose

that value for their Gi , a given representative wants to choose that value.

(c) Is the Nash equilibrium Pareto efficient? Explain. What is the intuition for

this result?

13.15. Debt as a means of mitigating the common-pool problem. (Chari and

Cole, 1993.) Consider the same setup as in Problem 13.14. Suppose, however,

that there is an initial level of debt, D . The government budget constraint is

therefore D + ∑M

i=1
Gi = MT .

(a) How does an increase in D affect the Nash equilibrium level of G ?

(b) Explain intuitively why your results in part (a ) and in Problem 13.14 sug-

gest that in a two-period model in which the representatives choose D after

the first-period value of G is determined, the representatives would choose

D > 0.

(c) Do you think that in a two-period model where the representatives choose

D before the first-period value of G is determined, the representatives

would choose D > 0? Explain intuitively.

13.16. Consider the model of crises in Section 13.9, and suppose T is distributed uni-

formly on some interval [μ − X, μ + X ], where X > 0 and μ − X ≥ 0. Describe

how, if at all, each of the following developments affects the two curves in (R, π )

space that show the determination of R and π :

(a) A rise in μ.

(b) A fall in X.
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political-economy theories of, 678–681, 697

primary, 663

and Ricardian equivalence, 661, 669–673,

711

and sovereign debt crises, 704–710

from strategic debt accumulation, 681–691

sustainable and unsustainable, 666–669,

701–704

and tax smoothing, 661, 673–678, 711

in United States, 661, 666–671

Budget surpluses, 695, 696n
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Buffer-stock saving, 398–399, 404n, 412, 672

Bureau of Labor Statistics (BLS), 512

Bursting bubbles, 415

Business-creating effect, 130

Business-stealing effect, 117

C
Calculus of variations, 57n, 66n, 425–429,

454–456

Calibration, 217–218, 220, 228, 230, 233

Calvo model, 310–311, 315, 326–329, 342–343

Calvo wage adjustment, 360

Calvo-with-indexation model; see

Christiano–Eichenbaum–Evans model

Capital; see also Golden-rule capital stock;

Human capital; Investment; Marginal

product of capital

cost of, 421–423, 442–445

and cross-country income differences, 28–30,

55–162, 178–182

desired stock of, 421–422

in Diamond model, 78

and diversion, 162

and dynamic inefficiency, 87–90

externalities from, 173–174

and growth, 8–9, 28–29, 66, 87–88, 104–113,

155–162

growth rate of, 70, 109–114, 430–431

income share of, 25

and knowledge accumulation, 119–121

in Ramsey–Cass–Koopmans model, 60–61

rate of return on, 29, 33, 53, 173

in real-business-cycle models, 195, 202, 205

replacement costs of, 430, 435n

in Romer model, 122, 131

in Solow model, 10, 13–14, 16–17

and taxes, 94, 439–441, 677

Capital accumulation

and cross-country income differences,

155–162, 173

and dynamic inconsistency, 634

human, 151

and knowledge accumulation, 99–100,

119–120

and Ricardian equivalence, 670

in Solow model, 8–9, 28, 31–32

and tax-smoothing, 677

Capital adjustment costs

asymmetric, 447

defined, 423

external, 423–425, 444

fixed, 451–453

internal, 423

kinked, 449–452

in q theory model, 429–431, 441–443

returns to scale in, 430–431, 441–442

symmetric, 446–447

Capital-asset pricing model (CAPM), 396

Capital-augmenting technological progress,

10n, 13n

Capital flows, 29, 184

Capital income, 28, 78, 422, 661, 677, 701n

Capital-labor ratio, 568

Capital-market imperfections; see

Financial-market imperfections

Capital mobility, 29, 184

Capital-output ratio, 10, 18n, 28–29, 120, 160,

161, 174, 218

Capital replacement costs, 430, 435n

Caplin-Spulber model, 311, 330–332, 334–335

Carbon, social cost of, 44

Case studies, 699

Cash flow, 283, 361, 475–479

Cash-in-advance constraint, 270, 616, 618–621

Central bank independence, 637–639

Central banks; see Federal Reserve; Monetary

policy

Certainty-equivalence behavior, 295, 308, 378

Christiano–Eichenbaum–Evans model, 315, 346,

347n

Classical measurement error, 166

‘‘Clearance’’ sale, 336

Climate change, 43–45

Closed-end mutual funds, 489–491

Cobb–Douglas matching function, 553

Cobb–Douglas production function

in accounting-style income decompositions,

155–156

in baseline real-business-cycle model, 196

in Diamond model, 81–83

elasticity of substitution in, 42

generalized, 100

intensive form of, 29

and labor’s share of income, 339n

and natural resources, 38

in Ramsey–Cass–Koopmans model, 72

in real-business-cycle models, 196, 203, 206

in research and development model,

100–101, 102n

in Solow model, 12–13, 29, 38, 150

technological progress with, 13n

Coefficient of relative risk aversion, 52, 93,

127, 398, 411, 594

Colonialism, 174–177

Commitment considerations, 418, 631–633,

687

Communism, and social infrastructure, 169,

182n
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Compensation schemes, 459, 508, 524, 543

Competition

imperfect

and excludability, 116

and labor’s share, 339n

and pecuniary externalities, 117n

and price-setting, 269–275, 277–278

and Romer model, 121

and wage rigidity, 251–253

perfect

and labor’s share, 339n

in Lucas model, 293

and short-side rule, 304

and unchanged output, 244

Competitive search models, 557

Composition bias, 254–255

Computers, and productivity rebound, 32

Condorcet paradox, 712

Confidence contagion, 503–504

Confidence intervals vs. t-statistic, 134, 255,

384

Constant-absolute-risk-aversion utility, 418,

481

Constant-relative-risk-aversion utility

in baseline price rigidity model, 239

and consumption under certainty, 386

in Diamond model, 77, 92

and equity-premium puzzle, 396

in Ramsey–Cass–Koopmans model, 52

in Romer model, 124n, 146

Constant returns to scale; see Returns to scale,

constant

Consumer-surplus effect, 117, 130

Consumption, 368–419; see also Saving

Balassa-Samuelson effect, 160

behavior in Alaska, 382

blacks vs. whites, 372–373, 375

and budget deficits, 669–675, 682, 702

and buffer-stock saving, 398–399

under certainty, 369–375, 385–389

certainty-equivalence behavior, 378

in contracting models, 544

and current income, 361, 371–375, 399

and departures from complete optimization,

406–407

in Diamond model, 77–78, 87–88

of durable goods, 190, 399n, 417

in dynamic new Keynesian models, 312

excess sensitivity of, 376

excess smoothness of, 379n, 414

and expectations about fiscal policy,

678–679

and government purchases, 72–76, 209,

216–217

and habit formation, 361

in imperfect competition model, 269–270

and income movements, 370–371, 382–383

and interest rates, 385–389

and life-cycle saving, 404n, 407

and liquidity constraints, 402–407, 672, 702

and precautionary saving, 399–402, 404, 418

and permanent income hypothesis; see

Permanent income hypothesis

predictability of, 379–385

in Ramsey–Cass–Koopmans model, 51

and random-walk hypothesis, 377, 379–385

in real-business-cycle models, 197, 199–201,

207–211, 215

during recessions, 594

and risky assets, 389–398

in Romer model, 125–127, 129–130

rule-of-thumb behavior, 406, 702

in Solow model, 21–23, 66

and stabilization policy, 593–595

time-averaging problem, 413–414

time-inconsistent preferences, 407

tradeoff with labor supply, 201

under uncertainty, 199–201, 376–378,

399–402

Consumption beta, 396

Consumption capital-asset pricing model

(consumption CAPM), 395–396

Consumption function (Keynes), 371–372, 375

Contagion, 501–508

Contingent debt, 677

Contracting models, 522, 543–550, 564–566

Contracts

under asymmetric information, 466–467,

574–575

for central bankers, 635n

debt, 301–303, 466–467

efficient, 546

implicit, 545–546, 574–575

incentive-compatible, 574

renegotiation-proof, 467n

without variable hours, 574

wage, 545–546

Control variable, 428

Convergence

to balanced growth path

in Diamond model, 81–85

growth rate differences and, 178–182

in Ramsey–Cass–Koopmans model, 66, 71

in Solow model, 18, 25–27, 39–40,

154–155

conditional, 180, 187

and cross-country income differences, 33–37,

178–182
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and measurement error, 35–36

overall, 181

unconditional, 179–180

Convergence regressions, 33–34, 187

Convergence scatterplots, 36

Coordination-failure models, 286–291, 307

Copyright laws, 115

Core inflation, 260–261, 265, 297

Corruption, 163, 170, 681n

Costate variable, 428–429, 454

Costly state verification, 465, 471

Cost of capital, and investment, 421–423, 445

Cosyndicated credit lines, 510

Counterparty contagion, 502–503, 505, 508

Credit limits, 405–406

Credit-market imperfections

and economic crisis of 2008–, 362–363

in new Keynesian models, 362–363

and nonindexation of debt contracts,

301–303

Credit ratings agencies, 507–508

Credit rationing, 469, 502

Crises; see Debt crises; Economic crisis of

2008–; Recessions

Cross-country income differences; see Income

differences, cross-country

Crowding effects, 553

Crowding out of investment, 75

Culture, and cross-country income differences,

167, 171, 173

Current income, and consumption, 361,

371–372, 399

Current-value Hamiltonian, 428, 454

D
Danziger–Golosov–Lucas model, 311, 331–335

Daylight saving time, 281

Death of leaders, and policy changes, 223, 348

Debt accumulation, strategic, 681–691

Debt, contingent, 677

Debt contracts, 268, 301–302, 466–467

Debt crises, 696, 703–710, 713

Debt-deflation, 302

Debt financing

vs. equity financing, 457

vs. tax financing, 73, 196n, 668–670

wholesale short-term debt, 509–510

Debt-market imperfections; see Credit-market

imperfections

Debt-to-GDP ratio, 696–697, 702

Decreasing returns to scale; see Returns to

scale, diminishing

Default, 232, 662, 703–710

Deficit bias, 578, 662, 678–681, 690, 695, 697

Deficits; see Budget deficits

Delayed stabilization, 691–696, 713

Delegation, and monetary policy, 635–636,

638–639, 657

DeLong–Shleifer–Summers–Waldmann model,

480–485, 518

Depreciation

in Diamond model, 95

of exchange rate, 703

and intertemporal substitution, 214

in real-business-cycle models, 202–204, 207

and taxes, 455

Deterministic bubbles, 415

Detrending, 218n

Diamond–Dybvig model, 491–501, 518–519

Diamond model, 14–15, 50, 76–91, 150

bond issues in, 669

depreciation in, 95

and Ponzi games, 665

vs. Ramsey–Cass–Koopmans model, 50, 76,

79, 83, 87–88

vs. research and development model, 368

social security in, 88–90, 96

vs. Solow model, 83, 85, 87

Diamond–Mortensen–Pissarides model, 551,

576–577; see also Search and matching

models

Dickey-Fuller test, augmented, 133

Dictators, and social infrastructure, 171, 183

Difference in differences, 476–478

Diminishing returns to scale; see Returns to

scale, diminishing

Directed search, 557

Discount factors

in Calvo model, 328

in Christiano–Eichenbaum–Evans model,

342–344

in new Keynesian models, 314

stochastic, 395, 459, 472

uncertainty about, 448, 457

Discount rates

and consumption, 369n, 385–386, 402, 404,

407

climate change and, 44

in Diamond model, 78–79, 83

effects of fall in, 67–72

in Ramsey–Cass–Koopmans model, 66–67

in real-business-cycle models, 196

in Romer model, 124–125

in Solow growth model, 44

Discrete time

in Diamond model, 77–78

and dynamic programming, 534

in q theory model, 420
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Discrete time (continued )

in real-business-cycle models, 195, 196n

in Solow model, 13n, 95

Disease risk and colonialism, 175–176

Disinflation, 192–193, 223, 338–339, 344–345,

348–349, 354, 360, 589

Distortionary taxes; see also Taxes

in real-business-cycle models, 231

and strategic debt accumulation, 682

and tax-smoothing, 673–678, 701, 711

Diversion, 162, 179–180, 462

Divine coincidence, 602–603, 606–607

‘‘Dot-com bubble’’, 488

DSGE models; see Dynamic stochastic

general-equilibrium models

Dual labor markets, 542

Durable goods, 190, 399n, 417

Dynamic efficiency; see Dynamic inefficiency

Dynamic inconsistency

and central bank independence, 637–639

discretionary policy model, 630–631

and divine coincidence, 606–607

and the Great Inflation, 639–642

low-inflation monetary policy, 630–637

methods for addressing, 657–658

overview of, 606

Dynamic inefficiency, 87–90, 97–98, 666

Dynamic new Keynesian models

canonical form, 311, 350–354

common framework of, 312–316

extensions of, 360

Dynamic programming, 407–413, 418–419,

534–536, 554

Dynamic stochastic general-equilibrium models

(DSGE models), 309–365

assessment of, 195, 363

common framework of, 312–316

elements of, 360–365

extensions of new Keynesian model, 360

and inflation inertia, 338–341

and microeconomic evidence, 335–338, 364

overview of, 309–312

E
Economic crisis of 2008–

and amplification of shocks, 475

fiscal policy for stabilization, 660

vs. Great Moderation, 192–193

and nominal imperfections, 302–303

and stabilization policy, 595

and zero lower bound, 591–592, 615–629

Education, 30, 151–159, 162, 173–174, 179,

183–184

Effective labor, 10, 16, 525, 527, 531

Effective labor demand, 248–251

Effectiveness of labor; see also Knowledge

in accounting-style income decompositions,

155

in Diamond model, 87

as knowledge, 99

in Ramsey–Cass–Koopmans model, 66

in Solow model, 10–11, 28–30, 38, 151

Efficiency-wage models; see also

Shapiro–Stiglitz model

and compensation schemes, 524, 543

fair wage-effort hypothesis, 542, 571,

573–574

general version of, 527–529

and interindustry wage differences, 566–569

simple version of, 523–527

and surveys of wage-setters, 569–571

and unions, 572

Efficiency wages, 232, 524, 527, 531, 542, 571

defined, 522, 525

with price rigidity and imperfect labor,

249–250

reasons for, 523

Efficient contracts, 546

Effort function, 527–528

Elasticity of substitution, 42, 52, 92, 159, 199,

312

intertemporal, 62, 215, 228, 386, 389

in labor supply, 214–215, 228

and natural resources, 42

Embodied technological progress, 48–49, 194n

Employment movements; see also Contracting

models

alternative assumptions about goods and

labor markets, 244–253

cyclical, 253–255

and government purchases, 215–217

hysteresis in, 549–550

and indexation, 306–307

insider-outsider model, 549–550

and labor demand movements, 521, 527,

549–550, 559–562

and no-shirking condition, 537

in real-business-cycle models, 194, 207–208,

229–230

during recessions, 193

and sector-specific shocks, 230–231

Endogenous growth models; see also Research

and development model; Romer model

fully endogenous models, 114, 132–133, 135

historical application of, 137–142

semi-endogenous models, 113, 131, 133,

136, 146

time-series tests of, 132–137
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Endogenous information acquisition, 487n

Endogenous technological change, 9, 99–100,

121, 137, 269

Entrepreneur(s), 464–467

and equilibrium investment, 470–471

heterogeneous, 471

required payment to investor, 469

wealth, 473–475

Entrepreneurship, 30, 119, 168, 171

Environmental issues, 37–45

Equity financing, 457

Equity-premium puzzle, 396–398, 416

Ethier production function, 122–124

Ethnic diversity, and social infrastructure,

172

Euler equation, 58–59, 73, 240, 243, 354,

357, 378

for consumption under uncertainty, 376

in Diamond model, 78

in equity-premium puzzle, 396

for household optimization, 618

with liquidity constraints, 403

with precautionary saving, 399–402

in Ramsey–Cass–Koopmans model, 74–75

in real-business-cycle models, 199

for tax-smoothing under certainty, 674–675

Event-study methodology, 226n

Excess returns on assets, 392–393, 395,

397–398, 486–487

Excess sensitivity of consumption, 379

Excess smoothness of consumption, 379n,

414

Excess volatility, 459, 479–491

Exchange-rate intervention, 628n

Exchange rates, 223n, 224, 281n, 301

Excludability, 115–116, 118

Executive power, constraints on, 170

Expectations, 200, 263, 265, 300, 324, 339,

352, 445, 602, 634

conditional, 296

and consumption under uncertainty,

376–377

and investment under uncertainty, 462

and law of iterated projections, 326n

and Lucas critique, 299

rational, 261, 295–296, 459, 479, 481, 491,

653

in simple investment model, 422–423

theory of term structure, 583–584

Expectations-augmented Phillips curve,

259–261, 297

Expected inflation, 579–580, 582–583, 602,

604, 622, 630, 635, 637, 647, 680

vs. actual inflation, 631–633, 644

and constant real interest rates, 653

vs. core inflation, 261

and hyperinflation, 647

in liquidity trap, 625–627

in Lucas model, 297

in new Keynesian models, 360

and output-inflation tradeoff, 260–261

Expected utility, 200, 204, 230, 363, 376, 403,

410, 481–482, 493, 496n, 544–547, 594,

686

External adjustment costs, 423–424, 435n, 444

External habits, 417

External validity, 514n

External vs. internal financing, 475–479

Externalities, 2, 89, 144, 458, 504–505, 507

aggregate demand, 275, 277

from capital, 173–174

pecuniary, 65n, 117n

from pollution, 37, 43–45

from research and development, 117–118,

125, 130

in search and matching models, 562–563

thick-market, 283

Extractive states vs. settler colonies, 176–177

F
Factor returns/flows, 29, 31, 107

Fair wage-effort hypothesis, 523, 543, 570–571,

573–574

Federal funds rate, 225, 584–585, 587, 613, 615

Federal Reserve, 226n, 422, 609, 626–627;

see also Central bank

estimation of interest-rate rules, 613–615

expansionary policies, 583

and funds-rate target, 584–587

and lagged interest rates, 611

and natural experiments, 223–224

and St. Louis equation, 222

and vector autoregressions, 225–226

and zero lower bound, 615–629

Financial accelerator, 459, 472–473

and agency costs, 463–475

Financial crises

issues in understanding, 504–506

macroeconomic effects of, 508–514

and mispricing, 506

of 2008–; see Economic crisis of 2008–

Financial institutions, 459, 502, 504, 508, 510

runs on, 507

‘‘systemically important’’, 505

Financial-market imperfections, 458–460; see

also Asymmetric information; Financial

accelerator

and cash flow, 475–479
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Financial-market imperfections (continued )

and debt crises, 704–710

and long-run growth, 475

magnification effect, 473

in new Keynesian models, 362

and nominal frictions, 301–303

and real rigidity, 283

and short-run fluctuations, 475

tests on cash flow and investment, 475–479

Financial markets, 225, 302, 368, 395, 458, 508

agency costs, 463–472

cash flow and investment, 475–479

Diamond–Dybvig model, 491–501

excess volatility, 459, 479–487

financial accelerator, 459, 472–473

mispricing, 479–487

perfect, model of, 460–463

private marginal products in, 460

Financial system development, 460

Financing, 283, 470, 502

and cash flow, 475–479

costs of obtaining, 473

debt vs. equity, 457

internal vs. external, 475–479

outside, 464–465, 471, 475, 478

tax vs. debt, 73, 196n, 668–670

Fire-sale contagion, 503–504, 506–507

First welfare theorem, 65

Fiscal crises; see Debt crises

Fiscal policy, 627, 660–714; see also Budget

deficits; Policymakers; Stabilization

policy

and consumption, 387

debt vs. taxes, 668–676

deficit bias in, 578, 678–679, 695, 697

and dynamic inconsistency, 634n

and government budget constraint, 662–669

in industrialized countries, 696–700

issues in macroeconomics, 660–661

in new Keynesian models, 363

Ricardian equivalence result, 669–673

short-run macroeconomic effects, 660–661

and social infrastructure, 163

stability of, 660, 710–711

and stabilization policy, 660

sustainable and unsustainable deficits,

666–669, 701–704

in United States, 661, 666–669, 696n, 701

and zero lower bound, 615

Fiscal reform, 223n

and conditionality, 713

and crises, 696, 713

delays in, 680, 691–696

and hyperinflation, 651

Fischer model, 311–312, 316–320, 345–346,

365

Fisher effect, 582

Fisher identity, 580, 582, 654

‘‘Five Papers in Fifteen Minutes,’’ 178

Fixed adjustment costs, 310, 449–453; see also

Menu costs

Fixed prices, 239–244, 320–326, 349

Fixed vs. floating exchange rates, 224

Fluctuations, overview of, 188–192; see also

Dynamic stochastic general-equilibrium

models; Nominal adjustment,

incomplete; Nominal rigidity;

Real-business-cycle theory

Forward guidance, 355, 626

Forward guidance puzzle, 354–359

Forward-looking interest-rate rules, 350, 354,

610–611

Forward-looking monetary policy model,

602–607

Forward-looking price-setting, 359

Fragile equilibria, 292

Frequency effect, 329, 330, 334

Frequency of price adjustment, 335–337, 349

Frictional unemployment, 558

Full-employment output, 259

Fully endogenous growth models, 114,

132–133, 135

Fully-funded social security, 96

Fundamental risk, 485–486, 516–517

G
Game theory, 289–291

General Theory (Keynes), 245–247, 253

Geography, and cross-country income

differences, 165, 168, 172–177

Golden-rule capital stock, 22, 64, 67, 88–89

Golden-rule level of education, 154n, 183

Golosov–Lucas model, 311, 331–335

Goods market imperfections, 251–253,

269–275

Goods-producer-surplus effect, 130

Government budget constraint, 662–669, 701,

714

Government debt; see Budget deficits; Fiscal

policy; Policymakers

Government default, 703, 705

Government purchases, 190, 197, 202, 206,

209, 243, 361, 368, 678, 690; see also

Fiscal policy

in Diamond model, 90–91

and distortionary taxes, 231, 674–675

and household budget constraint, 73, 670

predictable movements in, 677
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with price rigidity, 242, 244–253

in Ramsey–Cass–Koopmans model, 72–76,

93–94

in real-business-cycle models, 194–195, 207,

215–217

Government rent-seeking behavior, 118,

162–163, 165, 679

Great Depression, 172, 192, 227, 459, 506,

595–596, 615, 626, 630, 635

Great Inflation, 192, 639–642

Great Moderation, 192–193

Great Recession, 188–189, 192–193, 228, 513,

550, 596

Great reversal, 176

Grossman-Helpman model, 101, 116, 132

Growth accounting, 30–33, 49, 143–144, 149,

156, 174

Growth-accounting-style techniques, 32–33

Growth disasters and miracles, 7, 182–183

Growth drag, 41–42

Growth effects, 21, 131

Growth in Ramsey–Cass–Koopmans model,

92–93

Growth rate, 14, 16n, 21n, 27n, 45

H
Habit formation, 361, 364, 398n, 399n, 417

Half-life, 27n

Hamiltonian, 428–429, 454–456

present-value, 429n

Harris–Todaro model, 575–576

Harrod-neutral technological progress, 10

Hazard rate, 533

Health care costs, 661–662

Hedging of risks, 390–391

Hicks-neutral technological progress, 10n, 13n

High-powered money, 222, 303n, 588–589,

608, 615, 627, 644

Hodrick–Prescott filter, 218n

Home bias, 391

Households, 209, 395, 616–617, 620; see also

Consumption; Labor supply

in baseline price rigidity model, 239–242

in Diamond model, 78–80

entry into economy, 51, 77n

forward-looking behavior of, 67, 75–76

heterogeneity among, 463

in imperfect competition model, 269–272

infinitely lived, 50, 124–125, 195–196,

312–313

permanent-income hypothesis, 381–385

in Ramsey–Cass–Koopmans model, 51–53

in real-business-cycle models, 197–201

in Romer model, 123n, 124–127

‘‘Housing bubble’’, 488

Housing market, 190, 455

Human capital, 2, 32, 122, 136, 186, 549

and cross-country income differences,

155–162, 180

and increasing returns, 186

physical capital effects on, 159

vs. raw labor, 151

in Solow model, 150–155

sources of variation in, 158

Hybrid IS curve, 263

Hybrid Phillips curve, 261, 263, 339–341,

631

Hyperinflation, 301, 579, 582, 642–643,

647–651, 680, 691, 704

Hysteresis, 549–550

I
Identity operator, 325

Idiosyncratic risk, 449, 475, 507

Immigrants, and wage differences, 158–159

Impatience, and consumption, 402, 404,

407

Imperfect competition; see Competition,

imperfect

Imperfections in financial markets, 458

Imperfect information, 283, 301, 678; see also

Lucas imperfect-information model

Implicit contracts, 545–546, 574–575

Implicit differentiation, 24n

Inada conditions, 12, 17, 77, 87, 95

Incentive-compatible contracts, 574–575

Incentive contracts, for policymakers, 635n

Income, permanent vs. transitory, 370, 374

Income differences, cross-country, 149–187

and convergence, 33–37, 178–180

growth miracles and disasters, 7, 182–183

and investment choices, 29

and knowledge, 30, 33, 142–144, 147–148

overview of, 7–8, 149–150

and Solow model, 28–30, 150–155

Income effect, 80, 198, 203, 387, 564n

Incomplete markets, 97–98, 398n

Increasing returns to scale; see Returns to scale,

increasing

Indexation, 361, 367, 589

and employment movements, 306–307

lack of, with debt contracts, 301–302

new Keynesian Phillips curve with, 342–344

Indivisible labor, 229–230

Inertia, in deficits, 695–696

Inertia, inflationary, 261, 338–350, 360

Infinitely lived households, 50, 124–125,

195–196, 312–313
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Infinite output, in research and development

model, 107n

Inflation; see also Dynamic inconsistency;

Interest-rate rules; Output-inflation

tradeoff; Seignorage

in AS-AD diagram, 263

and central bank independence, 637–639

core, 259–261

costs of, 588–591

and debt crises, 703

and deficit measurement, 663–665

and delegation, 636–639

dislike of, 590

and divine coincidence, 602–603

expected, 259, 261, 297, 360, 647, 653

expected vs. actual, 631–633, 644

expected vs. core, 261

in Great Inflation, 192, 639–642

implications for, 358–359

inertia in, 261, 338–341

lagged, 342–345, 597

low, monetary policy, 630–637

from money growth, 579–583

in new Keynesian Phillips curve, 329

optimal rate of, 591–593, 596, 632–633

and output, 299–300, 340

and policymaker reputation, 635–636

potential benefits of, 591–592

potential sources of, 579–580

and real money balances, 579–580

during recessions, 191

variability of, 589–590

Inflation bias, 578, 630

Inflation-indexed bonds, 587n

Inflation inertia, 261, 338–350, 360

Inflation-output tradeoff; see Output-inflation

tradeoff

Inflation shocks, 352, 354

Inflation targeting, 223n, 600, 626, 629

in Krugman model, 623–625

Inflation-tax Laffer curve, 645–646

Inflation-tax revenues, 644

Information, imperfect; see Imperfect

information

Information-technology and productivity

rebound, 32

Informationally insensitive assets, 497

Input-output linkages, 283

Insensitivity of profit function, 281–282, 284

Insider-outsider models, 547–550, 575

Inside the unit circle, 605

Instantaneous utility functions, 215, 218n,

230n, 369, 373, 386, 448

for constant-absolute-risk-aversion, 418

quadratic, 376, 378–379, 403–404

in Ramsey–Cass–Koopmans model, 52–53, 55

in real-business-cycle models, 196–197,

218n

in Romer model, 124–125

in Shapiro–Stiglitz model, 532

Institutions, 162–164, 170–173, 176–177, 464

Instrumental variables, 165–169, 380, 405,

613–614

Intensive form of production function, 11–13

Interacted variables, 698

Interest factors, 705–709

Interest-rate rules

in canonical new Keynesian model, 351,

354

design of, 609–613

estimation of, 613–615

in exogenous nominal rigidity model, 262,

265n

forward-looking, 351, 354, 610–611

in monetary policy models, 600–601,

603–605

vs. money-stock rules, 607–609

and natural rate of interest, 600–601

in new Keynesian models, 363

overview of, 607–609

Interest-rate spreads, 612

Interest-rate targeting, 655

Interest rates

central bank control of, 304–305

and consumption, 385–389

and expectations, 583–587

and Federal Reserve policy, 224–226

forward guidance about real, 356–359

and investment, 438–439, 444–445

in IS curve, 262–263

and labor supply, 199

and lagged inflation, 597

and money growth changes, 580–582

natural, 600–601, 603–604, 610

and new Keynesian IS curve, 241, 242

nominal vs. real, 224

in q theory model, 438–439

during recessions, 191

and saving, 385–389

short-term, 438, 583–587

in specific models, 52, 65n, 78–80, 86–87,

126, 597

as tax rate on money balances, 644n

and technology shocks, 213–214

term structure of, 583–587, 653–654

zero lower bound on nominal, 305n, 591,

603n, 615–629, 655

Intergenerational links, 671
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Interindustry wage differences, 566–569

Intermediation, 363, 475, 479–480, 492,

703

Internal adjustment costs, 408, 423, 435n

Internal habits, 417

Internal vs. external financing, 475–479

International aid, 713

International borrowing, 704n

Intertemporal elasticity of substitution, 52, 92,

215, 228, 386, 389

Intertemporal first-order condition, 210–211

Intertemporal substitution in labor supply,

198–199, 204, 214–215, 243

Intratemporal first-order condition, 208–209

Intrinsic bubbles, 415

Inventories, 190

Investment, 420–457; see also Financial-market

imperfections; q theory model of

investment

actual vs. break-even, 17, 19–23, 24n, 60

and capital income, 422

and cash flow, 475–479

and cost of capital, 421–423

and cross-country income differences, 29,

159–160

and financial-market imperfections, 302, 460,

472–473, 475–476, 478–480

with fixed adjustment costs, 451–453

and government purchases, 73

and inflation, 588–591

irreversible, 447–448

and kinked adjustment costs, 449–451

and saving rate, 18–19

and social infrastructure, 162–163

and stabilization policy, 595

and taxes, 93–94, 442–447, 455, 475

under uncertainty, 444–448, 452, 456

Investment adjustment costs, 423n

Investment-output ratio, 160–161, 218

Investment tax credit, 422, 439–441

Irrational exuberance, 488

Irreversible investment, 447–448

IS curve, new Keynesian, 241–242, 262–263,

313, 350–354, 359, 361, 602, 604

continuous-time, 366

IS curve, traditional, 241, 263, 265, 597

IS-LM model, 242–243

IS-MP model, 262–264

J
Job breakup rate, 533, 551, 557

Job creation and destruction, 559

Job-finding rate, 553, 556

Job selling, 542–543

K
Keeping up with the Joneses, 371

Keynesian consumption function, 371–372

Keynesian models, 245–246, 371–372; see also

Dynamic new Keynesian models

Kinked adjustment costs, 449–453

‘‘Kleptocracy’’, 163

Knowledge accumulation, 100, 108; see also

Research and development model

and allocation of resources, 114–121,

130–131

and basic scientific research, 116

and capital accumulation, 99, 120

and central questions of growth theory,

142–144

and cross-country income differences,

142–143, 149

dynamics of, 102–107

endogenous, 101–102, 109, 137–142

and ever-increasing growth, 106–107

over human history, 137–142

and learning-by-doing, 119–121, 135, 145

private incentives for, 116–118

in Romer model, 121n

and talented individuals, 118–119

Knowledge; see also Research and development

lags in diffusion of, 33, 143

production function for, 101

in real-business-cycle models, 199

in Solow model, 10, 13–14, 28–29, 151

k-percent rule, 607

Kremer model, 137–142

Krugman model, 615–625, 627, 656

L
Labor-augmenting technological progress, 10,

13n

Labor demand

and employment movements, 520–521,

527–529, 546, 549–550, 567–569

fall in, 249, 521–522, 540, 545, 566

with flexible wages and competitive labor,

247–250

impact of shift in, 559–562

in real-business-cycle models, 2, 194, 228

in search and matching models, 3, 522, 551,

558–560

in Shapiro–Stiglitz model, 538–543

Labor-force attachment, 549–550

Labor market, 246, 279, 543; see also

Contracting models; Contracts;

Efficiency wages; Unemployment;

Wages
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Labor market (continued )

competitive, 247–249, 531

cyclical behavior of, 253–255, 520–521

dual, 542

economy-wide, 293

heterogeneity of, 551, 557

imperfections in, 249–250, 285–286

in insider-outsider model, 547–549

real rigidity in, 284–287

in search and matching models, 553

short-side rule, 304

turnover in, 538–539, 541, 558

and wage rigidities, 251–253, 545, 561

Labor mobility, 284, 544–545

Labor supply, 194

in dynamic new Keynesian models, 313

elasticity of, 301, 520, 546

and hours of work, 595

and hysteresis, 549

in imperfect competition model, 274

inelastic, 213–214, 278–279

intertemporal substitution in, 198–199, 204,

214–215

in Ramsey–Cass–Koopmans model, 51

raw labor vs. human capital, 151

in real-business-cycle models, 194, 198–199,

201–206, 209

in research and development model, 101,

104–105

in Romer model, 123

in Shapiro–Stiglitz model, 538–539

in Solow model, 13–14

tradeoff with consumption, 201

Lag operators, 205n, 320, 324–326

Land, 11, 37–43, 137–138, 140, 147, 174–175

Law of iterated projections, 266, 318, 326n,

343, 404, 445

Layoffs, 541, 570–571

Leaders

death of, and policy changes, 170–171, 223

differences in beliefs, 172

Learning-by-doing, 116, 119–121, 135, 145–146

Lehman Brothers, 459, 504, 509

Lender-of-last-resort policies, 499–500

Level effects, on balanced growth path, 21,

131

Life-cycle saving, 404n, 413

Limited liability, in debt markets, 302

Limited pledgeability, 515–516

Linear growth models, 107, 124, 126, 131, 348

Liquidity, concept of, 635

Liquidity constraints, 399, 402–404, 409n, 672,

682, 702

Liquidity crisis, 497–498, 635

Liquidity effect, 583

Liquidity trap, 305, 621, 656n; see also Zero

nominal interest rate

in Krugman model, 619–625

policies to raise expected inflation in,

625–627

policies to stimulate economy in, 627–628

LM curve, 243, 262

Logarithmic utility, 80, 81, 90, 91n, 127, 203,

691

in Cobb–Douglas production, 81–83

in Diamond model, 83–85, 95

in Ramsey–Cass–Koopmans model, 50, 92

in real-business-cycle models, 196–197, 203

in Romer model, 124

in Tabellini-Alesina model, 688–690

Log-linear approximation, 196n, 207–211,

237

Log-linearization, 207–208

Lognormal distribution, 210n, 481, 516

Long-term interest rates, 438–439, 583–587

Lucas asset-pricing model, 416

Lucas critique, 299–300

Lucas imperfect-information model, 293–303

Lucas supply curve, 296–297, 299, 329,

338–339, 593, 595, 631, 653

M
Macroeconomic contagion, 503–504, 507

Macroeconomic crisis of 2008–; see Economic

crisis of 2008–

Macroeconomic effects of financial crises,

508–514

Maddison Project, 6n

Malthusian determination of population, 138,

141, 142n

Mankiw–Reis model, 311, 345–350, 367

Marginal disutility of work, 209, 230, 239,

545–547, 564

Marginal product of capital, 22, 25

in Diamond model, 78, 87

in learning-by-doing model, 145

private, 146

in q theory model, 426, 431, 435

in Ramsey–Cass–Koopmans model, 53

in simple investment model, 422–423

in Solow model, 12, 22, 25, 29

Marginal q, 430–431, 443

Marginal revenue-marginal cost diagram,

276–277, 282–284

Market beta, 396n

Market-clearing condition, 462

Markup, 127, 245, 592

countercyclical, 249, 283, 286
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function, 251

in imperfect competition model, 274

by intermediaries, 362

over wages, 317n, 346

procyclical, 249n

and real rigidity, 283–284

with wage rigidity, flexible prices, and

imperfect goods, 251

Martingale, 377n

Matching function, 552–553, 577

Maturity mismatch, 492

Mean-variance objective function, asset

holdings with, 391–394

Measurement error, 35–36, 186

classical, 166

and convergence, 35, 49

and cross-country income differences,

166–167, 187

and interest-rate rules, 609–610

and q theory tests, 442–443

Median-voter theorem, 684–686

Medical costs, 666–668

Menu costs, 269, 276, 293, 310; see also Price

adjustment

defined, 268

and efficiency wages, 531

empirical evidence on, 337–338

with imperfect competition, 277–278,

284–287

models, 301

with multiple equilibria, 306

and profit function insensitivity, 281

and real rigidity, 279–286, 292

Method of undetermined coefficients, 208,

236n, 305, 320–323, 352–353

Minimum wage, 522n

Mispricing of assets, 479–490, 506

Model-based risk, 486n

Models, purpose of, 3–4, 15

Modern approach to labor market, 521–522,

550

Modified golden-rule capital stock, 67

Modigliani-Miller theorem, 457

Monetary conditions index, 611

Monetary disturbances, 238; see also Aggregate

demand shocks

in canonical new Keynesian model, 351–353

in Caplin–Spulber model, 335

in Danziger–Golosov–Lucas model, 332–334

with exogenous price rigidity, 242–243

and incentives for price adjustment,

277–279, 285–286

and inflation shocks, 352, 354

long-lasting effects of, 323–324

in Lucas model, 293, 295

and natural experiments, 222–224

and predetermined prices, 320, 345

with price rigidity, 242–243

in real-business-cycle models, 195, 220–226

and St. Louis equation, 221–222

in Taylor model, 323

and vector autoregressions, 225–226

Monetary expansion, 224, 245, 583, 620, 623,

626n

effects in Krugman model, 621–622

Monetary policy, 578–659; see also Dynamic

inconsistency; Interest-rate rules;

Policymakers; Stabilization policy

backward-looking model, 596–601

in canonical new Keynesian model, 350–354,

360

central bank independence, 637–639

contractionary policy, 586–587

control of interest rates, 304–305

and delegation, 635–636, 638–639, 657

and exchange rates, 611, 628n

and financial-market imperfections, 301–303,

458–460, 475–479

forecasts in, 611n

forward-looking model, 602–607

and the Great Inflation, 192, 639–642

inflation bias in, 578, 630

inflation targeting, 223n, 600, 626, 629

k-percent rule, 607

low-inflation, 630–637

and Lucas critique, 299–300

and money growth effects, 580–582,

647–651

and natural experiments, 168–169, 223–226,

499n

and natural-rate hypothesis, 257–258, 261,

642

in new Keynesian models, 312–316, 363

overview of, 578–579

and political business cycles, 658

and regime changes, 653

and reputation, 657

and rules, 608–609, 634

and seignorage, 578–579, 642–651, 659

and social welfare, 592–596

and St. Louis equation, 222

super-inertial, 612

and term structure of interest rates,

583–587, 653–654

and uncertainty, 610, 655

and vector autoregressions, 225–226

and zero lower bound, 305n, 507, 591, 603n,

615–629, 655–656, 660
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Money

in baseline price rigidity model, 239–240

high-powered, 303n, 588, 589, 615n,

644

vs. interest-rate targeting, 655

and output, 220–226

in Samuelson overlapping-generations model,

97–98

as source of utility, 239–240

Money demand

in baseline price rigidity model, 242

and future inflation, 648n, 5651n

gradual adjustment of, 647–649

and inflation, 579–580

and seignorage, 643–645

and St. Louis equation, 222

and vector autoregressions, 225

Money-financed tax cut, 628n

Money growth

and hyperinflation, 542–543, 647–651

inflation from, 579–582

and interest rates, 580–582

and real money balances, 581–583, 643–651,

652

and seignorage, 642–651, 659

Money-in-the-utility-function, 240n, 270

Money market, 262, 497, 504, 579

Money-output regressions, 225–226,

585

Money-stock rules, 607–609

Monopoly power, 121, 123, 126, 145,

163n

Moral hazard, 302, 471

Mortgage-backed securities, 511–512

MP curve, 262–263, 265, 305

Multiple equilibria

in coordination-failure models, 286–291

defined, 267

in Diamond model, 88–90

and economic crisis of 2008–, 585

in forward-looking monetary policy model,

605

with menu costs, 306

in model of debt crises, 707–709

punishment, 635n, 657–658

reaction function and, 288

real non-Walrasian theories, 291–292

Multiplier-accelerator, 304

Multisector models, 230

Mutual fund separation theorem, 394–395

Mutual funds

closed-end, 489–491

open-end, 490n

N
Nash bargaining, 552, 554–555

Nash equilibrium, 278, 289–290, 307, 495–496,

714

National Bureau of Economic Research (NBER),

188n

Natural experiments, 168–169, 223–226, 499n

Natural-rate hypothesis, 257–258, 261, 642

Natural rate of interest, 600, 603–604, 612

Natural rate of output, 259, 610, 641–642

Natural rate of unemployment, 257–258, 304,

549, 564

Natural resources, 11, 37–45, 168

New growth theory; see Human capital; Income

differences, cross-country; Knowledge

accumulation; Research and

development model

New Keynesian IS curve, 241–242, 262–263,

313, 350–354, 359, 361, 602, 604

continuous-time, 356

New Keynesian models; see Dynamic new

Keynesian models

New Keynesian Phillips curve

in canonical new Keynesian model, 350–351,

360

continuous-time, 356–357

and costs of disinflation, 354

derivation of, 327–328

in forward guidance puzzle, 354

in forward-looking monetary policy model,

602–604, 606

forward-looking price-setting in, 359

implications of, 354

with indexation, 342–344, 360, 367

and inflation, 357

and inflation inertia, 338–341, 360

and long-run output-inflation tradeoff, 630n

in new Keynesian models, 360

with partial indexation, 367

with wage inflation, 360

New political economy, 678–680

Newly industrializing countries (NICs), 32

No-bubbles condition, 415

Noise traders, 481, 484n, 485, 490, 518

risk, 484, 516–517

Nominal adjustment, incomplete, 268–308;

see also Dynamic stochastic

general-equilibrium models; Lucas

imperfect-information model; Price

adjustment

baseline imperfect competition model,

269–275

in debt markets, 301–302
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incentives for, 276–279, 284–286

liquidity effect, 583

Nominal imperfection, 195, 238, 268, 282, 293,

301–303, 310, 317

Nominal prices/wages, 316–317, 330, 338, 345,

350, 364

Nominal rigidity, 309, 327, 354; see also Price

rigidity

in DSGE models, 311

exogenous, 239–267

overview of, 238–239

in real-business-cycle models, 195, 229,

232–233

and small barriers to price adjustment,

277–278, 285n

Nonexpected utility, 398n, 399n

Nonrivalry of knowledge, 115, 129,

142

Nonstationarity vs. stationarity, 132–134

Nontradable consumption goods, 160–161

No-Ponzi-game condition, 54–56, 240

No-shirking condition, 536–543

Numerical methods, 408, 413, 418–419

O
Observational equivalence, 308

Oil prices, 258, 478, 697

Okun’s law, 191

Olivera-Tanzi effect, 647n

Omitted-variable bias, 165–166, 170, 699

Open-end mutual funds, 490n

Open-market operations, 224, 585, 625–628

Option value to waiting, 447

Output-inflation tradeoff, 634n, 643

accelerationist Phillips curve, 260–262, 329,

338–340, 593, 597

and backward-looking monetary policy

model, 596–599

expectations-augmented Phillips curve,

259–261, 297

failure of Phillips curve, 258

and forward-looking monetary policy model,

606–607

and the Great Inflation, 640–641

hybrid Phillips curve, 261, 339–341

and hyperinflation, 642

and inflation bias, 578, 630

in Lucas model, 299

and natural-rate hypothesis, 257–258

and new Keynesian Phillips curve, 630n

Phillips curve, 256

Output taxation, 231

Overidentifying restrictions, 381n

Overlapping-generations models, 9, 50, 55n,

77n, 96–98; see also Diamond model

P
Panel Study of Income Dynamics (PSID),

253–254, 382

Paradox of toil, 656n

Pareto efficiency

and budget deficits, 702

in specific models, 65, 87–90, 117n, 202,

204, 289–291

Partial vs. general equilibrium models,

232–233

Partial-equilibrium search, 576

Patent laws, 115

Pay-as-you-go social security, 96, 666

Pecuniary externalities, 65n, 117n

Penn World Tables, 7n, 157

Perfect competition; see Competition, perfect

Perfect financial markets model, 458–463, 472,

474–475

Permanent income, 370, 375

Permanent-income hypothesis, 399n, 674

consumption behavior and, 382, 384–385

derivation of, 369–371

and excess smoothness of consumption,

379n, 414

failures of, 398–399

household data, 381–385

implications of, 371–373

and random-walk hypothesis, 377

and Ricardian equivalence, 671–673

Persson–Svensson model, 680–682, 713

Phase diagrams, 18, 94, 106, 113, 431, 447

with kinked adjustment costs, 449–450

in q theory model, 432–433, 436–437,

439–441

in Ramsey–Cass–Koopmans model, 61–62, 67,

71

in research and development model,

103–105, 107–110

in Solow model, 17

sustainable vs. unsustainable seignorage,

649–650

with uncertainty, 446–448

Phillips curve; see also New Keynesian Phillips

curve; Output-inflation tradeoff

accelerationist, 260, 329, 338–340, 355, 593,

595, 597, 655

expectations-augmented, 259–261, 296

failure of, 258

history of, 256

hybrid, 261, 263, 339–341, 631
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Phillips curve (continued )

and Lucas critique, 299–300

and natural-rate hypothesis, 257–258, 261

and productivity growth, 304

Pigovian tax, 44, 505

Poisson processes, 327–328, 342, 346,

532–533

Policies vs. institutions, 150, 162–165, 167,

169–173, 182

Policy rules, 263, 265, 300, 363, 600, 609–611,

640, 653; see also Interest-rate rules

Policymakers, 45, 145, 256–257, 299–300, 363,

578, 582, 588, 592, 596, 629; see also

Fiscal policy; Monetary policy;

Stabilization policy

commitment by, 630–634, 687

delegation to, 636–639

disagreements among, 662–664

discretion of, 630–633

and economic crisis of 2008–, 585

incentive contracts for, 635n

incomplete knowledge of, 679

independence of, 637–639

inflation choices of, 606–607, 630–634,

636–638

known inefficient outcomes, 680–681

liberal vs. conservative, 681

and maximization of social welfare, 363

and preferences, 683–685, 688

reasons for accumulating debt, 681–682

and reputation, 635, 657

rules vs. discretion, 634–635

and statistical relationships, 300

and the Great Inflation, 639–642

Political business cycles, 658

Political-economy theories of budget deficits,

678–681, 697

Political participation, 688

Political power, 171n, 697–700

Political Risk Services, 167

Pollution, 37, 43–45

Ponzi games/scheme, 54, 55n, 408, 409n, 617,

665–666

Population

exogenous growth of, 13–14, 51, 77, 102,

196

and long-run economic growth, 104, 106,

108–109, 112, 120, 129, 136–142

Malthusian determination of, 138, 141,

142n

in specific regions, 140

and technological change, 137–142

turnover in, 76, 671

over very long run, 137–142

Potential output, 259, 262

Precautionary saving, 389n, 399–402, 404, 418,

672, 711

dynamic-programming analysis of, 407–413

Predetermined prices, 311, 316–320, 345–346,

497; see also Fischer model;

Mankiw–Reis model

Present-value Hamiltonian, 429n

Presidential political systems, 699

Price adjustment, 2, 276n, 279n, 281, 283, 286,

292, 309, 311, 324, 331, 350, 596; see

also Inflation; Menu costs;

State-dependent price adjustment;

Time-dependent price adjustment

of assets, 416

barriers to, 277

in Calvo model, 326–329

in canonical new Keynesian model, 350–351

in Caplin–Spulber model, 330–331

in Christiano–Eichenbaum–Evans model,

342–345

costs of, 337

and costs of inflation, 588–589

in Danziger–Golosov–Lucas model, 331–334

in dynamic new Keynesian models, 312–314

in Fischer model, 316–320, 365

and fixed prices, 320–326

frequency of, 335–337, 349

imperfect competition model, 269–275

and imperfect information, 293–294

incentives for

in contracting models, 547

and efficiency wages, 527, 530–532

and real rigidity, 279–286

and small frictions, 276–279

incomplete, 324

and inflation inertia, 338–341

in Mankiw–Reis model, 345–350

microeconomic evidence on, 335–338

and monetary policy, 225

real non-Walrasian theories, 286–289

and real rigidity, 284–287

and sales, 336

synchronized, 365–366

and taxes, 443

in Taylor model, 320–326

Price indexes, 271, 274, 294, 313, 335, 642

limitations of, 6n

Price-level inertia, 323

Price-level paths, 625, 629

Prices of assets; see Asset prices

Price-price Phillips curve, 304

Price rigidity; see Nominal rigidity; Price

adjustment
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Price-setters

in Calvo model, 326–329

in Caplin–Spulber model, 330–331

in Danziger–Golosov–Lucas model, 331–334

in Fischer model, 316–320

in imperfect competition model, 269–275

incentive to obtain information, 301

in Mankiw–Reis model, 345–350

and small barriers to adjustment, 277–278

and sticky information, 346

in Taylor model, 320–326

Pricing kernel, 395
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